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ABSTRACT: We investigate via density functional theory a series of
donor—antenna—acceptor molecular rectifiers designed as modules
for artificial photosynthesis devices. We consider triad modules
containing phenothiazine (PTZ) as the electron donor and different
derivatives of naphthalene diimide (NDI) as the antenna and
secondary electron acceptor. The choice of the molecular components
in the triad is guided by the redox and optical properties of each subunit.
Using time-dependent DFT in combination with the long-range
corrected xc-functional CAM-B3LYP we investigate how photoinduced
charge transfer states are affected by systematic modifications of the
triad molecular structure. In particular, we show how by controlling the
length of the molecular bridges connecting the different charge
separator subunits it is possible to control the driving force for the
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relaxation of the excitonic state into the full charge-separated state. On the basis of these findings we propose a supramolecular triad
consisting of inexpensive and readily available molecular components that can find its implementation in artificial devices for solar

energy transduction.

1. INTRODUCTION

Progress in the design and synthesis of nanodevices for artificial
photosynthesis can be strongly supported by computational
modeling methods able to predict optimal target properties for
light energy conversion in the computer prior to the realization in
chemical laboratories.' A very primary target is to achieve a
long-lasting charge-separated state for dye-sensitized solar cells
and artificial photosynthesis applications.®”

Despite the great improvements in the sunlight-to-photo-
current conversion rates achieved by modern devices, their
efficiency is still largely affected by the occurrence of charge
recombination. Recent publications suggest that efficient charge
separation can be realized only by systems composed of three
or more subunits arranged in a Donor—Antenna—Acceptor
(D—An—A) like design, presenting an optimized energy gradient
and electronic coupling.'~*?

Our goal here is to use density functional theory (DFT) based
methods to optimize the optical and electronic properties of a
molecular system designed for photoelectrochemical applica-
tions prior to its experimental realization. The aim is to obtain a
photosensitive triad-like charge separator for photocatalytic and
photovoltaic applications which shows ultrafast unidirectional
electron transfer leading to the formation of a charge-separated
state (CS) sufficiently stable to kinetically allow redox reactions
at the donor (D) and the acceptor (A) moieties."*We chose
the triad components on the basis of their ground and excited
state redox potentials to obtain negative potential energy gradients
between the donor—antenna and the antenna—acceptor subunits.
Furthermore, the donor and the acceptor are chosen considering
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the potential boundaries necessary to couple the proposed triad
within a device employing a silicon electrode and a commonly used
electrolyte, such as iodide/triiodide."

By systematically changing the connections between the
donor, the antenna, and the acceptor, we highlight how structural
modification can be used to control the relative energies and
electronic couplings between different excited states. In this way
we are able to design a molecular triad for which the photo-
excitation of the antenna will trigger redox processes resulting
into the formation of a final D*—An—A" charge-separated state.

The presence of the antenna complex between the donor and
the acceptor should induce a considerable tunneling barrier for
charge recombination and consequently reduce the electronic
coupling between the charge-separated and ground states of the
triad. This will resolve in delaying the electronic recombination
to the state of minimal energy and increase the lifetime of the CS.

The molecular components used in this study as donor,
antenna, and acceptor are, respectively, the 10,10a-dihydro-4aH-
phenothiazine (PTZ), the 2,6-diethoxy-1,4,5,8-diimidenaphthalene
(NDI,), and the 2,6-dicarbonitrile-1,4,5,8-diimidenaphthalene
(NDL). A schematic representation of the single components
and of the different complexes analyzed is reported in Figure 1.

Individually, PTZ, NDI;, and NDI, have already been
discussed in the literature and are well-known for their
robustness and ease of synthesis. They have been chosen based
on the perfect match between their well-characterized optical and
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Figure 1. Molecular structures of the studied compounds. PTZ acts as the electron donor (D), NDI, as the antenna (An), and NDL, as an electron
acceptor (A). The number of phenyl units between the D and An is indicated with n. Two different bridges (a and b) between the An and A are
considered. Linear and perpendicular refer to the relative arrangements of PTZ and the phenyl bridge.

electronic properties and the device requirements. The members
of the naphthalene diimide family form an important class of
chromophores which has been extensively analyzed in recent
years and applied in a wide range of devices, such as supra-
molecular switches, chemosensors, n-type semiconductors in
organic transistors, light-harvesting chromophores in dye-
sensitized solar cell (DSSC), and electron acceptors in photo-
activated artificial charge separators.*'™' The versatility of
these compounds is due to their peculiar electronic properties
that can be easily tuned through a selective functionalization
of the naphthalene core.”® By choosing the appropriate func-
tional groups it is possible to adjust the HOMO and LUMO
orbital energies and their relative gaps. This allows us to
control the molecular absorption range and to adapt the
molecular redox properties with respect to the environment
requirements.

As shown by Sakai et al”® due to their different func-
tionalization NDI, and NDI, present absorptions in two different
regions of the incoming photon spectrum. While the first is
photoactive also into the visible, the second shows activity only in
the UV region. This ensures NDI; to be the only active
chromophore for applications with visible light in solar energy
conversion. On the other hand, NDI, is chosen not only for its
absorption properties but also for its characteristic ability to form
stable anionic radicals.”" Especially in a context where several
molecules are bound together through 7—x stacking, NDI, has
been shown to behave as an n-type semiconductor material.**

This characteristic makes it a very good candidate as an electron
acceptor able to increase the electron—hole distance through
electron delocalization thus decreasing the probability of its
recombination into the ground state. Additionally, the LUMO
energy of NDI, aligns well with the valence band of silicon,
opening the possibility of establishing a p—n junction between
the electron rectifier and a silicon-based electrode.

Finally, phenothiazine is a strong reducing agent photoactive
only in the UV region that is already widely employed as
pesticide and in pharmaceutical or optical applications.*"*¥**
Thanks to the strong interaction between the 2p, electrons of the
nitrogen atom of the central heterocyclic ring with the peripheral
benzenes, PTZ can easily form cation-radical species and stabilize
them through resonance delocahzatlon of the positive charge
into those electron-rich moieties.”® PTZ is therefore an optimal
electron donor able to quench the hole created in the antenna
upon photoexcitation.

Herein we compare a series of molecular triads designed for
photoinduced unidirectional charge separation. The donor—
antenna distance is proved to be a key parameter to control the
relative energies of different excited state potential energy
surfaces (PESs). It is shown that it is possible to induce the
concerted hole/electron transfer mechanism as the dominant
path for the formation of the charge-separated state D" —An—A".
Geometrical and structural modifications are applied to the
bridge units to find an optimal balance between thermodynamics
and electronic coupling requirements for a fast unidirectional

dx.doi.org/10.1021/jp505105a | J. Phys. Chem. C 2014, 118, 15600—15609



The Journal of Physical Chemistry C

charge transfer. The results lead to the design of the 1-b_Linear
triad, for which ultrafast charge separation is predicted.

2. METHODS AND COMPUTATIONAL DETAILS

2.1. Ground-State Calculations. To optimize the ground-
state geometries of each monomer, dyad, and triad presented in
this work, we make use of the ADF software package.”>*’ The
geometries are optimized at the BSLYP/TZP level of theory in a
dichloromethane (DCM) environment described by the
continuum solvent model COSMO.>® van der Waals dispersion
interactions are included using the Grimme3-BJDAMP
correction.”

2.2. Time-Dependent DFT. Time-Dependent DFT
(TD-DFT) is used to calculate the absorption spectra of the
investigated systems and to check how the optical properties of
the singular components are affected by the assembling into the
triad complexes. Several exchange-correlation functionals
available in the ADF computational package have been used to
check the accuracy of our results in comparison with available
experimental data (see Results and Discussion section 3.1).

2.3. Ground- and Excited-State Redox Potentials. ADF
is used for the calculation of the ground- and excited-state
oxidation potentials of the donor, antenna, and acceptor
monomers. Following the procedure described by De Angelis
et al,* the ground-state oxidation potential is estimated as

Gow = Gy = Gy (1)

Both G2, and G, are obtained by adding the solvent effect to
the energies of the molecules optimized in vacuum. The solvent
contribution is estimated as the energy difference between the
system in solution and in vacuum, calculated at the geometry
optimized in solution.

The excited state oxidation potential Giy is obtained by
subtracting from G5 the adiabatic lowest transition energy

(Eo-o)
Gy = Gg{s — Eo_ ()

ox
where E,_, is the energy difference between the excited and the
ground states at their corresponding optimized geometries.
Results were validated also by calculating the ground-state
oxidation potentials using the ASCF and Born—Haber cycle
methods®" (Table S2, Supporting Information).

2.4. Excited-State Geometry Optimizations. To inves-
tigate the possible electronic relaxations that can occur after
photoabsorption, we optimize, for each charge separator, the (i)
excitonic state, denoted throughout the paper as S0, in which
both the hole and electron are localized on the antenna; (ii) the
full charge-separated (CS) state S1 in which the hole is on the
donor and the electron on the acceptor; and (iii) the
intermediate CS state S2 in which only the hole moves on the
donor and the electron stays on the antenna. Other excited states
have been investigated, but they all turned out to be much higher
in energy, indicating that their formation is strongly unlikely
upon visible-light absorption. For each complex, starting from
their ground-state optimized geometry, we initially induce a
specific optical transition from the ground state to the diabatic
state of interest, and subsequently we optimize the geometry of
such an excited state. To overcome the systematic under-
estimation of the excitation energies associated with stron
molecular charge transfer character shown by most xc-functionals,”
we make use of the long-range corrected functional CAM-B3LYP,*
which has been shown to be quite accurate in describing this type

of electronic excitations.>*** These calculations are performed
using the Gaussian 09 program package® using the cc-pVDZ
basis set and the 7polarizable continuum model to simulate the
DCM solvation.?

2.5. Electronic Coupling and Charge-Separation Rate
Calculations. To avoid confusion with the use of the terms
donor and acceptor recurring in other sections, we need to
specify that when describing hole transfer processes with the
term donor we refer to the phenothiazine subunit and with
acceptor to the antenna NDI;. On the other hand, for the
electron transfer calculations the terms donor and acceptor have
to be intended as the subunits NDI; and NDIL,, respectively.

The coupling strength between the orbitals involved in the
hole/electron transfer processes is estimated using both the
charge transfer integrals (CTI) method implemented in
ADF**™* and the constrained DFT (CDFT) computational
scheme*' ™ implemented in the software package CPMD.**

2.5.1. CTI Method (ADF). This formalism computes the CTI
through the equation

1
V::la = ]da - Esda(ed + ea) (3)

Here, J4, represents the off-diagonal elements of the Fock matrix
constructed using the HOMOs (for hole transfer calculations) or
the LUMOs (for electron transfer) of the molecular subunits
used as donor (d) or acceptor (a). Sy, is the overlap integral
between the molecular orbitals of the two states considered,
while eq and e, are the energies of the system bearing the
electron/hole on the donor or the acceptor. These calculations
are performed at the B3LYP/TZP level in dichloromethane
simulated through the continuum solvation model COSMO.

2.5.2. Constrained DFT (CPMD). This methodology is based
on the idea of minimizing the Kohn—Sham energy functional
under the constraint that the charge difference between two
defined regions of space is equal to a specific value of interest
#.. Within the CPMD implementation, we can define these
two regions of space as the sum of the atoms constituting,
respectively, the donor and the acceptor. For the process of hole
transfer, we consider the subsystem PTZ—phenyl—-NDI, in its
linear configuration. Here, PTZ and the phenyl bridge (Ph) form
the donor, and NDI, forms the acceptor. The electronic coupling
is calculated between the two states donor—acceptor and
donor—acceptor”. Similarly, the electron coupling between NDI,
and NDI, is estimated as the coupling between the two states
NDI, " —bridge—NDI, and NDI,—bridge—NDI,". For the bridge
unit we consider either a phenyl ring or an ethyne group; in this
case the bridge is not included either in the definition of donor or
in the acceptor. The CDFT calculations are performed in
vacuum using the pseudopotentials of ref 45 with a plane-wave
cutoft of 70 Ry.

As explained in more detail later (section 3.4), depending on
the structure of the triad considered, the process of hole transfer
between the donor and acceptor can proceed either via a
tunneling or via a hopping mechanism. In contrast, the electronic
relaxation from NDI; to NDI, occurs as bridge-mediated
electron tunneling for every system investigated. For those
cases in which charge transfer occurs through a tunneling
mechanism, the overall donor—acceftor coupling is calculated
following the McConnel formalism*

o ((Fs '
HDA=lb(ﬂ) hia
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In eq 4, hpy, hys, and hy, represent the coupling between a bridge
unit and, respectively, the donor, the acceptor, and another
bridge unit (if present). The other parameter, Ag, represents the
tunneling energy gap imposed by the bridge. Ae is estimated as
the energy difference between the HOMOs (LUMOs) of the
hole—(electron)—donor and the bridge. We have verified that
this method provides Ae values very similar to those calculated
with the computationally more expensive CDFT method by
constraining the charge over the bridge.

3. RESULTS AND DISCUSSION

We initially present in section 3.1 the results of the TD-DFT
analysis performed on a series of molecules used as a benchmark
to assess the quality of the results given by different GGA and
hybrid xc-functionals, in reproducing the experimental absorp-
tion spectra published by Matile et al.' This analysis is useful to
understand the level of theory required to accurately describe the
optical response of our triads to their initial photoexcitation.

An accurate calculation of the ground- and excited-state
oxidation potentials of the chosen molecular subunits is essential
to verify that the donor, antenna, and acceptor moieties do
indeed create the redox gradient required for the unidirectional
charge transfer. In section 3.2, we compare the computed redox
values obtained using the method described in section 2.3, with
the experimental cyclic voltammetry data.

In sections 3.3 and 3.4, we extend the TD-DFT study of
molecular optical properties to a set of triads on which we apply
specific structural changes. We study how these modifications
affect the energetics of each excited state by TD-DFT geometry
optimization. Starting from the systems showing the most
promising thermodynamics we further modify the molecular
structure to optimize also the electron coupling between the donor,
antenna, and acceptor. Finally, for the optimized molecular rectifier
we estimate the charge separation rate constant.

3.1. xc-Functional Benchmarking for TD-DFT Absorp-
tion Spectra. TD-DFT studies are performed on the bench-
mark compounds NDI;, NDI,, and NDJ, 1920 making use of
the exchange-correlation (xc) functionals OPBE,*” SAOP,***
OPBE0,*® B3LYP,*! and M06.°>%*

In Table S1 (Supporting Information) we compare the
calculated and the experimental values of the first characteristic
absorption peak of each molecule investigated. These results
clearly indicate that hybrid and meta-hybrid functionals (B3LYP,
OPBEO, and M06) are able to predict the lowest excitation
energies of the benchmark molecules with much higher accuracy
compared to the GGA functional OPBE" and the model
potential SAOP,*** which considerably underestimate the
experimental values. In particular, for the antenna complex
NDI, used in our triads, the hybrid B3LYP gives a value within
0.1 eV from the experiment.

3.2. Redox Potential Calculations. To verify the presence
of a potential gradient between the donor, the antenna, and the
acceptor suitable to induce charge separation, we compute the
ground- and excited-state redox potentials of each subunit
following the procedure described in section 2.3. As shown in
Table 1, the redox values calculated at the B3LYP/DCM
(COSMO) level compare well with the experimental cyclic
voltammetry onset values.'”***® These results overall confirm
the validity of the applied method and computational setup.
Considering also the positive results obtained with TD-DFT, the
choice of the hybrid B3LYP functional appears to be appropriate
for studying the electronic and optical properties of molecular
complexes employing these functional subunits.

Table 1. Ground (AG,,) and Excited State (AGES) Molecular
Redox Potentials Estimated for Each Molecular Component
of the Triad

molecule redox pot. “Eexp (eV) YE e (eV)
NDIJ, AG,, —6.16" —621
AGE —3.82" -3.68
NDI, AG,, -7.50%° -7.53
AGE —4.50%° —4.60
PTZ AG, —4.77% —4.86

“Experimental onset redox potentials (measured in dichloromethane).
Redox potential values computed using the B3LYP xc-functional in
the DCM (COSMO) model. All data are reported vs vacuum.

3.3. Optical Excitations and Excited-State Geometrical
Optimizations. The electronic structure of triad 0 is obtained at
the ground-state geometry after optimization in dichloro-
methane, for consistency with the redox potential calculations.
The frontier orbitals are depicted in Figure 2.

As expected from the ground- and excited-state oxidation
potential calculations, the highest occupied (HOMO) and the
lowest unoccupied (LUMO) molecular orbitals are highly
localized on the donor and the acceptor, respectively, while the
HOMO-1 and the LUMO+1 reside on the antenna. Each of
these four orbitals possess the same symmetry of those involved
in the main excitation of the subunits calculated separately. The
absorption spectrum calculated for triad 0 (Figure 3) shows a
dominant peak around 500 nm corresponding to the photo-
initiated HOMO—1 to LUMO+1 transition. Figure 3 shows for
comparison also the spectra computed for the monomers NDI,
and NDI,. The most noticeable difference between these spectra
is represented by a 18 nm (0.04 €V) red shift of the first absorption
peak of triad 0 with respect to that of the isolated NDI,. A similar
shift is observed for the absorption spectra estimated using different
functionals (see Table S3 and Figure S4 in Supporting Information).
This red-shift reveals the influence of the substituents in the imide
core on the transition energy of the antenna.

The differences between the excited-state oxidation potentials
of NDI; and NDI,, as well as between the ground-state potentials
of PTZ and NDI, (Table 1), imply the presence of driving forces
across the linking motifs that represent tunneling barriers
separating the components of the triad. Consequently, photo-
excitation of the antenna creates the thermodynamic conditions
for the exothermic formation of a full charge-separated state
where the photogenerated positive hole and the excited electron
are localized, respectively, on the donor and the acceptor. Charge
separation between the donor and antenna is expected to occur
primarily as a hole rather than as an electron transfer process
since the tunneling barrier imposed by the bridge is considerably
smaller for the first process. Instead, charge separation between the
antenna and acceptor will take place through electron tunneling.

To investigate how structural changes can influence the
probability of formation of different excited states after
photoabsorption, we performed TD-DFT geometry optimiza-
tions in the electronic states SO, S1, and S2, for each of the
aforementioned systems. The geometrical parameters of the
systems optimized for different excited states are summarized in
Table SS of the Supporting Information. For all the investigated
cases we observe that in its neutral state the phenothiazine is bent
around the N—S axis with an angle of ~146.8° while after
oxidation (excited states S1 and S2), the molecule assumes a fully
planar configuration. This indicates that this particular degree of
freedom can be associated with the process of charge transfer
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Figure 2. Frontier molecular orbitals of triad 0 obtained at the B3LYP/TZP level of theory in DCM solvent.
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Figure 3. Optical absorption spectra computed with TD-DFT for NDI;
(blue dashes), for NDI, (red dots), and for the whole triad system 0
(black curve). The black solid lines represent the calculated excitations
contributing to the absorption spectra of system 0. TD-DFT
calculations are performed in DCM (COSMO) using the B3LYP/
TZP level of theory with ADF.

between the donor and antenna. Moreover, we observe that the
dihedral angle between the PTZ and the directly bound phenyl
bridge assumes different values depending on the configuration
of PTZ: When PTZ is in a perpendicular configuration (see
Figure 1) this angle is close to 90°, while for PTZ in the linear
configuration it is found to be ~36°, which is consistent with
previously studied systems containing phenyl bridges.* As
discussed later, variation of this torsional angle has an important
effect on the relative stability of different excited states.

We also observe that optimization in SO does not lead to any
major geometrical change compared to the ground state,
independently of the rectifier considered. The maximum energy
difference (evaluated at the ground-state PES) between the
geometries optimized in the ground and the excitonic states is
~0.01 eV, which is at least 1 order of magnitude smaller than the
difference calculated for the geometries optimized in any other
excited state. Therefore, we use the energy minimum of SO as a
reference point to appreciate how the energies of S1 and S2 are
affected by structural modifications.

The free energy change upon charge separation can be
estimated as

AG=1IE — EA — 1/ry_, ()

In eq 5, IE and EA represent the ionization potential and electron
affinity of the donor and the acceptor systems, respectively, while
rp_a is the distance between the donor and acceptor. By
increasing the distance rp_, by means of a bridge, due to the
Coulomb term we expect a progressive destabilization of the
charge-separated states induced by drifting the positive and
negative charges apart; to a first approximation we can assume
that IE and EA remain constant for systems of the same group
(presenting a linear or perpendicular arrangement of PTZ).

Figure 4 and Table 2 show the comparison between the PESs
obtained through excited-state geometry optimizations of the
different charge separators. The first thing to notice in Table 2
is that for system O the two states S1 and S2 are both
thermodynamically accessible from SO, but there is no driving
force from S2 to the fully CS state S1. The insertion of a phenyl
bridge between PTZ and NDI, has a destabilizing effect for the
intermediate state S2, in both the linear and perpendicular triads
(system 1_Linear and system 1_Perperpendicular in Figure 4).
This effect is further enhanced by adding a second phenyl
bridge (see system 2_Linear and system 2_Perperpendicular in
Figure 4). In Table 2 we can see how the AG(S2—S0) changes
by changing the distance between donor and acceptor subunits.
This effect follows the expected dependence of AG on rp_,.
In particular, if we plot the minimum energy of the intermediate
CS state S2 against the donor—antenna distance, we observe that
the destabilization of S2 is linearly dependent on the number of
bridge units introduced. The destabilization per ring is equivalent
to 0.35 eV for the linear systems and to 0.30 eV for the
perpendicular ones (see Figure S6 in Supporting Information).
In the absence of a bridge, the CS state S2 is energetically very
similar to the fully CS state S1. This suggests that in S1 the larger
electron affinity of the acceptor (NDI,) compensates the
destabilization factor derived by a larger hole—electron distance
compared to the state S2.

If we look at the behavior of S1 we notice that the insertion of
phenyl units does not affect significantly the energy of the S1
minimum with respect to the ground state. In Table 2 we observe
that the insertion of a first phenyl ring does not lead to any
relevant variation of AG(S1—S0). The insertion of a second ring
reduces the thermodynamic force with respect to the excitonic
state, especially for the linear case. This effect appears to be
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The Journal of Physical Chemistry C

Excitonic state (S0)
Full CS (S1)
Intermediate CS (S2)

3,6
3,41
3,2]
3,0/
2,8/
2,6
2,4
2,2

AG (eV)

S

"R1 R0 R2°
3,61
3,4
3,2
3,0
2,8/
2,6
2,4
2,2

AG (eV)

A
N

"R1 RO

3,6
3,4
3,2
3,0
2,8/
2,6/
2,4
2,2

€

AG (eV)

A,
N

"R1 RO
3,6
3,4
3,2
3,04
2,84
2,6
2,4
2,2

AG eV)

A
N

"R1 " RO

3,6

N 3,4
4 o 3,24
I OGRS

2,8/
2,6/
2,4
2,2

AG (eV)

System 2_Perpendicular ""R1 TR0 R2

Figure 4. Potential energy surfaces for the antenna-localized exciton state SO (black), the fully charge-separated state S1 (red), and the intermediate
charge-separated state (representing the hole displacement from An to D) S2 (blue). The energies are obtained with TD-DFT geometry optimizations
at the CAM-B3LYP/cc-pVDZ level and reported vs the minimal energy of the ground state along a nuclear collective coordinate R. RO, R1, and R2
represent the geometries optimized for each excited state. The symbols along the curves represent the energy values used for the construction of the
parabolas and the calculation of the reorganization energies A and energy difference AG (here we neglect the entropic and zero-point energy

contributions which we assume to be small compared to AE).

induced mostly by a shift of the energy minimum of SO. It should
be noticed that for the S1 state the distance between the hole and
the electron is quite large (around 20 A), and thus the Coulomb
term is no longer the dominant factor in determining the AG.
Opverall, these results indicate that system 1 is the best choice
for the optimization of the thermodynamic force toward the full
charge-separated state. The presence of one bridge unit dividing

15605

the donor and the antenna induces the optimal thermodynamic
conditions that favor the formation of S1 over the alternative S2
and SO states. The S1 state is expected to be formed by a
concerted transfer of a hole from the antenna to the donor and an
electron from the antenna toward the acceptor. In the following
section 3.4 the reasons for a preference between the perpendicular
or the linear geometry for system 1 are discussed.

dx.doi.org/10.1021/jp505105a | J. Phys. Chem. C 2014, 118, 15600—15609
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Table 2. Minimal Energy Differences between Excited-State PES and Reorganization Energies Calculated for the Investigated

Systems”
S1-S0 S$2—-S0 S1-S2
AG (eV) A (eV) AG (eV) A (eV) AG (eV) A (eV)
System 0 —0.21 0.65 —-0.22 0.80 0.014 0.41
System 1 Linear —0.22 0.76 0.13 0.57 -0.35 0.40
System 1 Perpendicular —0.19 0.75 0.08 0.58 -0.27 0.38
System 2 Linear —0.031 0.79 0.46 0.55 —0.49 0.39
System 2 Perpendicular -0.13 0.76 0.38 0.59 -0.51 0.50

“AG values are calculated as the energy difference between the minima of the different excited state PESs (Sn—Sm) obtained through TD-DFT
geometry optimization at the CAM-B3LYP/cc-pVDZ level of theory. 4 is the reorganization energy calculated along the Sn energy surface.

3.4. Charge Transfer Integrals and Charge Separation
Rates. So far our analysis has been focused on the effects that
structural changes have on the energy gradients between
different excited states. However, to assess the charge separation
efficiency of a particular triad we cannot limit our analysis solely
to the system’s thermodynamics. Indeed, although Marcus>
theory (eq 6) defines the electron-transfer rate constant (kgr)
between two electronic states as directly dependent on their

Gibbs free energy difference (AG)

AG + 1)
H. . _(7
A eXP( 42k T ]

_ 2 2 |
U h JamikgT (6)
the probability of this process to occur is strictly correlated also to
the electron coupling term (Hp,), which measures the overlap
between the orbitals dominating those two electronic states. For
systems in which the donor and the acceptor are not directly in
contact, their coupling strongly depends on the nature of their
connecting bridge, which also defines whether the transfer occurs
via electron tunneling or a bridge-mediated charge hopping
mechanism. In the first case the transfer rate is strongly distance
dependent, and Hp, is a function of the tunneling barrier height
imposed by the bridge. In the other case, its energy levels can be
thermodynamically accessed by the moving charges, and
therefore it no longer constitutes a barrier.>

Table 3 summarizes the electronic coupling between the
different subunits calculated for both the linear and perpendic-
ular system 1 using both the CTI and CDFT methods.

Table 3. Comparison between the Coupling Values for Hole
and Electron Transfer, Estimated via CTI and Constrained
DFT Methods”

CTHL A (meV)  Ae (meV)  “PFTH, (meV)
PTZ-Ph—NDI, (L) 8 - 3
PTZ-Ph-NDI, (P) 0.3 1000°
NDI,—Ph—NDI, 0.04 2400° 0.05
NDI,—C=C-NDI, 23 820° 43.5

“CTI: Electron/hole coupling values calculated for the dyads listed in
the first column. (L) and (P) indicate the linear or perpendicular
position of phenothiazine with respect to the phenyl bridge (Ph).
Calculations are performed with ADF at the B3LYP/TZP level of
theory in DCM (COSMO). The same computational setup is used to
calculate Ag, which represents the energy difference between the
HOMO:s (a) or the LUMOs (b) of NDI; and Ph. These values are
used in the McConnel’s formalism to calculate “™Hp, values. Similar
values are obtained using the CDFT approach (not shown). CDFT:
coupling values obtained employing the constrained DFT method
implemented in the CPMD package; the CDFT calculations are performed
in vacuum, using the BLYP functional and a plane wave cutoff of 70 Ry.

The orbital analyses of system 1 in its linear and perpendicular
geometries show highly localized frontier molecular orbitals that
strongly resemble those already discussed for system 0. The only
difference is represented by the HOMO of system 1 Linear,
which appears to be delocalized over both the PTZ and the
phenyl bridge, indicating that the bridge no longer constitutes a
barrier in the process of hole transfer between the antenna and
the electron donor. When PTZ is perpendicular to Ph, the
delocalization is not observed. Therefore, in this case the hole is
expected to move from the antenna to the donor by tunneling
through the energy barrier imposed by Ph. No delocalization is
observed also for the LUMO and the LUMO+1, for any of the
analyzed systems. Electron transfer between the antenna and
acceptor should therefore occur as well via electron tunneling.

To calculate the coupling between the electronic states
involved in the formation of the charge-separated state S1, we
study separately the donor—bridge—antenna (hole transfer) and
antenna—bridge—acceptor (electron transfer) subsystems listed
in Table 3. The group NDI,—C=C—NDJI, is added to the list to
decrease the electron tunneling energy barrier height imposed by
the bridge and allow for rotation between the two naphthalene
diimides.

We can immediately notice how CTI and CDFT formalisms
give comparable results despite the different level of theory and
environment conditions applied. This gives some confidence in
the estimation of the tunneling barrier.

More importantly, the results shown in Table 3 highlight the
large effect of having PTZ linked to the phenyl bridge in a linear
or a perpendicular fashion: The electronic coupling between the
hole donor (NDI, ) and the acceptor (PTZ) differs by more than
1 order of magnitude between the two systems. The cause of this
difference is attributed to the large hole-transfer barrier (1 eV)
imposed by the phenyl ring in the perpendicular configuration,
which disappears in the linear system due to the delocalization of
the HOMO over both the PTZ and the bridge.

Even a larger barrier (2.4 eV) is induced by Ph for the electron
tunneling between NDI, and NDI,, reducing the electronic
coupling between the two practically to zero. The substitution
of the Ph bridge with an acetylene group leads to an increase
of the antenna—acceptor electron coupling of 4 orders of
magnitude (Table 3). By applying this latter change to the
structure of system 1 Linear, we obtain system 1-b Linear
shown in Figure 5. Table 4 shows the thermodynamic and
electronic coupling values computed for this triad. As expected,
we observe that S1 is the energetically most stable excited state,
with AG = —0.26 eV with respect to SO, while the formation of
any other competing electronic state appears thermodynamically
unfavorable.

Since the formation of the charge-separated state S1 is
expected to take place as a concerted hole and electron
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Figure S. Schematic representation of the molecular rectifier 1-b_Linear
optimized for ultrafast formation of the charge-separated state S1.

Table 4. Thermodynamic Driving Force AG and Electronic
Coupling Values Computed for the Triad 1-b_Linear,
Respectively, at the CAM-B3LYP and B3LYP Levels

S1-S0 S2-S0 electron coupling
AG A AG A Hpan Hyo
(ev) (eV) (eV) (eV) (meV) (meV)
1-b_Linear —0.26 0.70 0.10 0.90 8 23

displacement from the antenna toward, respectively, the donor
and the acceptor units, we can reasonably assume that the kinetic
bottleneck for this process is represented by the oxidation of PTZ
due to the weaker electronic coupling with NDI,. Under this
assumption, we can employ eq 6 to estimate the rate of formation
for S1. By using the values Hp, = 0.008 eV, AG = —0.26 eV,
and 1 = 0.7 eV, we obtain a rate constant kgp = 1.24 X 10" 57},
which is similar to the rate of 5 X 10"* s™' experimentally
observed for the process of hole transfer between a perylene and
a phenothiazine linked through a p-phenylene oligomer.>*

4. CONCLUSIONS

With the goal of obtaining a molecular triad able to induce a
stable charge-separated state upon visible-light absorption, we
design several complexes employing PTZ, NDI;, and NDI,,
respectively, as electron donor, antenna, and electron acceptor,
using different linkages between these subunits. The inves-
tigation of the optical properties performed for each triad reveals
a predominant 7—7* excitation around 500 nm associated with
the antenna-localized excited state SO. The relative energetic
stability of this initial excited state with respect to the excited
states with charge transfer character is found to be dependent on
the donor—antenna distance. The separation of these two
moieties by means of one phenyl ring appears to be the optimal
compromise to ensure a strong driving force for the formation of
the fully charge-separated state S1 starting from SO and prevent
the occurrence of competing quenching paths for the excitonic
state.

It is found that a strong coupling between the donor and
antenna is achieved when the PTZ is linked to the phenyl bridge
through one of its peripheral aromatic rings. At the same time the
ethyne group is shown to provide a strong electronic coupling
between the antenna and the acceptor moieties.

On the basis of these findings, we propose the molecular
rectifier PTZ—Ph—NDI,—C=C—NDI, as a promising triad for
photoinduced direct ultrafast charge separation. Recombination
of the photoinduced CS state to the ground state is expected to
be strongly delayed due to the long distance and large energy
barrier between the donor and acceptor imposed by the other
molecular components. Additionally, in an ensemble where
multiple rectifiers are stacked through m—rn interactions, the
n-type semiconductor behavior of NDI, will have two major
advantages: it will further delay charge recombination by

delocalizing the electron in the bulk and allow the creation of a
p—n junction with a suitable electrode such as silicon. The next
steps currently under investigation are a more comprehensive
description of the dynamical effect associated with the ET
process and the substitution of the electron donor with a water
oxidation catalyst to develop a genuine artificial photosynthesis
device.
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