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Cryptanalysis of a Pseudorandom Generator Based on Braid Groups

Rosario Gennaro\textsuperscript{1} and Daniele Micciancio\textsuperscript{2,*}

\textsuperscript{1} IBM T.J. Watson Research Center, New York, USA, rosario@watson.ibm.com
\textsuperscript{2} University of California, San Diego, La Jolla, California, USA, daniele@cs.ucsd.edu

Abstract. We show that the decisional version of the Ko-Lee assumption for braid groups put forward by Lee, Lee and Hahn at Crypto 2001 is false, by giving an efficient algorithm that solves (with high probability) the corresponding decisional problem. Our attack immediately applies to the pseudo-random generator and synthesizer proposed by the same authors based on the decisional Ko-Lee assumption, and shows that neither of them is cryptographically secure.

1 Introduction

The search for computationally hard problems to be used as a basis of secure encryption functions is a central problem in cryptography. Recently, braid groups have attracted the attention of many cryptographers as a potential source of computational hardness and many cryptographic protocols have been suggested based on braid groups [11,10,11]. Computational assumptions and cryptographic protocols based on braid groups often resemble similar constructions based on number theoretic groups.

In this paper we point out some fundamental differences between braid groups and number theoretic ones, and show that protocols based on braid groups that are naively designed by analogy with number theoretic groups, can be easily broken. In particular, we show that the decisional version of the Ko-Lee problem put forward by Lee, Lee and Hahn in [11], can be efficiently solved and cannot be used as a basis for the design of secure cryptographic functions. Our attack is extremely efficient: for the values of the security parameters suggested in [11] it only requires a handful of arithmetic operations. Moreover, the attack is asymptotically fast (i.e., polynomial in the input size) and cannot be avoided simply by increasing the value of the security parameter.

Our attack immediately invalidates the security proof of the pseudo-random generator suggested in [11], based on the conjectured (and now disproved) hardness of the decisional Ko-Lee problem. In fact, the scope of our attack extends beyond simply invalidating the computational assumption. Essentially the same techniques used to show that the computational assumption is false, can be used
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to break the “pseudo-random” braid generator proposed in [11] and efficiently distinguish the braids produced by the generator from truly random braids. Our attack applies to the pseudo-random braid generator, as well as the pseudo-random braid synthesizer proposed in [11].

We point out that our attack does not seem to apply to the computational version of the Ko-Lee problem, as used in [10] to design a practical encryption scheme in the random oracle model [2]. Without “random oracles”, our attack could have been used to extract partial information about the message in the encryption scheme proposed in [10], thereby breaking semantic security. (I.e., the standard notion of security for encryption schemes, see [9].) The use of “random oracles” in [10] protects their encryption scheme from the kind of attacks described in this note, and seems to require a solution to the computational version of the Ko-Lee assumption in order to successfully attack the system. A similar “fix” (i.e., applying a hash function modeled as a random oracle to the output of the generator) would clearly apply to the generator of [11] as well, but it would also make the problem studied in [11] completely trivial: in the random oracle model, an extremely efficient pseudo-random generator can be immediately built applying the random oracle directly to the seed, without any computational assumption about braids whatsoever.

It is important to observe that in order to make the result of a Diffie-Hellman or Ko-Lee key exchange look pseudo-random, it is not enough to apply a universal hash function [6]. Indeed universal hash functions produce an almost-random output when starting from an input that has enough entropy to begin with, and this seems to require the decisional assumption which we prove to be false for the case of braid groups. In other words, to prove semantic security based only on the computational Diffie-Hellman or Ko-Lee assumption the full power of the random oracle model seems to be required.

Our attack does not imply that braid groups cannot be used for cryptographic purposes, and we believe that the use of braid groups as an alternative to number theory in cryptographic applications is an attractive and promising research area. However, extreme care must be used to avoid pitfalls as those exploited in our attack, and cryptographic protocols based on the hardness of computational problems on braid groups must be carefully validated by accurate proofs of security.

Most of the proposed cryptographic schemes based on braid groups, rely on the hardness of the conjugacy problem. Besides [10,11] other schemes include [1] for example. We point out that our attack to the Decisional Ko-Lee assumption, also reveals a more general fact that applies to all the schemes above. The one-way function constructed from the conjugacy problem reveals partial information about its input (it is indeed this partial information that allows us to build our attack). This leakage of information can be avoided by a careful choice of the design parameters (i.e., by working in an appropriate subgroup), which should be incorporated in all schemes based on the braid conjugacy problem. This is however not enough to save the Decisional Ko-Lee Assumption which we show to be insecure for essentially any choice of the design parameters.
As a final remark, we point out that the proof of security of the “hard-core” predicate for the conjugacy one-way function described in [11] contains a fundamental flaw (see Sect. 5). Although we do not know of any cryptanalytic attack at the time of this writing, the security of that predicate by no means can be considered proven based on the conjectured intractability of standard problems on braid groups. Until a satisfactory proof of security is found, the only way to get hard-core predicates for the braid conjugacy function is to invoke general results like the Goldreich-Levin predicate [8].

2 Preliminaries

The $n$-braid group $B_n$ is an infinite non-commutative group defined by the following group presentation:

$$B_n = \left\langle \sigma_1, \ldots, \sigma_{n-1} : \sigma_i \sigma_j \sigma_i = \sigma_j \sigma_i \sigma_j \text{ if } |i - j| = 1, \text{ and } \sigma_i \sigma_j = \sigma_j \sigma_i \sigma_j \text{ if } |i - j| \geq 2 \right\rangle$$

The integer $n$ is called the braid index. Elements of $B_n$ are called $n$-braids. We can give braids the following geometric interpretation. Think of $n$ strands hanging contiguously from the ceiling. Each generator $\sigma_i$ represents the process of swapping the $i^{th}$ strand with the next one (with the $i^{th}$ strand going under the $(i+1)^{th}$ one).

The multiplication of two braids $a, b$ is then defined as their concatenation (i.e. geometrically putting $a$ on top of $b$). The identity $e$ is the braid of $n$ straight strands. The inverse of $a$ is the reflection of $a$ across an horizontal line at the bottom.

There is an efficient algorithm to put braids in a normal form. We are not going to use this fact, except for allowing us to define uniquely the length of a braid $a$, which we denote by $|a|$.

**Permutations vs Braids.** It is interesting to note that there is a natural projection from braids to permutations. Geometrically, given a braid $a$ we can define a permutation $\pi_a$ induced by $a$ as follows. For the $i^{th}$ strand, consider the position $j$ in which this strand ends at the bottom of $a$, and define $\pi_a(i) = j$. We will make extensive use of this projection from braids to permutations.

**Conjugacy.** Given a braid $a$, we say that another braid $y$ is a conjugate of $a$ if there exists a braid $x$ such that $y = xax^{-1}$. It is assumed that solving the conjugacy problem (i.e., retrieving $x$ from $a$ and $y$) is computationally hard in $B_n$.

2.1 Key Exchange Based on Braids

At Crypto 2000, [10] suggested a new key exchange protocol based on the conjugacy problem on braid groups. We briefly recall their ideas here.
Notation: For the rest of the paper, we assume that \( n \) is even, and let \( \ell = \frac{n}{2} \). The key exchange protocol in [10] concerns the braid groups \( B_n \) with even \( n \), and the two subgroups \( B_L, B_R \subset B_n \) defined as follows:

- \( B_L \) is the subgroup generated by \( \sigma_1, \ldots, \sigma_{\ell-1} \), i.e., the subgroup of braids that only act on the left strings \( 1, \ldots, \ell \).
- \( B_R \) is the subgroup generated by \( \sigma_{\ell+1}, \ldots, \sigma_{n-1} \), i.e., the subgroup of braids that only act on the right strings \( \ell + 1, \ldots, n \).

The relevant property is that elements of \( B_L \) and \( B_R \) commute, i.e., for any \( x_l \in R_{B_L} \) and \( x_r \in R_{B_R} \) we have \( x_l x_r = x_r x_l \).

This property was used in [10] to construct the following key exchange protocol. Let \( a \) be a public braid, \( a \in R_{B_n} \), with \( |a| = k \) (where \( k \) is a security parameter). Alice has a public key \( y \), where \( y = x_l ax_l^{-1} \) for \( x_l \in R_{B_L} \), \( |x_l| = k \). Similarly Bob has a public key \( z \), where \( z = x_r ax_r^{-1} \) for \( x_r \in R_{B_R} \), \( |x_r| = k \). The shared key is \( s = x_l x_r ax_r^{-1} x_l^{-1} \). Indeed, since \( x_l \) and \( x_r \) commute, \( s \) can be computed given one of the public keys and the other secret key:

\[
s = x_l x_r ax_r^{-1} x_l^{-1} = x_r x_l ax_l^{-1} x_r^{-1} = x_r y x_r^{-1} = x_l z x_l^{-1}
\]

Notice that it is necessary to assume that conjugacy is hard in \( B_n \) for this to be a secure protocol (otherwise an attacker could compute \( x \) or \( w \) on its own). But the security of the protocol actually relies on a stronger assumption: i.e. that \( s \) must be hard to compute given \( y, z \). We call this the Computational Ko-Lee Assumption.

Moreover this assumption alone is not sufficient to achieve provable semantic security for the resulting cryptosystem, since if \( s \) is used as a shared key it should be random or pseudo-random. In [10] this problem is resolved by setting \( key = H(s) \) where \( H \) is a suitable hash function and security can be proven in the random oracle model.

There is an analogy with the Diffie-Hellman key exchange, where Alice has a public key \( y = a^{x_l} \) and Bob has public key \( z = a^{x_r} \), and they share the key \( key = H(s) \) where \( s = a^{x_l x_r} \). In order to prove security (in the random oracle model) the (Computational) Diffie-Hellman assumption is required, not just the hardness of computing discrete logarithms. Alternatively, one can assume that the Diffie-Hellman problem is hard even in its decisional version: given \( a, y, z, w \) it is hard to tell (with probability substantially better than \( 1/2 \) if \( w = s \) or \( w \) is a randomly chosen element in the group generated by \( a \)). This Decisional Diffie-Hellman (DDH) assumption has been widely used in cryptography and it is now a relatively established assumption. Under the DDH assumption, no random oracle is needed because \( s \) is already a pseudo-random group element. (See [3] for further discussion of the DDH problem.)

3 Main Result

In this section we prove the main result of the paper, namely that the decisional version of the Ko-Lee assumption is false. This assumption was suggested in [11]...
as the basis for some constructions of pseudo-random generators and synthesizers based on braid groups.

The assumption can be considered the equivalent of the Decisional Diffie-Hellman Assumption for the key exchange scheme based on braid groups proposed in [10].

Informally the **Decisional Ko-Lee assumption** says the following.

Given the following public information: $a, y, z$ where
- $a \in \mathbb{R} B_n$, with $|a| = k$,
- $y = x_l ax_l^{-1}$ for $x_l \in \mathbb{R} B_L$, $|x_l| = k$
- $z = x_r ax_r^{-1}$ for $x_r \in \mathbb{R} B_R$, $|x_r| = k$

it is hard to distinguish the “shared key” $s = x_l x_r ax_l^{-1} ax_r^{-1}$ from a random conjugate of $a$ of the form $waw^{-1}$.

The Ko-Lee Decisional Assumption, goes a step further with respect to its computational counterpart. It claims that, not only $s$ is hard to compute, but it’s even hard to distinguish from a random conjugate of $a$. In other words, under this assumption the hash function $H$ would not be necessary to prove security since $s$ could be used directly as a random shared key.

More formally the decisional version of the Ko-Lee Assumption can be stated as follows.

**Assumption 1.** For every probabilistic polynomial-time Turing machine $D$, for every polynomial $P$, for all sufficiently large $k$

$$|\Pr[D(a, x_l ax_l^{-1}, x_r ax_r^{-1}, x_l x_r ax_l^{-1} ax_r^{-1}) = 1] - \Pr[D(a, x_l ax_l^{-1}, x_r ax_r^{-1}, waw^{-1}) = 1]| \leq \frac{1}{P(k)}$$

where the probability is taken over the coin tosses of $D$ and the following random choices: $a, w \in \mathbb{R} B_n$, $x_l \in \mathbb{R} B_L$, $x_r \in \mathbb{R} B_R$, all braids of length $k$.

We show that Assumption [1] is false, by exhibiting partial information about $s$ that can be computed from the public information $a, y, z$. In fact we describe a sequence of attacks. Each attack exploits some specific partial information, and can be avoided by suitably restricting the way $a$ and $w$ are chosen. But then, another attack applies. The sequence of attacks leads to a complete break of the system, showing that for any reasonable choice of probability distribution on the key space $a, x_l, x_r, w$ there is an efficient algorithm that distinguishes $(x_l x_r) a (x_l x_r)^{-1}$ from a random conjugate $waw^{-1}$.

### 3.1 The Permutation Attack

The main idea behind the first attack is to focus on the permutation induced by each braid, over the set of strings $\{1, 2, \ldots, n\}$. We are going to use the fact that the braid $x_l$ only acts on the strings on the left, while the braid $x_r$ acts only on the strings on the right.
Our attack shows that the permutation induced by $s$ must satisfy some constraints, which are very unlikely to be satisfied by the permutation induced by a random conjugate. Our attack is actually stronger than needed since it works for almost any braid $a$ and not just for a randomly selected one. We start with a basic fact about the permutation induced by a conjugate of a braid.

**Fact 2.** Let $a, x, y \in B_n$ be such that $y = axa^{-1}$. Then $\pi_a$ and $\pi_y$ have the same cycle structure. Moreover if $A$ is a cycle in $\pi_a$, then the corresponding cycle in $\pi_y$ is $\pi^{-1}_a(A)$.

The above fact gives some information about the permutation $\pi_x$ which is hidden in the conjugate $y$. We are going to use this information to distinguish $s$ from a random conjugate. The only case in which the above fact does not reveal anything about $\pi_x$ is when $\pi_a$ is the identity permutation. We say that $a$ is a pure braid if $\pi_a$ is the identity permutation. We are going to show that if $a$ is not a pure braid then Assumption 1 is false.

**Remark:** Before we show that Assumption 1 is false, let us point out that Fact 2 holds regardless of the way we choose the string $x$ used for the conjugation. Thus, we are basically pointing out that the conjugacy problem, although supposed to be hard to solve, does reveal some partial information about $x$, unless the braid $a$ is chosen to be pure. Since the conjugacy problem is used in all the braid group cryptosystems, this basic fact applies to all of them. To avoid this leakage of partial information, it seems that all the schemes above should select the braid $a$ as a pure braid.

We now resume the proof that Assumption 1 is false when $a$ is not a pure braid. We distinguish two cases. In the first case, the permutation $\pi_a$ maps some elements of $\{\ell + 1, \ell + 2, \ldots, n\}$ to the set $\{1, 2, \ldots, \ell\}$, i.e., from the right half to the left half. (Notice that this is equivalent to the symmetric condition, i.e., the permutation maps some string from the left half to the right half.) The second case covers all the other non-trivial permutations, i.e., the ones that have cycles of at least size 2 and they are all contained in one of the two halves.

**Case 1.** Let $i$ be an integer in $\{\ell + 1, \ell + 2, \ldots, n\}$ such that $j = \pi_a(i) \in \{1, 2, \ldots, \ell\}$.

We now find the element $j' = \pi_y(i) = \pi^{-1}_{x_1}(\pi_a(\pi_{x_1}(i)))$. Since $\pi_{x_1}$ only acts on elements on the left, we have that $\pi_{x_1}(i) = i$. Thus $j' = \pi^{-1}_{x_1}(\pi_a(i)) = \pi^{-1}_{x_1}(j)$. In other words we found the mapping of the point $j$ under $\pi^{-1}_{x_1}$.

A similar reasoning tells us that if we take $i'$ such that $\pi_z(i') = j$ we have that $\pi_{x_r}(i') = i$. Indeed by taking the inverse of $\pi_z$ we get $i' = \pi_{x_r}^{-1}(\pi_{a^{-1}}(\pi_{x_r}(j)))$. Now recall that $j = \pi_a(i)$ is on the left and $x_r$ acts only on the right elements, thus we simplify to $\pi_{x_r}(i') = i$ as desired.

At this point we can check if $s$ was generated from the public keys since if so $\pi_a$ must map $i'$ into $j'$. When $s = waw^{-1}$, this is true if and only if $\pi_a$ maps $\pi_w(i')$ to $\pi_w(j')$. For a randomly generated conjugate, the pair $(\pi_w(i'), \pi_w(j'))$ is
distributed (almost) uniformly, so the probability that $\pi_a$ maps $\pi_w(i')$ to $\pi_w(j')$ is roughly proportional to $1/n$.

Case 2. This case is actually easier than the previous one. We are assuming that $\pi_a$ does not map any element “across the border” from the two halves. In other words all the cycles of $\pi_a$ are fully contained in either half and $\pi_a$ can be written as the product $\pi_a = \pi_{a_l}\pi_{a_r}$, where $\pi_{a_l}$ acts only on the left elements and $\pi_{a_r}$ only on the right ones. But then the cycles in $\pi_s$ will be the union of the cycles on the left half of $\pi_y$ and the cycles on the right half of $\pi_z$. A random conjugate will not have this property with probability close to 1, unless $a$ is a pure braid and $\pi_a$ is the identity permutation.

We have seen that when the braid $a$ is randomly chosen (or, even more generally, whenever $a$ does not belong to the subgroup of pure braids) it is easy to distinguish triples $x_lax_l^{-1}, x_rx_r^{-1}, x_lax_l(a(x_lx_r)^{-1})$ ($x_l$ and $x_r$ chosen at random from $B_L$ and $B_R$) from $x_lax_l^{-1}, x_rx_r^{-1}, waw^{-1}$ (where $w$ is just any random braid).

An easy “fix” that comes to mind is to redefine the decisional Ko-Lee assumption, setting $w$ to the product of two random braids $w = w_lw_r$, uniformly chosen from $B_L$ and $B_R$. In other words, instead of claiming that $s = x_lx_ra(x_lx_r)^{-1}$ is indistinguishable from a random conjugate of the form $waw^{-1}$ with $w \in_B B_n$, one could claim that $s$ is indistinguishable from a conjugate of the form $w_law_lw_r^{-1}w_r^{-1}$ where $w_l \in_B B_L$ and $w_r \in_B B_R$. But our distinguisher works with this modified definition as well, as long as $a$ is not a pure braid. Details follows. (1) If permutation $\pi_a$ maps some element of $\{\ell+1, \ldots, n\}$ to $\{1, \ldots, \ell\}$ we can find $i'$ and $j'$ such that $\pi_s(i') = j'$, exactly the same way we did is Case 1 above. If $w$ is chosen as the product $w_lw_r$ of a left and right half braids, then $\pi_w(i') = \pi_{w_l}(i')$ is distributed uniformly at random in $\{\ell+1, \ldots, n\}$ and $\pi_w(j') = \pi_{w_l}(i')$ is distributed uniformly at random in $\{1, \ldots, \ell\}$. So, the probability that $\pi_a$ maps $\pi_w(i')$ to $\pi_w(j')$ is at most $1/(n/2) = 2/n$. (2) If permutation $\pi_a$ is the product $\pi_{a_l}\pi_{a_r}$ of a left and right permutation, then $\pi_s$ is also the product of a left and right permutation, and we can completely recover $\pi_s$ as the product of the left half of $\pi_y$ and the right half of $\pi_z$. Also in this case, if $s = waw^{-1}$ is a random conjugate with $w = w_lw_r$, the probability of getting the right permutation $\pi_s$ is at most $2/n$, unless $a$ is a pure braid and $\pi_a$ is the identity permutation.

This shows that restricting $w$ to the product $w_lw_r$ of a left and half braid does not make the problem substantially harder. Still we believe that the decisional Ko-Lee problem is more naturally defined with $w$ chosen at random within the subgroup $B_RB_L$, and in the rest of this section we concentrate on this alternative definition.

### 3.2 The Half-Braid Attack

We now consider the case where $a$ is a pure braid, and show that unless the choice of $a$ is restricted to even a smaller subgroup, it is possible to successfully attack the decisional problem. For a pure braid $a$, define the left and right projections
\( \tau_l(a) \) and \( \tau_r(a) \) as the braids (over \( n/2 \) strings) obtained removing the first or last half of the strings. Now, we are given \( a, x_lax_l^{-1}, x_rax_r^{-1} \) and \( s = waw^{-1} \) where either \( w = x_lx_r \) or \( w = w_lw_r \) for independently and randomly chosen \( w_l, w_r \). It is easy to see that in the first case \( \tau_l(x_lax_l^{-1}) = \tau_l(s) \) and \( \tau_l(x_rax_r^{-1}) = \tau_r(s) \), while in the second case equality does not hold (with high probability) unless \( \tau_l(a) = \tau_r(a) = e \) are both the identity braid over \( n/2 \) strings.

At this point, the only case for which our attacks do not work is when \( a \) is chosen as a pure braid with \( \tau_l(a) = \tau_r(a) = e \), and \( w \) is chosen as the product \( w = w_lw_r \) of a left and right braid. This seems an interesting subgroup of braids and an interesting special case of the conjugacy problem. If the conjugacy problem were hard for this special case even in the decisional version, then one could build a pseudo-random generator out of it, fixing the problem of [11]. Unfortunately we will see in the next subsection that even under this restrictions the decisional problem is easy.

### 3.3 The Single String Attack

Assume we start from a braid \( a \) such that \( \tau_l(a) = \tau_r(a) \) is the identity. For every \( i = n/2 + 1, \ldots, n \), consider the braid \( \tau_i^l(a) \) obtained from \( a \) removing all right strings except the \( i \)th. These are very simple braids: braids obtained running a single string around \( n/2 \) parallel strings. We claim that unless braids \( \tau_i^l(a) \) are the same for all \( i = n/2 + 1, \ldots, n \), we can break the decisional Ko-Lee problem.

Assume they are not all the same and divide the indices \( i = n/2, \ldots, n \) according to their equivalence classes, with \( i \equiv j \) if and only if \( \tau_i^l(a) = \tau_j^l(a) \). Notice that this equivalence relation is efficiently computable because the word problem on braids can be solved in polynomial time. Moreover, since here we are considering a very special class of braids, equivalence can be decided very efficiently.

Notice that the equivalence relation induced by \( \tau_i^l(a) = \tau_j^l(a) \) is the same as the one induced by \( \tau_i^l(x_lax_l^{-1}) = \tau_j^l(x_lax_l^{-1}) \). Similarly, \( \tau_i^l(x_rax_r^{-1}) = \tau_j^l(x_rax_r^{-1}) \) induces the same equivalence classes as \( \tau_i^l(x_lx_r, a(x_lx_r)^{-1}) = \tau_j^l((x_lx_r)a(x_lx_r)^{-1}) \). On the other hand, when we compute the conjugate under a right braid \( x_r \) the equivalence classes are mapped by the permutation associated to \( x_r \). So, we can decide whether \( (w_lw_r)a(w_lw_r)^{-1} = (x_lx_r)a(x_lx_r)^{-1} \) or not by comparing the equivalence relation induced by \( \tau_i^l((w_lw_r)a(w_lw_r)^{-1}) = \tau_j^l((w_lw_r)a(w_lw_r)^{-1}) \) with that of \( \tau_i^l(x_r, a(x_r)^{-1}) = \tau_j^l((x_r)a(x_r)^{-1}) \).

In order to avoid this attack braid \( a \) should be chosen in such a way that not only \( \tau_r(a) = \tau_l(a) = e \), but also for all \( i, j \in \{n/2, \ldots, n\} \), \( \tau_i^l(a) = \tau_j^l(a) \).

Using \( \tau_r \) instead of \( \tau_l \) we get a symmetric attack that shows that we need an analogous condition \( \tau_i^r(a) = \tau_j^r(a) \) for all \( i, j = 1, \ldots, n/2 \). Now the question is: assume that the braids are chosen in such a way that all above conditions are satisfied; what are the remaining braids? and, is the conjugacy problem for these braids still hard?
3.4 The Trivial Attack

Consider pure braids \( a \) satisfying all the conditions stated at the end of the previous subsection:

- \( \tau_r(a) = e \)
- \( \tau_l(a) = e \)
- \( \tau_i^l(a) = \tau_j^j(a) \) for all \( i, j \in \{n/2 + 1, \ldots, n\} \),
- \( \tau_i^r(a) = \tau_j^j(a) \) for all \( i, j \in \{1, \ldots, n/2\} \).

It is easy to see that there are only very few braids that satisfy these conditions: the group generated by the braid \( a = (\Delta_{n/2} \Delta_{-1} \Delta_{n/2})^2 \), where \( \Delta_k \) is the fundamental braid over (the first) \( k \) strings. Essentially this is a braid obtained swapping the left and right strings without permuting string in each half, and passing all the right strings over the left strings. The whole operation is performed twice so that the permutation of \( a \) is the identity, i.e., \( a \) is a pure braid.

But the conjugacy class under left or right braids of \( a \) (or any of its powers) is trivial, i.e., \( x_l a x_l^{-1} = a \) and \( x_r a x_r^{-1} = a \). So, the instances of the decisional Ko-Lee problem have always the form \((a, a, a, a)\) and the answer is always yes.

4 The Attack Extends to the Pseudo-random Constructions

In [11] the Ko-Lee Decisional Assumption is used to construct a pseudo-random generator and a pseudo-random synthesizer. By showing that the underlying assumption is false we have removed the proof of security for the above constructions. However that does not immediately imply an attack on the generators.

In this section we show that it is possible to use the above attack to distinguish the output of the generators from random. This is because the constructions are a straightforward application of the conjugacy function. Here we only show the attack on the pseudo-random generator.

The construction is as follows: there are the following public parameters:

- \( a \in_R B_n \), with \( |a| = k \)
- \( a_1, \ldots, a_m \), with \( a_i = x_i a x_i^{-1} \) for \( x_i \in_R B_L \) with \( |x_i| = k \).

On input a random seed \( w \in_R B_R \) the generator outputs the conjugate of \( w \) with respect to all the \( a_i \)’s. That is, the output is \( m \) braids \( s_1, \ldots, s_n \) where \( s_i = w a_i w^{-1} \). Clearly each component of the output can be distinguished from random using the attack described above.

It should be noted that this attack applies to the “pseudo-random braid generator”, i.e., a function that on input a short seed, produces a sequence of seemingly random braids. In [11] it is suggested that if one wants a “pseudo-random bit generator”, then universal hashing and the left-over hash lemma can be used to transform a pseudo-random sequence of braids into a pseudo-random sequence of bits. However, the converse is not necessarily true: if the original
braid sequence is not pseudo-random, there is no guarantee that applying universal hashing results in a bit-sequence which is computationally indistinguishable from random.

5 On the Bit Security of the Conjugacy Problem


Let \( a \in B_n \) and define the following function over \( B_n \), \( f(x) = xax^{-1} \). By restricting the input size and assuming the conjugacy problem is hard, it is reasonable to assume that \( f \) is a one-way function.

The next question is: does \( f \) have any natural hard-core predicate (by natural, we mean something specific to the description of \( f \) and not a generic hard-core predicate like the Goldreich-Levin [8] which holds for any one-way function).

We recall that a hard-core predicate \( \pi \) for \( f \) is defined as follows. We say that the predicate \( \pi \) over \( B_n \) is hard-core if for any efficient (i.e., PPT) Turing machine \( A \) we have that

\[
\text{Prob}_{x,a \in B_n} \left[ A(a, xax^{-1}) = \pi(x) \right] = \frac{1}{2} + \epsilon
\]

where \( \epsilon \) is a negligible quantity. We stress that the probability of success is taken over BOTH the internal coin tosses of \( A \) and the choice of \( x \). In other words if we find an \( A \) that predicts \( \pi(x) \) for just 51% of the inputs \( x \), then \( \pi \) is NOT an hard-core bit for \( f \).

Usually proofs for hard-core bits go by contradiction. We assume that there exists an oracle \( A \) that contradicts Equation 1. We then show how to use \( A \) to invert \( f \) over a random point. The proof is usually complicated by the fact that \( A \)'s responses on any input \((a, xax^{-1})\) may be wrong and cannot be accepted at face value. Usually the proof contains some random self-reducibility argument (although that’s not necessarily the only way to prove hard-core bits). That is instead of querying \( A \) only on \((a, xax^{-1})\) we also query it on several randomized versions of it and then use some trick to extract the right value of \( \pi(x) \) from all these responses (which in the majority are correct).

In [11] such an hard-core predicate and a proof of security is supposedly presented. For the discussion that follows, it is not really important to understand what the hard-core predicate is. For completeness, we briefly recall the definition anyway. Every braid can be uniquely expressed in canonical form as the product \( \Delta_n^u \chi_1 \cdots \chi_p \) where \( \Delta_n \) is the fundamental braid defined in Sect. 3 and \( \chi_p \) are permutation braids, i.e., braids where each string can be described as a straight line from the initial point to the end point, and at all the crossings the left string goes under the right string. This normal form (called the left canonical form) can be computed in polynomial time. The candidate hard core predicate \( \pi \) proposed in [11] takes a braid \( x \) as input, computes the left canonical form \( x = \Delta_n^u \chi_1 \cdots \chi_p \) and outputs the parity of \( u \).
The proof of security in [11] misses the whole step of randomizing over the inputs to the predicting oracle. The reduction from predicting $\pi$ to inverting $f$ assumes that the oracle $A$ answers correctly \textit{FOR ALL} $x$ with sufficiently high probability (bounded away from a $1/2$), but this probability is taken ONLY over the coin tosses of $A$. If $x$ happen to be one of the bad inputs for which $A$ gives the wrong answer (possibly for any value of $A$ internal coin tosses), there is no guarantee that majority voting on $A$ answers relative to the same input $x$ and independent coin tosses produces the right answer.

Such set of \textit{bad} inputs might constitute 49\% of the possible braids, and still $\pi$ not be a hard-core predicate because (when $x$ is chosen at random) $A$ has a 1\% advantage in predicting $\pi(x)$ over a random guess. (For cryptographic security, even 1\% is not a negligible advantage. Formally speaking, the 49\% and 1\% above should be interpreted as $(50 - \epsilon)\%$ and $\epsilon\%$ where $\epsilon(k)$ is a function of the security parameter such that $\epsilon(k) < 1/k^c$ for all $c > 0$ and for all sufficiently large $k$.)

We were not able to repair the proof of security for the hard-core predicate presented in [11]. Moreover we were not able to construct any other natural hard-core predicate. Thus we conclude that the construction of a hard-core predicate for the conjugacy problem is still an (interesting) open problem.

6 Conclusion

We showed that the decisional version of the Ko-Lee Assumption is false in a very strong sense: for essentially all reasonable input probability distributions, there is a very efficient distinguisher that invalidate the assumption. The attack extends to the pseudo-random generator and synthesizer proposed in [11] which are consequently shown to be insecure.

With regard to the conjugacy problem over braids, which is at the basis of all the cryptographic schemes based on braid groups, we show two facts. (1) The conjugacy problem reveals some partial information about the permutation induced by the input braid, unless the central braid is chosen to be pure; we suggest to incorporate this choice in the design of cryptographic schemes based on the conjugacy problem. (2) The proof of a hard-core bit for the conjugacy problem in [11] is flawed and we were not able to repair it.

In spite of our attacks, braid groups remain an attractive and promising tool for the construction of cryptographic algorithms. However our findings highlight the need for extreme care in analyzing these new protocols and warn about drawing unmotivated conclusions from parallel ones in number-theoretic constructions.

Which leads us, in turn, to many interesting open problems. For example, although we proved that the result of a Ko-Lee exchange is not totally random, it might still be possible to prove that it contains a lot of “computational entropy”. If true, this would allow the construction of an efficient secure encryption scheme \textit{without} resorting to the random oracle model, and possibly provide a fix for the pseudorandom constructions presented in [11]. Also, is there a hard-core bit for the conjugacy problem? Another interesting problem is related to the
construction of digital signatures. In [13] it is shown that certain groups of points on an supersingular elliptic curves have the property that the Decisional Diffie-Hellman problem is easy, while the Computational Diffie-Hellman problem is presumably hard. This properties can be used to design a digital signature scheme as shown in [4,12,4]. The idea is the following. The secret and public keys of the system are $a$ and $y = g^a$, and the signature of message $m$ is computed as $s = m^a$. It is easy to see that the signature is valid if and only if $(y, y, m, s)$ is a valid DDH sequence. An interesting open question is whether the conjectured hardness of the conjugacy problem for braid groups, together with the techniques to attack the decisional problem presented in this paper, can be used to design a provably secure digital signature scheme based on braid groups.
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Abstract. The braid group with its conjugacy problem is one of the recent hot issues in cryptography. At CT-RSA 2001, Anshel, Anshel, Fisher, and Goldfeld proposed a commutator key agreement protocol (KAP) based on the braid groups and their colored Burau representation. Its security is based on the multiple simultaneous conjugacy problem (MSCP) plus a newly adopted key extractor. This article shows how to reduce finding the shared key of this KAP to the list-MSCPs in a permutation group and in a matrix group over a finite field. We also develop a mathematical algorithm for the MSCP in braid groups. The former implies that the usage of colored Burau representation in the key extractor causes a new weakness, and the latter can be used as a tool to investigate the security level of their KAP.
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1 Introduction

Current braid cryptographic protocols are based on the intractability of the conjugacy problem: given two conjugate braids $a$ and $b$, find a conjugator (i.e., find $x$ such that $b = x^{-1}ax$). Because it is hard to find a trapdoor in this problem, some variants have been proposed for the key exchange purpose \cite{2,15}.

Anshel et al. \cite{2} proposed a key agreement protocol (KAP) assuming the intractability of the following problem: given $a_1, \ldots, a_r, x^{-1}a_1x, \ldots, x^{-1}a_rx \in B_n$, find the conjugator $x$. We call this problem the multiple simultaneous conjugacy problem (MSCP). Loosely speaking, their KAP is as follows: given pairs of $n$ braids $(a_1, x^{-1}a_1x), \ldots, (a_r, x^{-1}a_rx), (b_1, y^{-1}b_1y), \ldots, (b_s, y^{-1}b_sy)$, find the commutator $x^{-1}y^{-1}xy$, where $x$ and $y$ are in the subgroup generated by $\{b_1, \ldots, b_s\}$ and $\{a_1, \ldots, a_r\}$, respectively. The first attack on this KAP is the Length Attack by Hughes and Tannenbaum \cite{14}. They showed that this KAP leaks some information about its private keys $x$ and $y$ for some particular choices of parameters.

At CT-RSA 2001, Anshel et al. \cite{1} proposed a new version of their KAP. They adopted a new key extractor which transforms a braid into a pair of a
permutation and a matrix over a finite field. Here the matrix is obtained from a multi-variable matrix, called the colored Burau matrix, by evaluating the variables at numbers in a finite field. They recommended parameters so as to defeat the Length Attack, the mathematical algorithm for the conjugacy problem, and a potential linear algebraic attack on the key extractor.

Our Results. This article attacks the KAPs in [1,2] from two different angles. Our attacks are partially related to the potential ones already mentioned in their paper.

First, we attack the shared key in [1]. The motivation for this attack is that despite the change of variables in the colored Burau matrix by permutations, the matrix in the final output (i.e., the shared key) is more manageable than braids. We show that the security of the key extractor is based on the problems of listing all solutions to some MSCPs in a permutation group and in a matrix group over a finite field. So if both of the two listing problems are feasible, then we can guess correctly the shared key without solving the MSCP in braid groups.

Second, we attack the private keys in [1,2]. The base problem of these KAPs is different from the standard conjugacy problem in the following two aspects: (i) The conjugation is multiple and simultaneous. That is to say, we have a set of equations \( x^{-1}a_ix = c_i, i = 1, \ldots, r \), with a single unknown \( x \). On the one hand, the problem is more difficult than the conjugacy problem because we must find a solution which satisfies all the equations simultaneously. On the other hand, the problem is easier because we have multiple equations. (ii) The conjugator \( x \) is contained in the subgroup generated by some specific braids \( b_1, \ldots, b_s \), which makes the problem easier. We propose a mathematical algorithm for the MSCP in braid groups.

Outline. We review in §2 the braid groups, the canonical form of braid, the colored Burau representation, and the commutator KAP proposed in [1]. We attack the key extractor in §3 and the private key in §4. We close this article with conclusions in §5.

Conventions.

- \( S_n \) denotes the \( n \)-permutation group. \( S_n \) acts on the set \( \{1, 2, \ldots, n\} \) from the left so that for \( \alpha, \beta \in S_n \) and \( 1 \leq i \leq n \), \( (\alpha\beta)(i) = \alpha(\beta(i)) \). We express a permutation as a product of cycles. A cycle \( \alpha = (k_1, k_2, \ldots, k_r) \) means that \( \alpha(k_i) = k_{i+1} \) for \( i = 1, \ldots, r - 1 \) and \( \alpha(k_r) = k_1 \).
- For a prime \( p \), \( \mathbb{F}_p \) denotes the field composed of \( p \) elements, \( \{0, \ldots, p - 1\} \).
- \( GL_n(R) \), \( R \) a ring, denotes the set of all invertible \((n \times n)\)-matrices over \( R \).
2 Preliminaries

2.1 Braid Group

**Definition 1.** The \( n \)-braid group \( B_n \) is an infinite non-commutative group defined by the following group presentation

\[
B_n = \left\langle \sigma_1, \ldots, \sigma_{n-1} \mid \sigma_i\sigma_j = \sigma_j\sigma_i, \quad |i - j| \geq 2 \right. \\
\left. \sigma_i\sigma_{i+1}\sigma_i = \sigma_{i+1}\sigma_i\sigma_{i+1}, \quad i = 1, \ldots, n - 2 \right\rangle.
\]

The integer \( n \) is called the braid index and the elements in \( B_n \) are called \( n \)-braids. The generators \( \sigma_i \)'s are called the Artin generators.

We can give braids the following geometric interpretation. An \( n \)-braid can be thought as a collection of \( n \) horizontal strands intertwining themselves. See Figure 1. Each generator \( \sigma_i \) represents the process of swapping the \( i \)th strand with the \((i+1)\)th one, where the strand from upper-left to lower-right is over the other.

We can cut a long geometric braid into simple pieces so that each piece contains only one crossing. This decomposition gives a word \( W = \sigma_{i_1}^{\epsilon_1}\sigma_{i_2}^{\epsilon_2}\cdots\sigma_{i_k}^{\epsilon_k}, \quad \epsilon = \pm 1. \ k \) is called the word length of \( W \).

There is a natural projection \( \pi : B_n \to S_n \), sending \( \sigma_i \) to the transposition \((i, i+1)\). Let’s denote \( \pi(a) \) by \( \pi_a \), and call it the induced permutation of \( a \). The braids whose induced permutation is the identity are called pure braids. Conversely, for a permutation \( \alpha \in S_n \), we can make a simple braid \( A_\alpha \), called a permutation braid, by connecting the \( i \)th point on the right to the \( \alpha(i) \)th point on the left by straight lines, where the strand from upper-left to lower-right is over the other at each crossing.

2.2 Canonical Form

We review the canonical form of braids and the related invariants, inf, len, and sup, which can be used in measuring how complicated the given braid is. This section is needed only for §4.

1. A word \( \sigma_{i_1}^{\epsilon_1}\cdots\sigma_{i_s}^{\epsilon_s} \) is called a positive word if all the exponents \( \epsilon_i \)'s are positive. Because the relations in the group presentation of \( B_n \) are equivalences between positive words with the same word-length, the exponent sum \( e(\sigma_{i_1}^{\epsilon_1}\cdots\sigma_{i_s}^{\epsilon_s}) = \epsilon_1 + \cdots + \epsilon_s \) is well-defined and invariant under conjugation. If \( P \) is a positive word, then \( e(P) \) is equal to the word-length of \( P \). The positive braid monoid, denoted by \( B_n^+ \), is the set of all braids which can be represented by positive words.

2. The permutation braid corresponding to the permutation \( \alpha(i) = (n - i) \) is called the fundamental braid and denoted by \( \Delta \). It can be written as \( \Delta = (\sigma_1)(\sigma_2\sigma_1)\cdots(\sigma_{n-1}\sigma_{n-2}\cdots\sigma_1) \).

3. **Theorem** (See [9][10][11]). Every \( n \)-braid \( a \) can be decomposed uniquely into

\[
a = \Delta^u A_1 A_2 \cdots A_k,
\]
where each $A_i$ is a permutation braid and for each $1 \leq i < k$, $A_iA_{i+1}$ is left-weighted. For the definition of ‘left-weighted’, see Appendix [A].

4. The expression above is called the left-canonical form. The invariants the $\inf$, the canonical length, and the supremum are defined by $\inf(a) = u$, $\text{len}(a) = k$, and $\sup(a) = u + k$, respectively. Similarly, we can also define the right-canonical form. The two canonical forms give the same $\inf$, $\text{len}$, and $\sup$.

5. Let $a = \Delta^n P$ and $b = \Delta^n Q$ be conjugate, where $P, Q \in B^n_1$. Then $e(a) = ue(\Delta) + e(P) = ve(\Delta) + e(Q)$. So in a conjugacy class, a braid with greater $\inf$ is simpler than the one with smaller $\inf$. Similarly, we can also say that a braid with smaller $\sup$ is simpler than the one with greater $\sup$.

2.3 Colored Burau Representation

Morton [20] introduced the colored Burau matrix which is a generalization of the Burau matrix. It would be helpful to see the Burau matrix first. Let $\mathbb{Z}[t^{\pm 1}]$ be the ring of Laurent polynomials $f(t) = a_k t^k + a_{k+1} t^{k+1} + \cdots + a_m t^m$ with integer coefficients (and possibly with negative degree terms). Let $GL_{n-1}(\mathbb{Z}[t^{\pm 1}])$ be the group of $(n - 1) \times (n - 1)$ invertible matrices over $\mathbb{Z}[t^{\pm 1}]$. Note that a matrix over $\mathbb{Z}[t^{\pm 1}]$ is invertible if and only if its determinant is $\pm t^m$ for some integer $m$.

For $1 \leq i \leq n - 1$, let $C_i(t)$ be the matrix which differs from the identity matrix only at the $i^{th}$ row as shown below. When $i = 1$ or $i = n - 1$, the $i^{th}$ row vector is truncated to $(-t, 1, 0, \ldots, 0)$ or $(0, \ldots, 0, t, -t)$.

$$C_i(t) = \begin{pmatrix} 1 & \cdots & 1 & -t & 1 & 1 \\ t^{-1} & \cdots & t^{-1} & t & 1 & 1 \\ & \cdots & \cdots & \cdots & \cdots & \cdots \end{pmatrix}, \quad C_i^{-1}(t) = \begin{pmatrix} 1 & \cdots & 1 & t & 1 & 1 \\ & \cdots & \cdots & \cdots & \cdots & \cdots \end{pmatrix}.$$

The Burau representation $\rho: B_n \rightarrow GL_{n-1}(\mathbb{Z}[t^{\pm 1}])$ is defined by $\rho(\sigma_i) = C_i(t)$ [3]. The matrices $C_i(t)$’s satisfy the braid relations, i.e., $C_i(t)C_j(t) = C_j(t)C_i(t)$ for $|i - j| \geq 2$ and $C_i(t)C_{i+1}(t)C_i(t) = C_{i+1}(t)C_i(t)C_{i+1}(t)$ for $i = 1, \ldots, n - 2$, and so $\rho$ is a group homomorphism. The elements in $\rho(B_n)$ are called Burau matrices. Here is an example of a Burau matrix.

$$\rho(\sigma_1^{-1}\sigma_2\sigma_1^{-1}) = \begin{pmatrix} -\frac{1}{t} & \frac{1}{t} \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 1 & 0 \\ \frac{1}{t} & -t \end{pmatrix} \begin{pmatrix} -\frac{1}{t} & \frac{1}{t} \\ 0 & 1 \end{pmatrix} = \begin{pmatrix} \frac{1}{t^2} - \frac{1}{t} & -\frac{1}{t^2} + \frac{1}{t} - 1 \\ -1 & 1 - t \end{pmatrix}.$$

Roughly speaking, the colored Burau matrix is a refinement of the Burau matrix by assigning $\sigma_i$ to $C_i(t_{i+1})$ so that the entries of the resulting matrix have several variables. But such a naive construction does not give a group homomorphism. Thus the induced permutations are considered simultaneously.
Let’s label the strands of an $n$-braid by $t_1, \ldots, t_n$, putting the label $t_j$ on the strand which starts from the $j^{th}$ point on the right. Figure 1 shows this labelling for the 3-braid $\sigma_1^{-1}\sigma_2\sigma_1^{-1}\sigma_2$.

![Fig. 1. The labelled braid $\sigma_1^{-1}\sigma_2\sigma_1^{-1}\sigma_2$](image)

**Definition 2.** Let $a \in B_n$ be given by a word $\sigma_{i_1}^{e_1}\sigma_{i_2}^{e_2}\cdots\sigma_{i_k}^{e_k}$, $e_j = \pm 1$. Let $t_{j_r}$ be the label of the under-crossing strand at the $r^{th}$ crossing. Then the colored Burau matrix $M_a(t_1, \ldots, t_n)$ of $a$ is defined by

$$M_a(t_1, \ldots, t_n) = \prod_{r=1}^{k} (C_{i_r}(t_{j_r}))^{e_r}.$$  

We can compute the colored Burau matrix by substituting $\sigma_i^e$ by $C_i(\cdot)^e$ and then filling $(\cdot)$ by the variable $t_j$ according to the label of the under-crossing strand. Note that the colored Burau matrix is an invertible matrix over $\mathbb{Z}[[t_1^{\pm 1}, \ldots, t_n^{\pm 1}]]$, the ring of Laurent polynomials with $n$ variables. In the example $\sigma_1^{-1}\sigma_2\sigma_1^{-1}\sigma_2$ shown in Figure 1, the colored Burau matrix is

$$M_{\sigma_1^{-1}\sigma_2\sigma_1^{-1}\sigma_2}(t_1, t_2, t_3) = C_1(t_3)^{-1}C_2(t_2)C_1(t_1)^{-1}C_2(t_3)$$

$$= \begin{pmatrix} -t_3^{-1} & t_2^{-1} \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 1 & 0 \\ t_2 - t_3 & 1 \end{pmatrix} \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} 1 & 0 \\ t_3 - t_1 & 1 \end{pmatrix}$$

$$= \begin{pmatrix} -1 + t_2 - t_3 + \frac{t_2}{t_1} - \frac{t_1}{t_2} + \frac{1}{t_1 t_2} \frac{t_1}{t_2 t_3} - \frac{t_2}{t_1} - \frac{1}{t_2} - \frac{t_1}{t_2} & 1 + t_2 - \frac{t_2}{t_1} - \frac{t_1}{t_2} + \frac{1}{t_2} - \frac{1}{t_1} \\ -t_2 t_3 + \frac{t_2}{t_1} t_3 & t_2 t_3 - \frac{t_2}{t_1} - \frac{t_1}{t_2} \end{pmatrix}.$$ 

Now we describe the colored Burau group as in [1]. We follow the convention of Morton [20], which is a little different from that in [1]. The permutation group $S_n$ acts on $\mathbb{Z}[t_1^{\pm 1}, \ldots, t_n^{\pm 1}]$ from left by changing variables: for $\alpha \in S_n$, $\alpha(f(t_1, \ldots, t_n)) = f(t_{\alpha(1)}, \ldots, t_{\alpha(n)})$. Then $S_n$ also acts on the matrix group $GL_{n-1}(\mathbb{Z}[t_1^{\pm 1}, \ldots, t_n^{\pm 1}])$ entry-wise: for $\alpha \in S_n$ and $M = (f_{ij})$, $\alpha(M) = (\alpha(f_{ij}))$.

**Definition 3.** The colored Burau group $CB_n$ is $S_n \times GL_{n-1}(\mathbb{Z}[t_1^{\pm 1}, \ldots, t_n^{\pm 1}])$ with multiplication $(\alpha_1, M_1)(\alpha_2, M_2) = (\alpha_1 \alpha_2, (\alpha_2^{-1} M_1) M_2)$. The colored Burau representation $C : B_n \to CB_n$ is defined by $C(\sigma_i) = ((i, i + 1), C_i(t_{i+1}))$.

Then it is easy to see the following: (i) $CB_n$ is a group, where the identity is $(e, I_{n-1})$ and $(\alpha, M)^{-1} = (\alpha^{-1}, \alpha M^{-1})$, (ii) $C(\sigma_i)$’s satisfy the braid relations and so $C : B_n \to CB_n$ is a group homomorphism, and (iii) for $a \in B_n$, $C(a) = (\pi_a, M_a)$, where $\pi_a$ is the induced permutation and $M_a$ is the colored Burau matrix in Definition 2
2.4 Commutator Key Agreement Protocol

Recall the commutator KAP of Anshel et al. [1]. Fix a (small) prime number \( p \). Let \( K_{n,p} \) be the set of pairs \((\alpha, M) \in S_n \times GL_{n-1}(F_p)\).

**Definition 4.** Let \( \tau_1, \ldots, \tau_n \) be distinct invertible integers in \( F_p^* \). The key extractor \( E = E_{p,\tau_1,\ldots,\tau_n} : B_n \to K_{n,p} \) is defined by

\[
E(a) = (\pi_a, M_a(\tau_1, \ldots, \tau_n) \mod p),
\]

where reduction ‘mod \( p \)’ means reduction of every entry in the matrix.

Anshel et al. gave a very fast algorithm for computing the key extractor in [1]. The running time is \( O(n\ell (\log p)^2) \), where \( \ell \) is the word-length. The idea is that we can compute \( E(\sigma_{i_1}^{\epsilon_1} \cdots \sigma_{i_\ell}^{\epsilon_\ell}) \) from \( \sigma_{i_1}^{\epsilon_1} \) and \( E(\sigma_{i_2}^{\epsilon_2} \cdots \sigma_{i_\ell}^{\epsilon_\ell}) \). The commutator KAP using the key extractor is constructed as follows.

**Public Information**
1. An integer \( n > 6 \). A prime \( p > n \).
2. Distinct and invertible integers \( \tau_1, \ldots, \tau_n \in F_p^* \).
3. \((a_1, \ldots, a_r) \in (B_n)^r \) and \((b_1, \ldots, b_s) \in (B_n)^s \).

**Private Key**
1. Alice’s private key is a word \( W(b_1, \ldots, b_s) \).
2. Bob’s private key is a word \( V(a_1, \ldots, a_r) \).

**Public Key**
1. Alice’s public key is \((x^{-1}a_1x, \ldots, x^{-1}a_rx)\), where \( x = W(b_1, \ldots, b_s) \).
2. Bob’s public key is \((y^{-1}b_1y, \ldots, y^{-1}b_sy)\), where \( y = V(a_1, \ldots, a_r) \).

**Shared key**
\[
E(x^{-1}y^{-1}xy) = (\pi_{x^{-1}y^{-1}xy}, M_{x^{-1}y^{-1}xy}(\tau_1, \ldots, \tau_n) \mod p).
\]

**Parameter Recommendation in [1]**.
- The only restriction on \( p \) used in the key extractor is that \( p > n \) so that one can choose distinct and invertible elements \( \tau_1, \ldots, \tau_n \). One can choose \( p < 1000 \).
- Take the braid index \( n = 80 \) or larger and \( r = s = 20 \). Let each of \( a_i \) and \( b_j \) be the product of 5 to 10 Artin generators and let each set of public generators involve all the Artin generators of \( B_n \).
- Private keys, \( x \) and \( y \), are products of 100 public generators.

3 Linear Algebraic Attack on the Key Extractor

If the KAP [1] is restricted to pure braids, then its key extractor \( E \) becomes a group homomorphism. In this case, one can attack the key extractor by linear algebraic methods. To defeat this attack, [1] recommended to choose the private keys \( x \) and \( y \) such that their induced permutations are sufficiently complex. This section shows that a linear algebraic attack can also be mounted on the KAP even for such parameters. The (list-)MSCP is the following variant of the conjugacy problem.
Definition 5. Let $G$ be a group. The MSCP in $G$ is: given a pair of $r$-tuples ($r \geq 2$) of elements in $G$, $(a_1, \ldots, a_r)$ and $(x^{-1}a_1x, \ldots, x^{-1}a_rx)$, find $x$ in polynomial time (in the input length). In this case, the list-MSCP in $G$ is to find the list of all such $x \in G$ in polynomial time.

Their hardness will be discussed later. Henceforth, we will use the notations in $[24]$ if there is no confusion from the context.

Theorem 1. If the induced permutations of the private keys are known, then we can construct four list-MSCPs in $GL_{n-1}(\mathbb{F}_p)$ such that computing the matrix part of the shared key is reduced to solving all these list-MSCPs.

Proof. By the definition of the colored Burau representation $C$, we get the following equation

$$C(x^{-1}y^{-1}xy) = (\pi_x, M_x)^{-1}(\pi_y, M_y)^{-1}(\pi_x, M_x)(\pi_y, M_y)$$

$$= (\pi_x^{-1}y^{-1}\pi_x\pi_y, (\pi_y^{-1}\pi_x\pi_y\pi_x^{-1})M_x^{-1})(\pi_y^{-1}\pi_x^{-1}\pi_y\pi_x^{-1})M_y^{-1})(\pi_y^{-1}M_xM_y).$$

So the matrix part of the shared key is the product of the following four matrices evaluated at $(t_1, \ldots, t_n) = (\tau_1, \ldots, \tau_n)$:

$$(\pi_y^{-1}\pi_x^{-1}\pi_y\pi_x^{-1}M_x^{-1}), \quad (\pi_y^{-1}\pi_x^{-1}\pi_y\pi_x^{-1}M_y^{-1}), \quad (\pi_y^{-1}M_x), \quad \text{and} \quad M_y.$$

Now we propose a method of composing MSCP in $GL_{n-1}(\mathbb{F}_p)$ for these matrices, assuming that we already know the permutations $\pi_x$ and $\pi_y$. Here we consider only $(\pi_y^{-1}M_x)(\tau_1, \ldots, \tau_n)$. Similar constructions work for the other three matrices. The following technique makes $(\pi_y^{-1}M_x)(\tau_1, \ldots, \tau_n)$ to be a solution to an MSCP with $N$ equations in $GL_{n-1}(\mathbb{F}_p)$ for given $N$. The basic idea is: if $a$ is a pure braid and $c = x^{-1}ax$, then $(\alpha M_x)(\tau_1, \ldots, \tau_n)$ is a solution to $AX = XC$, where $\alpha$ is an arbitrary permutation, $A = (\alpha \pi^{-1}M_a)(\tau_1, \ldots, \tau_n)$, and $C = (\alpha M_c)(\tau_1, \ldots, \tau_n)$.

1. Choose a word $a = U(a_1, \ldots, a_r)$ such that $a$ is a pure braid.
2. Compute $c = U(c_1, \ldots, c_r)$. Then, $c = x^{-1}ax$ and $c$ is also a pure braid.
3. Compute $M_a$ and $M_c$. Since $ax = xc$ and

$$C(ax) = (\pi_x, (\pi_x^{-1}M_a)M_x), \quad C(xc) = (\pi_x, M_xM_c),$$

we have $(\pi_y^{-1}\pi_x^{-1}M_a)(\pi_y^{-1}M_x) = (\pi_y^{-1}M_x)(\pi_y^{-1}M_c)$.
4. Compute $(\pi_y^{-1}\pi_x^{-1}M_a)(\tau_1, \ldots, \tau_n)$ and $(\pi_y^{-1}M_c)(\tau_1, \ldots, \tau_n)$. Refer to the resulting matrices as $A$ and $C$, respectively.
5. Repeat the above steps to get a system of equations $A_jX = XC_j$ for $j = 1, \ldots, N$.

It is easy to see that $(\pi_y^{-1}M_x)(\tau_1, \ldots, \tau_n)$ is a solution to the MSCP in $GL_{n-1}(\mathbb{F}_p)$, $\{A_jX = XC_j\}_{1 \leq j \leq N}$. 

Now we discuss how to construct the algorithm in Theorem 1 practically, the hardness of the list-MSCPs in $S_n$ and in $GL_{n-1}(\mathbb{F}_p)$, and possible fixes.
How to Generate a Pure Braid $a = U(a_1, \ldots, a_r)$ in the First Step. An easy construction is to choose a word $V(a_1, \ldots, a_r)$ at random and then take a power $U = V^k$, where $k$ is the order of the induced permutation. However, the order of a permutation is the least common multiple of the lengths of cycles, and so it can be too large. For example, for $n = 87$, the maximal order of $n$-permutations is greater than $10^7$. See [19]. One way to avoid this huge order is to choose $V(a_1, \ldots, a_r)$ as a short word. For example, if $V$ is a product of three $a_i$'s, then its induced permutation is a product of 15 to 30 transpositions and so its order is small. (Note that $a_i$'s are products of 5 to 10 Artin generators.) And once we have a pure braid $a = U(a_1, \ldots, a_r)$, then we can also use $W^{-1}aW$ for any word $W$ on $a_i$'s.

Hardness of the List-MSCPs in Permutation Group and in Matrix Group. The MSCP in permutation group is easy. Note that two permutations are conjugate if and only if they have the same cycle decomposition. The MSCP in matrix group is also easy because the equation $AX = XC$ can be considered as a system of homogeneous linear equations in the entries of $X$. One can use the polynomial time deterministic algorithm by Chistov, Ivanyos, and Karpinski [7].

So the difficulty of the list-MSCP lies only in the number of its solutions. Let $G$ be a group and let $(a_1, \ldots, a_r)$ and $(c_1, \ldots, c_r) \in G^r$ be an instance of a list-MSCP in $G$. If $x_1$ and $x_2$ are two solutions, then $(x_2x_1^{-1})a_i = a_i(x_2x_1^{-1})$ for each $i$. Hence $x_2 = x_1z$ for some $z \in \cap_{i=1}^{r} \text{Cent}(a_i)$, where $\text{Cent}(a_i) = \{g \in G \mid ga_i = a_ig\}$ is the centralizer of $a_i$. So the number of the solutions is exactly the cardinality of the subgroup $\cap_{i=1}^{r} \text{Cent}(a_i)$. We don’t have the average cardinality of this subgroup when $G$ is either $S_n$ or $\text{GL}_{n-1}(\mathbb{F}_p)$. But it does not seem large for generic $a_i$'s in $S_n$ or in $\text{GL}_{n-1}(\mathbb{F}_p)$ from the following observation.

For $a_1, \ldots, a_r \in S_n$, let $z \in \cap_{i=1}^{r} \text{Cent}(a_i)$. Then for each $1 \leq i \leq r$ and for each $1 \leq k \leq n$, if $k$ lies in an $m$-cycle of $a_i$, then so does $z(k)$. Moreover, if $(k_1, \ldots, k_m)$ and $(l_1, \ldots, l_m)$ are $m$-cycles in $a_i$ such that $z(k_1) = l_1$, then $z(k_j) = l_j$ for all $2 \leq j \leq m$. For example, let $a_1 = (1,2)(4,5)(8,9)$, $a_2 = (3,4)(5,7,8)$, and $a_3 = (1,5,6)(9,10)$ be the cycle decompositions of permutations in $S_{10}$. Let $z \in \cap_{i=1}^{3} \text{Cent}(a_i)$. Then $z(1) = 1$ because $z(1)$ must lie in a 2-cycle of $a_1$, in an 1-cycle of $a_2$, and in a 3-cycle of $a_3$ simultaneously. In addition, $z(k) = k$ for $k = 2,5,6$ because $z$ must fix all the numbers in a cycle of $a_i$ containing 1, for any $i = 1,2,3$. By continuing this argument we can see that $z$ is the identity permutation. The list-MSCP in $\text{GL}_{n-1}(\mathbb{F}_p)$ can be discussed similarly using the Jordan canonical form of matrices. See §5.6 in [8].

Possible Fix. To defeat our linear algebraic attack, at least one of the list-MSCPs in permutation group and in matrix group must be infeasible. Here, we discuss how to make the induced list-MSCP in permutation group infeasible. One way to do so is to use pure braids. But if all the braids $(a_1, \ldots, a_r)$ and $(b_1, \ldots, b_s)$ are pure, then the induced permutation is nothing more than the identity. Hence, we can consider the following simple cases.

1. Choose $(a_1, \ldots, a_r)$ in $B_n$ and $(b_1, \ldots, b_s)$ in the pure braid group. Then the induced permutation of $x = W(b_1, \ldots, b_s)$ is the identity but it is impossible
to list all $y = V(a_1, \ldots, a_r)$ because the equation $y^{-1}b_iy = d_i$ gives no information about $\pi_i$.

2. Choose $(a_1, \ldots, a_r)$ and $(b_1, \ldots, b_s)$ so that the induced permutations of $a_i$’s fix $\{1, \ldots, \lfloor \frac{n}{2} \rfloor \}$ and those of $b_j$’s fix $\{\lfloor \frac{n}{2} \rfloor + 1, \ldots, n\}$. In both cases, the list-MSCP in permutation group is infeasible. But these fixes give disadvantage that the braids $a_i$’s or $b_j$’s become complicated, and so the KAP becomes less secure against the Length Attack.

4 Attack on the Private Key

This section proposes an attack on the private keys of the commutator KAPs in [1,2] by solving the MSCPs in braid groups; given $(a_1, \ldots, a_r)$ and $(c_1, \ldots, c_r)$ in $(B_n)^r$, find $x \in B_n$ such that $c_i = x^{-1}a_ix$ for all $i$ simultaneously. We start with some discussions.

**Uniqueness of the Solution to the MSCP in Braid Groups.** For generic choice of $a_1, \ldots, a_r$, the solution $x$ is unique up to a power of $\Delta^2$ (See Appendix [13]). That is, if $x'$ is another solution such that $x'^{-1}a_ix' = c_i$ for all $i$, then $x' = \Delta^{2k}x$ for some integer $k$. Note that $x'^{-1}y^{-1}x'y = x^{-1}y^{-1}xy$ for any $y$, because $\Delta^2$ is a central element. Therefore, it suffices to find $\Delta^{2k}x$ for any $k$.

**Length Attack.** The commutator KAPs in [12] have the following condition in addition to the standard MSCP: $x$ is contained in the subgroup generated by some publicly known braids $b_1, \ldots, b_s$. This fact is crucial to the Length Attack of J. Hughes et al. [14]. They showed that the KAP is vulnerable to the Length Attack when $b_j$’s are complicated and $x$ is a product of a small number of $b_j^{\pm 1}$’s. And same for $a_i$’s and $y$. To defeat the Length Attack, Anshel et al. [1] recommended using simple $a_i$’s and $b_j$’s and complicated $x$ and $y$ as mentioned in §2.4. Our attack of this section is strong when $a_i$’s and $b_j$’s are simple and it does not depend on how complicated $x$ and $y$ are.

**Which Braid Is Simpler in the Conjugacy Class?** Recall the discussion in §2.2. Let $a = \Delta^uA_1 \ldots A_k$ and $c = \Delta^vC_1 \ldots C_\ell$ be the left canonical forms of conjugate braids. It is natural to say that $a$ is simpler than $c$ if (i) the word-length of $A_1 \ldots A_k$ is smaller than that of $C_1 \ldots C_\ell$, or (ii) they have same word-length but $k$ is smaller than $\ell$. The former is equivalent to $u = \inf(a) > v = \inf(c)$ and the latter is equivalent to $\inf(a) = \inf(c)$ and $\sup(a) < \sup(b)$.

**Mathematical Algorithm for the Conjugacy Problem.** The conjugacy problem in braid groups is: given $(a, c) \in (B_n)^2$, decide whether they are conjugate and if so, find $x \in B_n$ such that $x^{-1}ax = c$. The algorithm for the conjugacy problem, first proposed by Garside [13] and still being improved [10,9,5,11], works as follows:
1. For each element in $B_n$, the super summit set is defined as the set of all conjugates which have the minimal canonical length. Then it is a finite set and two braids are conjugate if and only if the corresponding super summit sets coincide.

2. Given a braid $a \in B_n$, one can compute an element in the super summit set easily.

3. Given two elements $u$ and $v$ in the same super summit set, there is a chain leading from $u$ to $v$, where successive elements are conjugated by a permutation braid.

**How to Develop an Algorithm for the MSCP in Braid Groups.** There are several directions in designing an algorithm for the MSCP, depending on the characteristics of the instances. This section focuses on the fact that $(a_1, \ldots, a_r)$ is simple because $a_i$’s are products of a few Artin generators but $(c_1, \ldots, c_r)$ are usually complicated because $c_i = x^{-1}a_ix$ for a complicated braid $x$. See [1].

Let $\tau : B_n \to B_n$ be the isomorphism defined by $\tau(c_i) = \sigma_{n-i}$. Hence $\tau^k$, $k$-composition of $\tau$, is the identity for $k$ even, and $\tau$ for $k$ odd.

**Proposition 1.** Let $a, c, x \in B_n$ and $c = x^{-1}ax$. Let $c = \Delta^wC_1 \ldots C_l$ be the left-canonical form. If $\inf(a) > \inf(c)$, then $x = x_0H$ for some $x_0 \in B_n$ with $\inf(x) = \inf(x_0)$ and for a permutation braid $H$ determined by $H = \Delta^w(C_1^{-1})$.

**Proof.** It is a restatement of the Cycling Theorem in Appendix C (Theorem 4.1 of [9] and Theorem 5.1 of [4]). The statements in [49] look different from the above, but the argument of their proofs is exactly Proposition 1.

We can understand this proposition in the following way.

- $x = x_0H$ and $\inf(x) = \inf(x_0)$ means that $x_0$ is simpler than $x$: if $x_0 = \Delta^uP$ and $x = \Delta^uQ$ are the left canonical forms, then the word-length of $P$ is smaller than that of $Q$.
- Let $c' = HcH^{-1}$. Then $x^{-1}ax = c$ implies that $x_0^{-1}ax_0 = c'$. Thus we get a conjugacy problem with simpler solution.
- The condition $\inf(a) > \inf(c)$ means that $c$ is more complicated than $a$. And $H$ is determined not by $x$ but by $c(= x^{-1}ax)$.
- Consequently, we can interpret Proposition 1 as follows: if $c$ is more complicated than $a$, then we can find $H$ such that the solution to the conjugacy problem for $(a, c')$ is simpler than that for $(a, c)$, where $c' = HcH^{-1}$.

**Definition 6.** For $a_1, \ldots, a_r \in B_n$, define $C_{\inf}(a_1, \ldots, a_r)$ as the set of all $(u_1, \ldots, u_r)$ such that $\inf(u_i) \geq \inf(a_i)$ for all $i$ and there exists some $w \in B_n$ satisfying $u_i = w^{-1}a_iw$ for all $i$ simultaneously.

**Theorem 2.** Let $(a_1, \ldots, a_r)$ and $(c_1, \ldots, c_r)$ be an instance of an MSCP in $B_n$ and $x$ a positive braid such that $x^{-1}a_ix = c_i$ for all $i$. Assume that $a_i$’s and $c_i$’s are already in the left canonical form. Then we can compute positive braid $x_0$. 


and \((c'_1, \ldots, c'_r)\) such that \((c'_1, \ldots, c'_r) \in C^{\inf}(a_1, \ldots, a_r)\) and \(c'_i = x_0 c_i x_0^{-1}\) for all \(i\), in time proportional to

\[
n(\log n)|x| \left( |x| + \sum_{i=1}^{r} (|a_i| + |c_i|) \right),
\]

where \(|\cdot|\) denotes the word-length in generators. Moreover \(x = x_1 x_0\) for some positive braid \(x_1\), in particular the word-length of \(x_1\) is less than that of \(x\).

**Proof.** We exhibit an algorithm that computes \(x_0\) and hence \((c'_1, \ldots, c'_r)\).

**Input:** \((a_1, \ldots, a_r), (c_1, \ldots, c_r) \in (B_n)^r\).

**Initialization:** \(x_0 = e\) (identity braid), \(c'_i = c_i\) for all \(i\).

**Loop:**

STEP 1: If \(\inf(c_i) \geq \inf(a_i)\) for all \(i\), then STOP

STEP 2: Choose \(k\) such that \(\inf(c_k) < \inf(a_k)\).

Compute the permutation braid \(H\) by applying Proposition \(1\) to \((a_k, c_k)\).

STEP 3: \(x_0 \leftarrow H x_0, c'_i \leftarrow H c_i H^{-1}\) for all \(i\). GO TO STEP 1

**Output:** \(x_0\) and \((c'_1, \ldots, c'_r)\).

Because \(H\) in Proposition \(1\) is a suffix of \(x\), so is \(x_0\) at each step in the above algorithm. Whenever Proposition \(1\) is applied in the loop, the word-length of \(x_0\) strictly increases and its final length is bounded above by \(|x|\). So the algorithm stops in at most \(|x|\) repetitions of the loop.

All the computations involved is to compute simple conjugations such as \(HaH^{-1}, a \in B_n\) and \(H\) a permutation braid, which can be done in time \(O(n(\log n)|a|)\) and simple multiplications of the form \(H x_0\), which can be done in time \(O(n(\log n)|x_0|)\). So the whole complexity is \(1\). □

Note that the \(a_i\)'s are much simpler than \(c_i\)'s \(1\) and that the newly obtained braids \(c'_i\)'s are at least as simple as \(a_i\)'s in terms of ‘inf’.

Now we have simple instance \((a_1, \ldots, a_r)\) and \((c'_1, \ldots, c'_r)\). The natural question is how to solve the MSCP for this new instance. It uses a variant of the Convexity Theorem \(2\). See Appendix \(C\).

**Theorem 3.** Given \((c'_1, \ldots, c'_r) \in C^{\inf}(a_1, \ldots, a_r)\), there exists a chain of elements in \(C^{\inf}(a_1, \ldots, a_r)\) from \((a_1, \ldots, a_r)\) to \((c'_1, \ldots, c'_r)\), where successive elements are simultaneously conjugated by a permutation braid. In other words, there is a sequence \((a_1, \ldots, a_r) \rightarrow (a'_1, \ldots, a'_r) \rightarrow \cdots \rightarrow (a^{(k)}_1, \ldots, a^{(k)}_r) = (c'_1, \ldots, c'_r)\) such that for each \(j\), there is a permutation braid \(H_j\) satisfying \(a^{(j+1)}_i = H^{−1}_j a^{(j)}_i H_j\) for all \(i\) simultaneously.

**Proof.** This is a restatement of the Convexity Theorem in Appendix \(C\) □

By Theorem \(2\) and Theorem \(3\) we can solve any MSCP in finite time. But the computational complexity of a naive implementation is exponential with respect to the braid index \(n\) and involves the cardinality of the set \(C^{\inf}(a_1, \ldots, a_r)\). There seems to be no previous result concerning the cardinality of \(C^{\inf}(a_1, \ldots, a_r)\).

If the instances are extremely simple, for example when all \(a_i\)'s are positive braids, then the set \(C^{\inf}(a_1, \ldots, a_r)\) will be very small, so that the MSCP is feasible. But the MSCP for generic instances needs more work.
Possible Improvement of the Algorithm for the MSCP in Braid Groups. Recently N. Franco and J. González-Meneses [11] improved the algorithm for the conjugacy problem in braid groups. The complexity of their algorithm to compute the super summit set is $O(N\ell^2 n^4 \log n)$, where $N$ is the cardinality of the super summit set, $n$ is the braid index, and $\ell$ is the word-length of the given braid. The complexity of the old algorithm was $O(N\ell^2 (n!) n \log n)$. With respect to the braid index $n$, the complexity was reduced from exponential function to polynomial. We expect that their idea can also be applied to the MSCP and our algorithm can be improved so that the computational complexity is a polynomial in $(n,r,\ell,N)$, where $\ell$ is the maximal word-length of $a_i$'s and $N$ is the cardinality of the set $C^{\text{inf}}(a_1,\ldots,a_r)$.

5 Concluding Remarks

For the commutator key agreement protocols of Anshel et al. [21], we have proposed two kinds of attacks: a linear algebraic attack on the key extractor and a mathematical algorithm solving the MSCP in braid groups.

Our linear algebraic attack has shown that given the induced permutations of the private keys, computing the matrix part of the shared key $E(x^{-1}y^{-1}xy)$ is reduced to some list-MSCPs in $GL_{n-1}(F_p)$. So one can compute the entire shared key very efficiently if the list-MSCPs in $S_n$ and in $GL_{n-1}(F_p)$ are feasible.

On the other hand, we have proposed an algorithm for the MSCP in braid groups that is suitable for the instance, $(a_1,\ldots,a_r)$ and $(c_1,\ldots,c_r)$, where $a_i$'s are simple and $c_i$'s are complicated. It consists of two steps. We first transform $(c_1,\ldots,c_r)$ into $(c'_1,\ldots,c'_r)$ where each $c'_i$ is at least as simple as $a_i$, and then find the conjugator. The first step is really efficient. However, there is no polynomial time algorithm for the second step.

It is interesting to study the (in-)feasibility of the list-MSCPs in permutation groups and in matrix groups, and to improve the mathematical algorithm for the MSCP in braid groups.
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A Left-Weighted

For a positive braid $P$, the starting set $S(P)$ and the finishing set $F(P)$ is defined as follows.

$S(P) = \{i \mid P = \sigma_i Q \text{ for some } Q \in B^+_n\}$,
$F(P) = \{i \mid P = Q\sigma_i \text{ for some } Q \in B^+_n\}$

For positive braids $P$ and $Q$, we say that $PQ$ is left-weighted if $F(P) \supset S(Q)$ and right-weighted if $F(P) \subset S(Q)$.

B Uniqueness of the Solution to the MSCP in Braid Groups

Proposition 2. For generic instances, the MSCP $x^{-1}a_ix = c_i$ for $i = 1, \ldots, r$, has unique solution up to power of $\Delta^2$.

Proof. Let $x_1$ and $x_2$ be two solutions, i.e., $x_1^{-1}a_ix_1 = x_2^{-1}a_ix_2$ for each $i$. Therefore $x_1x_2^{-1}$ commutes with each $a_i$ and so it commutes with any element in the subgroup generated by $a_1, \ldots, a_r$.

If we choose an $n$-braid at random, then it is pseudo-Anosov [12, 16, 17]. So we may assume that we can choose two pseudo-Anosov braids, $a$ and $a'$, from the subgroup generated by $\{a_1, \ldots, a_r\}$ such that they have different invariant measured foliations and that there is no symmetry on the foliations. Then a braid commuting with both of $a$ and $a'$ is of the form $\Delta^2k$ for some integer $k$ [18].

C Algorithm for the Conjugacy Problem

1. The super summit set of $a$ is defined by the set of all braids $a'$ such that $a$ and $a'$ are conjugate and $\inf(a')$ is maximal and $\sup(a')$ is minimal in the conjugacy class of $a$. We can compute the super summit set by two theorems, the Cycling Theorem and the Convexity Theorem.
2. Let $a = \Delta^uA_1\cdots A_k$ be the left-canonical form of $a$. The cycling $c(a)$ and the decycling $d(a)$ of $a$ is defined by

$$c(a) = \Delta^uA_2\cdots A_k\tau^u(A_1),$$
$$d(a) = \Delta^u\tau^{-u}(A_k)A_1\cdots A_{k-1}.$$ 

In general, the braids on the right hand sides are not in canonical forms, and so must be rearranged into canonical forms before the operations are repeated.
3. Cycling Theorem (See [4, 9, 10])

   (i) If $\inf(a)$ is not maximal in the conjugacy class, then $\inf(c^l(a)) > \inf(a)$ for some $l$. 
(ii) If $\text{sup}(a)$ is not minimal in the conjugacy class, then $\text{sup}(a^l) < \text{sup}(a)$ for some $l$.

(iii) So the maximal value of $\text{inf}$ and the minimum value of $\text{sup}$ can be achieved simultaneously. In particular, the super summit set is not empty for any braid.

4. Convexity Theorem (See [4910])

Let $c = x^{-1}ax$, $\text{inf}(a) = \text{inf}(c)$, and $\text{sup}(a) = \text{sup}(c)$. Let $H_1H_2\cdots H_k$ be the left-canonical form of $x$. Then

$$\text{inf}(H_1^{-1}aH_1) \geq \text{inf}(a) \quad \text{and} \quad \text{sup}(H_1^{-1}aH_1) \leq \text{sup}(a),$$

that is, $H_1^{-1}aH_1$ is as simple as $a$ with respect to both of $\text{inf}$ and $\text{sup}$.

5. It is clear that $\text{inf}(a) = \text{inf}(\tau(a))$ and $\text{sup}(a) = \text{sup}(\tau(a))$. So by the Convexity Theorem, we know that if both $a$ and $c$ are contained in the same super summit set, then there is a finite sequence $a = a_0 \rightarrow a_1 \rightarrow \cdots \rightarrow a_k = c$ such that for each $i = 1, \ldots, k$, $a_i$ is contained in the super summit set and $a_i = H_i^{-1}a_{i-1}H_i$ for some permutation braid $H_i$.

So the conjugacy problem can be solved by the following steps: (i) given $a$ and $c$, compute elements $a'$ and $c'$ contained in the super summit set, by using the Cycling Theorem, and (ii) for all permutation braids $A_\alpha$, $\alpha \in S_n$, compute $A_\alpha^{-1}a'A_\alpha$ and collect the ones with the same $\text{inf}$ and $\text{sup}$ as $a'$. Do the same thing for all the other elements in the super summit set until any new element cannot be obtained.

The first step can be done in polynomial time and the second step is done in exponential time because the number of $n$-permutations is $n!$. 
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Abstract. In this paper we extend the Weil descent attack due to Gaudry, Hess and Smart (GHS) to a much larger class of elliptic curves. This extended attack applies to fields of composite degree over \(\F_2\). The principle behind the extended attack is to use isogenies to find an elliptic curve for which the GHS attack is effective. The discrete logarithm problem on the target curve can be transformed into a discrete logarithm problem on the isogenous curve.

A further contribution of the paper is to give an improvement to an algorithm of Galbraith for constructing isogenies between elliptic curves, and this is of independent interest in elliptic curve cryptography.

We show that a larger proportion than previously thought of elliptic curves over \(\F_{2^{155}}\) should be considered weak.

1 Introduction

The technique of Weil descent to solve the elliptic curve discrete logarithm problem (ECDLP) was first proposed by Frey [6]. This strategy was elaborated on further by Galbraith and Smart [9]. The work of Gaudry, Hess and Smart [10] gave a very efficient algorithm to reduce the ECDLP to the discrete logarithm in a Jacobian of a hyperelliptic curve over \(\F_q\). Since subexponential algorithms exist for the discrete logarithm problem in high genus curves, this gives a possible method of attack against the ECDLP. We refer to the method of [10] as the GHS attack.

Menezes and Qu [15] analysed the GHS attack in some detail and demonstrated that it did not apply to the case when \(q = 2\) and \(n\) is prime. Since this is the common case in real world applications, the work of Menezes and Qu means that the GHS attack does not apply to most deployed systems. However, there are a few deployed elliptic curve systems which use the fields \(\F_{2^{155}}\) and \(\F_{2^{185}}\). Hence there is considerable interest as to whether the GHS attack makes all curves over these fields vulnerable. In [13] Smart examined the GHS attack for elliptic curves with respect to the field extension \(\F_{2^{155}}/\F_{2^{211}}\) and concluded that such a technique was unlikely to work for any curve defined over \(\F_{2^{155}}\).

Jacobson, Menezes and Stein [11] also examined the field \(\F_{2^{155}}\), this time using the GHS attack down to the subfield \(\F_{2^{25}}\). They concluded that such a
strategy could be used in practice to attack around $2^{33}$ isomorphism classes of elliptic curves defined over $\mathbb{F}_{2^{155}}$. Since there are about $2^{156}$ isomorphism classes of elliptic curves defined over $\mathbb{F}_{2^{155}}$, the probability of finding one where the GHS attack is applicable is negligible.

In this paper we extend the GHS attack to a much larger number of elliptic curves over certain composite fields of even characteristic.

The main principle behind the paper is the following. Let $E_1$ be an elliptic curve over a finite field $\mathbb{F}_{q^n}$ and suppose that the GHS attack transforms the discrete logarithm problem in $E(\mathbb{F}_{q^n})$ into one on a curve of genus $g$ over $\mathbb{F}_q$. Now let $E_2$ be an elliptic curve over $\mathbb{F}_{q^n}$ which is isogenous to $E_1$ (i.e., $\#E_1(\mathbb{F}_{q^n}) = \#E_2(\mathbb{F}_{q^n})$). The GHS method is not usually invariant under isogeny, so the genus which arises from the GHS attack on $E_2$ can be different to the one for $E_1$. There are two ways this property might be exploited:

- To solve a discrete logarithm problem on an elliptic curve $E_1$ over $\mathbb{F}_{q^n}$ for which the GHS attack is not effective, one could try to find an isogenous curve $E_2$ for which the GHS attack is effective.
- It is often possible to construct a ‘weak’ elliptic curve $E_2$ over $\mathbb{F}_{q^n}$ for which the GHS attack is particularly successful (this is essentially what was done by [11]). One might ‘hide’ such a curve by taking an isogeny to a curve $E_1$ for which the GHS attack is not effective. Knowledge of the ‘trapdoor’ (i.e., the isogeny) would enable one to solve the discrete logarithm. This approach might have both malicious and beneficial applications.

We achieve the first point as follows. Given an elliptic curve $E_1$ over $\mathbb{F}_{q^n}$ with $N = \#E_1(\mathbb{F}_{q^n})$ the strategy is to search over all elliptic curves which are vulnerable to the GHS attack (using the method of Section 4) until one is found which has $N$ points (this is checked by ‘exponentiating’ a random point). Once such an ‘easy’ curve is found one can construct an isogeny explicitly using the method of Section 3 which is an improved version of the algorithm of Galbraith [8].

This process extends the power of the GHS attack considerably. For instance, with $K = \mathbb{F}_{2^{155}}$ and $k = \mathbb{F}_{2^5}$, Jacobson, Menezes and Stein [11] found that there are only $2^{33}$ curves for which the GHS attack is feasible. Using our techniques the number of isomorphism classes of curves which are vulnerable to attack is increased to around $2^{104}$. This is a significant breakthrough in the power of the GHS attack.

Regarding the second point, we show that it is possible in principle to construct a trapdoor discrete logarithm problem using this approach. But such systems would not be practical.

As an aside, we note that the methods of this paper give a way to unify the treatment of subfield curves (sometimes called Koblitz curves) with the general case. Given an elliptic curve $E_1$ defined over $\mathbb{F}_q$ then special techniques are required to perform Weil descent with respect to $\mathbb{F}_{q^n}/\mathbb{F}_q$. By taking an isogeny $\phi : E_1 \to E_2$ such that $E_2$ is defined over $\mathbb{F}_{q^n}$ one can use the GHS method. However, we emphasise that subfield curves are only used when the extension degree $n$ is a large prime, and Weil descent is not successful in this case.
We only describe the extended GHS strategy in the case of fields of characteristic two, though the principles can of course be easily adapted to the general case. We stress that, in the case of characteristic two, our results only apply to extension fields of composite degree.

The remainder of the paper is organised as follows. In Section 2 we explain the GHS attack and the analysis of Menezes and Qu. In Section 3 we discuss the method of Galbraith for finding isogenies between elliptic curves, in addition we sketch a new version of Galbraith’s algorithm which requires much less memory. In Section 4 we describe how to obtain an explicit list of isomorphism classes of elliptic curves for which the GHS attack can be successfully applied. In Section 5 we examine the implications of using isogenies to extend the GHS attack.

2 The GHS Attack

Let us first set up some notation. Throughout this paper we let $E$ denote an elliptic curve over the field $K = \mathbb{F}_{q^n}$ where $q = 2^r$. Let $k$ denote the subfield $\mathbb{F}_q$. To simplify the discussion, and since those cases are the most important, we always assume that $r$ and $n$ are odd. We also assume that $n$ is a prime. We stress that it is easy to obtain analogous results in the more general case.

Define $\sigma : K \rightarrow K$ to be the $q$-power Frobenius automorphism, and let $\pi : K \rightarrow K$ denote the absolute Frobenius automorphism $\pi : \alpha \rightarrow \alpha^2$. Therefore, $\sigma = \pi^r$.

The elliptic curve discrete logarithm problem (ECDLP) is the following: given $P \in E(K)$ and $Q \in \langle P \rangle$ find an integer $\lambda$ such that $Q = [\lambda]P$. The apparent intractability of the ECDLP forms the basis for the security of cryptographic schemes based on elliptic curves.

Let $l$ denote the order of the point $P$. To avoid various well known attacks, namely those described in [16], [17], [14] and [7], one chooses the curve such that $l$ is a prime of size $l \approx q^n$. One also ensures that $l$ does not divide $q^{ni} - 1$, for all “small” values of $i$.

The GHS attack is as follows. One takes an elliptic curve defined, as above, over $\mathbb{F}_{q^n}$, with a large subgroup of prime order $l$. We assume the curve is given by an equation of the form

$$E : Y^2 + XY = X^3 + aX^2 + b$$

where $a \in \{0, 1\}, b \in K$. We may assume that $a \in \{0, 1\}$ since $r$ and $n$ are odd. Then one constructs the Weil restriction of scalars $W_{E/k}$ of $E$ over $k$, this is an $n$-dimensional abelian variety over $K$. The variety $W_{E/k}$ is then intersected with $n - 1$ carefully chosen hyperplanes so as to obtain a hyperelliptic curve $C$ over the field $k$. Let $g$ denote the genus of $C$.

In addition, the GHS attack gives an explicit and efficient group homomorphism from $E(K)$ to the Jacobian $J_C(k)$ of the curve $C$. Assuming some mild conditions, $J_C(k)$ will contain a subgroup of order $l$ and the image of the subgroup of order $l$ in $E(K)$ will be a non-trivial subgroup of order $l$ in $J_C(k)$. 
The genus of $C$ is equal to either $2^{m-1}$ or $2^{m-1} - 1$, where $m$ is determined as follows.

**Theorem 1** ([10]). Let $b_i = \sigma^i(b)$, then $m$ is given by

$$m = m(b) = \dim_{\mathbb{F}_2} \left( \text{Span}_{\mathbb{F}_2} \left\{ (1, b_0^{1/2}), \ldots, (1, b_{n-1}^{1/2}) \right\} \right).$$

In particular we have $1 \leq m \leq n$. If $m$ is too small then the size of $J_C(k)$, which is $\approx q^g$, will be too small to contain a subgroup of size $l$. If $m$ is too large then, although we can translate discrete logarithm problems to the hyperelliptic setting, this does not help us to solve the original ECDLP in practice.

Menezes and Qu proved the following theorem which characterises the smallest value of $m > 1$ and the elliptic curves which give rise to such $m$.

**Theorem 2** ([15]). Keeping the notation as above, and considering the GHS technique for Weil restriction of $E$ from $K$ down to $k$. Suppose $n$ is an odd prime. Let $t$ denote the multiplicative order of two modulo $n$ and let $s = (n-1)/t$. Then

1. The polynomial $x^n - 1$ factors over $\mathbb{F}_2$ as $(x - 1)f_1f_2 \cdots f_s$ where the $f_i$’s are distinct irreducible polynomials of degree $t$. For $1 \leq i \leq s$ define

$$B_i = \{ b \in \mathbb{F}_{q^n} : (\sigma - 1)f_i(\sigma)b = 0 \}.$$

2. For all $1 \leq i \leq s$ and all $b \in B_i$ the elliptic curves

$$Y^2 + XY = X^3 + b,$$

$$Y^2 + XY = X^3 + \alpha X^2 + b$$

have $m(b) \leq t + 1$, where $\alpha$ is a fixed element of $K$ of trace one with respect to $K/\mathbb{F}_2$ (when $r$ and $n$ are odd we may take $\alpha = 1$).

3. If $m(b) = t + 1$ then $E$ must be one of the previous curves for some $i$ and some $b \in B_i$.

4. The cardinality of the set $B = \cup_{i=1}^s B_i$ is $qs(q^t - 1) + q$.

In particular, $m(b) = t + 1$ is the smallest attainable value of $m(b)$ (apart from the trivial value $m = 1$) using the GHS technique for Weil restriction down to $\mathbb{F}_q$.

Menezes and Qu use the above theorem to show that if $n$ is a prime in the range $160 \leq n \leq 600$ and $q = 2$ then the GHS attack will be infeasible.

If we consider smaller prime values of $n$ we see that $n = 31$ is particularly interesting, since we obtain the particularly low value of $t = 5$ and $s = 6$. Thus for the field $\mathbb{F}_{2^{155}}$ there are around $2^{33}$ elliptic curves whose Weil restriction down to $\mathbb{F}_{2^{25}}$ contains a hyperelliptic curve of genus 31 or 32. However, the next admissible size of $t$ is 10, which would correspond to hyperelliptic curves of genus $2^{11}$ or $2^{11} - 1$. The algorithms for solving the discrete logarithm problem on curves of genus $2^{11}$ over $\mathbb{F}_{2^{25}}$ do have subexponential complexity, but the problem has grown to such a size (10000 bits) that this is not an efficient way to solve a 155 bit elliptic curve discrete logarithm problem.
We also need to take into account the Weil restriction from $F_{2^{155}}$ down to $F_{2^{31}}$. This will always lead to values of $m$ equal to 1 or 5, thus the most useful hyperelliptic curves have genus 15 or 16. It was shown in [18] that solving a discrete logarithm problem on a curve of genus 16 over the field $F_{2^{31}}$ is infeasible using current technology.

It would therefore appear that, for the field $F_{2^{155}}$, by avoiding the $\approx 2^{33}$ curves which gives rise to $t = 5$ means one need not worry about the GHS attack. However, as we have explained in the introduction, our new results show that this argument is not true.

3 Constructing Isogenies

Let $K = F_q^n$ be a finite field. Let $\Sigma = \sigma^n$ be the $q^n$-th power Frobenius. Let $E_1$ and $E_2$ be two non-supersingular elliptic curves over $K$ which are isogenous over $K$ (i.e., $\#E_1(K) = \#E_2(K)$). We wish to find an explicit representation for an isogeny $\phi : E_1 \rightarrow E_2$.

In [8] the following result was proved.

**Theorem 3.** There is an algorithm to compute $\phi$ which in the worst case takes $O(q^{3n/2+\epsilon})$ operations in $F_q^n$ and requires at worst $O(q^{n+\epsilon})$ space. The average case complexity is $O(q^{n/4+\epsilon})$ operations.

Galbraith in [8] gives the algorithm only in the case of prime fields of large characteristic. However, he also discusses how to extend the algorithm to arbitrary finite fields using the techniques of Couveignes [5] and Lercier [13]. It is clear that the complexity estimates are the same for the different types of finite fields.

In this section we sketch a version of Galbraith’s algorithm which has polynomial storage requirement. The technique to obtain an algorithm with reduced storage requirement is inspired by ideas of Pollard [17]. This new version has expected average case running time $O(q^{n/4+\epsilon})$. The sketched algorithm applies over any base field.

Let $t$ denote the common trace of Frobenius of $E_1$ and $E_2$. We have $\Sigma^2 - t\Sigma + q^n = 0$. Set $\Delta = t^2 - 4q^n$. The endomorphism rings $\text{End}(E_i)$ are orders in the imaginary quadratic field $\mathbb{Q}(\sqrt{\Delta})$. The maximal order of $\mathbb{Q}(\sqrt{\Delta})$ we shall denote by $O$, and its class number by $h_\Delta$. We have $h_\Delta < \sqrt{\Delta} |\ln |\Delta|}$ (see [4] Ex. 5.27). Since the Frobenius lies in $\text{End}(E_i)$ we have $\mathbb{Z}[\Sigma] \subseteq \text{End}(E_i) \subseteq O$.

The algorithm for finding an isogeny $\phi : E_1 \rightarrow E_2$ consists of a number of stages.

**Stage 0:** Reduce to finding an isogeny between two curves whose endomorphism ring is the maximal order.

**Stage 1:** Use a random walk to determine an ideal of $O$ corresponding to an isogeny between the elliptic curves.

**Stage 2:** Smooth the ideal (using ideas from index calculus algorithms for ideal class groups in quadratic fields).
Stage 3: Extract an isogeny corresponding to the smooth ideal output by the previous stage.

In the next subsections we outline the various stages. We note that the main operations in Stages 1 and 2 can be parallelised.

In the course of our algorithm we will need to pass from isogenies to ideals and vice-versa. We shall now explain how to perform this subtask. The ideas in this section are based on subprocedures of the Schoof-Elkies-Atkin (SEA) algorithm. For an overview of this we refer to Chapter VII of [3].

Let \( l \) be a prime. An \( l \)-isogeny between two elliptic curves \( E_1 \) and \( E_2 \) with endomorphism ring \( \mathcal{O} \) corresponds to an \( \mathcal{O} \)-ideal \( l \) of norm \( l \). We shall concentrate on the more complicated case where \( l \) splits in \( \mathcal{O} \), leaving the ramified case to the reader.

Let \( j \) denote the \( j \)-invariant of an elliptic curve \( E \) over \( K \) such that \( \text{End}(E) \cong \mathcal{O} \). Let \( l \) denote a prime which splits in \( \mathcal{O} \) (the maximal order). The characteristic polynomial of Frobenius factorises as

\[
X^2 - tX + q^n \equiv (X - \mu)(X - \lambda) \pmod{l},
\]

where \( \mu, \lambda \in K \). By Dedekind’s Theorem the prime \( l \) splits in \( \mathcal{O} \) into the product of the ideals

\[
l_1 = (l, \Sigma - \mu), l_2 = (l, \Sigma - \lambda).
\]

In addition, the modular polynomial \( \Phi_l(j, X) \) has two roots in \( K \). These roots correspond to two \( j \)-invariants \( j_1 \) and \( j_2 \), and these are the \( j \)-invariants of the elliptic curves \( E_1 \) and \( E_2 \) that are \( l \)-isogenous to \( E \).

We wish to determine the correct association between \( \{j_1, j_2\} \) and \( \{l_1, l_2\} \). To do this we use techniques from the Elkies variant of Schoof’s algorithm. Fix a \( j \)-invariant, say \( j_1 \), and determine the subgroup \( C_1 \) of \( E[l] \) which lies in the kernel of the isogeny from \( E \) to \( E_1 \). We then determine whether \( \mu \) or \( \lambda \) is an eigenvalue for this isogeny by checking whether

\[
\Sigma(P) = [\mu]P \text{ or } [\lambda]P \text{ for } P \in C_1.
\]

If \( \mu \) is an eigenvalue then \( j_1 \) corresponds to \( l_1 \) and \( j_2 \) corresponds to \( l_2 \), otherwise the correspondence is the opposite.

Using the above techniques one can also solve the following inverse problem. Given \( j \) and a prime ideal \( l_1 \), determine the \( j \)-invariant of the isogenous curve corresponding to the isogeny determined by \( l_1 \).

In either direction the method requires operations on polynomials of degree \( O(l) \). Hence, the total complexity will be \( O((\log q^n)l^2) \) field operations, since the main bottleneck is computing \( x^q \) modulo the a polynomial in \( x \) of degree \((l - 1)/2\).

Stage 0:

Using Kohel’s algorithm [12] we find, for each \( i \), a chain of isogenies from \( E_i \) to an elliptic curve \( E'_i \) whose endomorphism ring is the maximal order \( \mathcal{O} \).
This is the part of the procedure which gives us the worst case running time. Let $c$ be the largest integer such that $c^2|\Delta$ and $\Delta/c^2 \equiv 0, 1 \pmod 4$. If $c$ contains a large prime factor then this stage will not be efficient. This will lead to a large worst case complexity for our algorithm. However, on average $c$ turns out to be both small and smooth, and so this stage is particularly simple. In fact if $c = 1$ (i.e., the order $\mathbb{Z}[\Sigma]$ is the maximal order) then Stage 0 can be eliminated completely.

By abuse of notation for the rest of the description we shall set $E_i = E'_i$ and $j_i = j(E_i)$.

**Stage 1:**

We define a random walk on the $j$-invariants of elliptic curves. More specifically, we will consider pairs of the form $(j, a)$, where $j$ is the $j$-invariant of some elliptic curve and $a$ is an element of the ideal class group of $O$. The random walk only depends on the value of $j$.

The steps of the random walk will be $l$-isogenies for primes $l$ in a set $\mathcal{F}$ of small primes. The set $\mathcal{F}$ must satisfy two important properties. First, the primes $l$ corresponding to the primes $l \in \mathcal{F}$ should generate the ideal class group of $O$ (otherwise it may not be possible to get a collision). Second, there should be enough primes in $\mathcal{F}$ that the walk “looks random”. The set $\mathcal{F}$ is chosen as the set of primes which split in $O$ (some ramified primes can also be used) which are less than some bound $L$. In theory we should take $L = 6(\log \Delta)^2$. In practice, the set $\mathcal{F}$ can be taken to be rather small; it is usually enough that $\mathcal{F}$ contain about 16 distinct split primes.

We require a function $f : K \to \mathcal{F} \times \{0, 1\}$ which should be deterministic but have a distribution close to uniform. The function $f$ will be used to define the random walk. We usually construct this function using bits in the representation of the element of $K$.

Recall we have two $j$-invariants $j_1$ and $j_2$ of two isogenous elliptic curves and we wish to determine the isogeny between them, using as small amount of memory as possible. For this we use the ideas of Pollard.

We define a step of our random walk given a $j$-invariant $j_k^{(i)}$ as follows: First compute $(l, b) = f(j_k^{(i)})$. Then factor $\Phi_l(j_k^{(i)}, X)$ to obtain one or two new $j$-invariants. Using the bit $b$ select one of the $j$-invariants in a deterministic manner and call it $j_k^{(i+1)}$. Use the technique from earlier to determine the prime ideal $l$ corresponding to the isogeny from $j_k^{(i)}$ to $j_k^{(i+1)}$. Finally, update the original pair $(j_k^{(i)}, a_k^{(i)})$ to $(j_k^{(i+1)}, a_k^{(i+1)})$ where

$$a_k^{(i+1)} = \text{Reduce} \left( a_k^{(i)} \cdot l \right).$$

A simplified presentation of the algorithm is as follows. We take a random walk of $T = O(\sqrt{h \Delta}) = O(q^{n/4})$ steps, starting with the initial value $(j_1^{(0)} = j_1, a_1^{(0)} = (1))$. Only the final position $(j_1^{(T)}, a_1^{(T)})$ is stored. Then start a second
random walk from the initial value \((j_2^{(0)} = j_2, a_2^{(0)} = (1))\). Eventually, after an expected \(T\) steps, we will find a value of \(S\) such that

\[
j_1^{(T)} = j_2^{(S)}.\]

If such a collision is not found then the initial \(j\)-invariants may be ‘randomised’, by taking known isogenies and computing the corresponding \(j\)-invariants.

In practice one uses a set of distinguished \(j\)-invariants and has many processors running in parallel (starting on differently randomised \(j\)-invariants).

Once a collision is found we know that the isogeny from \(j_1\) to \(j_2\) is represented by the ideal

\[
a = a_1^{(T)}/a_2^{(S)}.\]

It is possible to construct a chain of isogenies from \(E_1\) to \(E_2\) by following the paths in the random walk, but this is much longer than necessary. Instead, as we will show in the discussion of Stage 2, one can obtain an isogeny which can be easily represented in a short and compact format.

To analyse the complexity of Stage 1 we notice that since the random walk is on a set of size \(h\Delta\) then we expect a collision to occur after \(\sqrt{\pi h\Delta}/2\) steps, by the birthday paradox. In the unlikely event that a collision does not occur after this many steps, we start again with related initial \(j\)-invariants, or repeat the process using a different function \(f\). Since each step of the walk requires at most \(O((\log q^n)L^2)\) field operations we obtain a final complexity for Stage 1 of

\[
O((\log q^n)L^2\sqrt{h\Delta}) = O\left((\log q^n)^6q^{n/4}\right) = O(q^{n/4+\epsilon}).
\]

Stage 2: Now we have two \(j\)-invariants \(j_1\) and \(j_2\) and an ideal \(a\) representing an isogeny between \(j_1\) and \(j_2\). We can assume that \(a\) is a reduced ideal. In this stage we will replace \(a\) by a smooth ideal. Of course, the ideal \(a\) was originally constructed as a smooth product of ideals, but this representation has enormous (exponential) length. Hence we desire a representation which is more suitable for computation. This is accomplished using techniques from index calculus algorithms for imaginary quadratic fields.

We choose a factor base \(F'\) as a set of prime ideals of \(O\) which are split or ramified in \(O\) and of size less than some bound \(L'\), which should be chosen to optimise the performance (which depends on smoothness probabilities).

We repeatedly compute the following reduced (this can be distributed) ideal

\[
b = \text{Reduce}\left(a \prod_{l_i \in F'} l_i^{a_i}\right),
\]

where the integers \(a_i\) are chosen randomly, until the ideal \(b\) factorises over the factor base \(F'\) as

\[
b = \prod_{l_i \in F'} l_i^{b_i}.
\]
We then have
\[ a \equiv \prod_{i \in F'} t_i^{b_i - a_i}. \]  
(1)

The size of the \(b_i\)'s are bounded since the ideal \(b\) is reduced. We choose \(L'\) (see below) so that we heuristically expect to require at most \(q^{n/4}\) choices of the \(a_i\) before we obtain a value of \(b\) which is sufficiently smooth. Hence, if we assume \(|a_i| \leq t\) then we will require
\[ t^\#F' \geq q^{n/4}. \]

In other words the value of \(t\) can be taken to be of polynomial size in \(n \log(q)\). Hence, we require polynomial storage to hold the isogeny as a smooth ideal.

To estimate the running time we need to examine the probability of obtaining a smooth number. We are essentially testing whether an integer of size \(\sqrt{\Delta}\), i.e. the norm of a reduced ideal, factors over a factor base of integers less than \(L'\). There is an optimal choice for \(L'\), but to obtain our result it is enough to take \(L' = (\log(q^n))^2\). Standard estimates give an asymptotic smoothness probability of approximately \(u^{-u}\) where \(u = \log(\Delta)/\log(L)\). In our case the probability is
\[ u^{-u} \approx q^{n(-1+c/(\log \log q))/4} \]
for some constant \(c\). Therefore the complexity of Stage 2 is \(q^{n/4+\epsilon}\).

For real life applications (since we need to use the modular polynomials of degree less than \(L'\)) we actually select \(L' = 1000\). The probability is of finding a factorisation of this form is \(\Psi(x, 1000)/x\) where \(\Psi(N, b)\) is the number of \(b\)-smooth integers less than \(N\).

For completeness we give the following table on approximate values of \(\Psi(x, 1000)\) for values of \(x\) of interest in our situation. These values have been computed by Dan Bernstein [2].

<table>
<thead>
<tr>
<th>(x = q^{n/2})</th>
<th>(\log_2 \Psi(x, 1000))</th>
<th>(\log_2(\Psi(x, 1000)/x))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(2^{50})</td>
<td>39</td>
<td>-11</td>
</tr>
<tr>
<td>(2^{60})</td>
<td>45</td>
<td>-15</td>
</tr>
<tr>
<td>(2^{70})</td>
<td>51</td>
<td>-19</td>
</tr>
<tr>
<td>(2^{80})</td>
<td>56</td>
<td>-24</td>
</tr>
<tr>
<td>(2^{90})</td>
<td>61</td>
<td>-29</td>
</tr>
<tr>
<td>(2^{100})</td>
<td>66</td>
<td>-34</td>
</tr>
<tr>
<td>(2^{110})</td>
<td>71</td>
<td>-39</td>
</tr>
<tr>
<td>(2^{120})</td>
<td>75</td>
<td>-45</td>
</tr>
</tbody>
</table>

For the typical case, we must factor an integer of size \(2^{80}\) over a factor base of primes less than 1000. From the table we find the probability of success is \(2^{-24}\), which gives a total complexity less than \(q^{n/4} = 2^{160/4} = 2^{40}\). Similarly,
from the table we see that for all values of \( n \) in the range \( 100 \leq n \leq 240 \), **Stage 2** of our algorithm will run in time \( O(q^{n/4+\epsilon}) \).

**Stage 3:**

Finally we can write down the isogeny between \( E_1 \) and \( E_2 \). This is done by taking each prime ideal in equation (1) and applying the method previously given to determine the associated \( j \)-invariant. We comment that negative powers of a prime \( l \) correspond to positive powers of the complex conjugate ideal \( \bar{l} \). The actual isogeny is determined by Vélu’s formulae [19].

Chaining these isogenies together we obtain the desired map from \( E_1 \) to \( E_2 \). In practice we do not actually write down the isogeny but simply evaluate the isogeny on the points of interest.

The ideal \( b \) in **Stage 2** will have norm at most \( O(\sqrt{\Delta}) \). The smooth representation of the ideal equivalent to \( a \) will have at most \( O(\log \Delta) \) not necessarily distinct factors in it, each factor corresponding to an isogeny of degree at most \( L \). Hence, the mapping of points from \( E_1 \) to \( E_2 \), given the smooth representation of the ideal equivalent to \( a \), can be performed in time polynomial in \( \log q^n \).

4 Finding Vulnerable Curves

Theorem 2 shows that there is a set of possible values for \( b \) such that the elliptic curves \( Y^2 + XY = X^3 + b \) and \( Y^2 + XY = X^3 + X^2 + b \) have a specific small value for \( m \). For our application it is necessary to be able to generate at least one representative for each isogeny class of elliptic curves with this small \( m \). In this section we discuss methods to achieve this.

Note that another approach would be to list all members of the given isogeny class, but this almost always requires more than \( O(q^{n/2}) \) operations.

By Theorem 2 the set of possible values \( b \) is equal to the union of the sets

\[
B_i = \{ b \in \mathbb{F}_{q^n} : (\sigma - 1)f_i(\sigma)b = 0 \}.
\]

for \( 1 \leq i \leq s \).

An element \( b \) lies in two of these sets if there are indices \( i \) and \( j \) such that \( (\sigma - 1)f_i(\sigma)b = (\sigma - 1)f_j(\sigma)b = 0 \). Since \( \gcd(f_i(x), f_j(x)) = 1 \) it follows that \( (\sigma - 1)b = 0 \). Therefore \( B_i \cap B_j = \mathbb{F}_q \) for all \( i \neq j \).

Each of these sets will be handled in turn, so from now on we fix an index \( i \) and define \( f(x) = (x - 1)f_i(x) \) and \( B = \{ b \in \mathbb{F}_{q^n} : f(\sigma)b = 0 \} \).

Let \( \alpha \) be a normal basis generator for \( K = \mathbb{F}_{2^m} \) over \( \mathbb{F}_2 \). In other words \( \{\alpha, \alpha^2, \ldots, \alpha^{2^{m-1}}\} \) is a vector space basis for \( K \) over \( \mathbb{F}_2 \). It is a fundamental fact that such an element \( \alpha \) exists and that \( K = \{ g(\pi)\alpha : g(x) \in \mathbb{F}_2[x] \} = \{ g(\sigma)\alpha : g(x) \in \mathbb{F}_q[x] \} \).

The following result is an easy exercise.

**Lemma 1.** Let the notation be as above. Write \( h(x) = (x^n - 1)/f(x) \) and define \( \alpha' = h(\sigma)\alpha \). Then

\[
B = \{ g(\sigma)\alpha' : g(x) \in \mathbb{F}_q[x] \}.
\]
Indeed, in the above it is enough to let the $g(x)$ run over a set of representatives for the quotient ring $\mathbb{F}_q[x]/(f(x))$ (i.e., over all elements of $\mathbb{F}_q[x]$ of degree less than $\deg(f(x))$).

Lemma 1 gives an efficient algorithm to compute representatives for each set $B$ which has running time $O(\#B)$. Clearly $\#B = q^{\deg(f(x))}$.

By taking the union of these sets we obtain all the values for $b$ which we require. In the notation of Theorem 2 we have $s$ values for $i$ and $\deg(f_i(x)) = t$, therefore $\#B_i = q^{t+1}$ for each index $i$ and, since the intersection of any two $B_i$ has size $q$ it follows that $\#(\bigcup_i B_i) = qs(q^t - 1) + q$ as claimed in Theorem 2.

In the appendix we describe a more efficient search strategy to find whether there are any isogenous curves with a small value of $m$. The refined method is designed to give at least one representative for each isogeny class. The full list of candidates has size $sq^{t+1}/(nr)$ and the complexity of generating this list is $O(sq^{t+1}/(nr))$ operations in $K$.

5 Implications

We stress that for curves over large prime fields the techniques of Weil restriction do not apply, and for curves over fields of the form $\mathbb{F}_{2^p}$, where $p$ is prime, Menezes and Qu [15] showed that for curves of cryptographic interest the GHS attack does not apply. Hence, for the rest of this section we will concentrate on the case where $K = \mathbb{F}_{q^n}$ where $q = 2^r$ is a non-trivial power of two and $n$ is a prime such that $5 \leq n < 43$.

Theorem 2 states that an upper bound on the number of isomorphism classes with the smallest non-trivial value of $m$ is given roughly by $2sq^{t+1}$. Hence the probability that a random curve is vulnerable to the GHS attack is roughly $sq^{t+1}/nr$.

We now consider the number of isogeny classes which contain a curve with the smallest non-trivial value of $m$. The total number of isogeny classes of curves is around $2q^{n/2}$, due to the Hasse-Weil bounds and the fact that we are in characteristic two. We make the heuristic assumption that the elliptic curves with small $m$ distribute over the isogeny classes similar to arbitrary elliptic curves. Note that the 2-power Frobenius preserves the value of $m$. We make the heuristic assumption that this is the only isogeny with this property. Hence, the number of non-isomorphic curves with the smallest non-trivial value of $m$ (up to 2-power Frobenius action) is

$$\frac{2sq^{t+1}}{nr}.$$ 

Thus we deduce that the probability that a random elliptic curve over $K$ lies in an isogeny class which contains a curve with the smallest non-trivial value of $m$ is approximated by $p = \min(1, p)$ where

$$p = \frac{sq^{t+1-n/2}}{nr}.$$
We now consider some special cases of small prime $n$. Recall that $st = n - 1$. For the cases with $s = 1$ the GHS attack does not reduce the problem to one which is significantly easier. Our extension is not interesting in that case.

When $s = 2$ we obtain an interesting case. The original GHS method applies to a random curve with probability about $2/q^{(n-1)/2}$ in this case. The extended approach should apply with probability about $2q^{1/2}/(nr)$ which is larger than one when $n$ is fixed and $q \to \infty$. In other words, we should eventually be able to consider all curves using the new method.

However, our method is not feasible in this case since the (reduced) set $B$ of Theorem 2 and the end of section 4 has size $2q^{(n+1)/2}/(nr)$ and so the cost of finding all the curves with small $m$ is greater than the Pollard methods for solving the original ECDLP.

The only prime value of $n$ with $s \geq 3$ in the range $5 \leq n < 43$ is $n = 31$ where $s = 6$ and $t = 5$. This is particularly interesting given that the field $\mathbb{F}_{2^{155}}$ is used for an elliptic curve group in the IPSEC set of protocols for key agreement. See [1] for a description of the curve used and [18] for a previous analysis of this curve using the GHS attack with $n = 5$.

When $n = 31$ the proportion of all curves which succumb to the basic GHS attack is approximately $6q^{-25}$. For the extended attack, assuming the values of $m$ are distributed evenly over the isogeny classes, the proportion of all vulnerable curves is approximately $6q^{-9.5}/31r$.

The complexity of the extended method is as follows. Given an elliptic curve $E$ with $N$ points we search all the curves which have small $m$ (using the method of the Appendix) until we find one with $N$ points (this is checked by exponentiating a random point). This search takes less than $6q^6/(31r)$ steps. If such a curve is found then construct an isogeny using Section 3 in $O(q^{7.75+\epsilon})$ operations in most cases. For $r = 5$ we obtain a total of about $O(2^{39})$ operations. Jacobson, Menezes and Stein [11] stated that solving the discrete logarithm problem on the hyperelliptic curve is feasible for curves of cryptographic interest when $m = t + 1 = 6$ and $r = 5$. The total complexity is expected to be dominated by $O(2^{39})$, which is quite feasible.

For the IPSEC curve over $\mathbb{F}_{2^{155}}$ this means there is roughly a $2^{-52}$ chance that the curve can be attacked using the extended GHS attack, as opposed to $2^{-122}$ for the standard GHS attack. Using the methods in Section 4 we searched all isogeny classes to see if there was a curve with $m = 6$ which was isogenous to the IPSEC curve. This search took 31 days on a 500 Mhz Pentium III using the Magma package. Not surprisingly we did not find an isogenous curve and so we can conclude that the IPSEC curve is not susceptible to the extended GHS attack. This shows that further research into Weil descent is required before it can be shown that all elliptic curves over composite extension fields are weak.

We comment that for most small primes $n \geq 43$ with $s \geq 3$ the value of $t$ is so large that the GHS method is not effective, except for the well-known case of $n = 127$ which has $t = 7$ (the next smallest values are $n = 73$ with $t = 9$ and
Extending the GHS Weil Descent Attack

If we consider elliptic curves over $\mathbb{F}_{q^{127}}$ then the extended GHS method applies with probability roughly $18q^{-55.5}/(127r)$ compared with probability $18q^{-119}$ for the usual GHS attack.

We briefly mention one possible extension of the ideas of this paper. Given an ECDLP in $E(\mathbb{F}_{q^n})$ one could enlarge the field to $\mathbb{F}_{q^{nl}}$ for a small value of $l$. One could then perform the GHS attack with respect to the extension $\mathbb{F}_{q^{nl}}/\mathbb{F}_q$ and the number of curves with small $m$ might be increased. The drawback of this approach is that the final discrete logarithm problem which must be solved has grown in size. We expect that this approach would not be useful in practice.

Finally we comment on the possibility of using Weil descent and isogenies to construct a trapdoor for the ECDLP. Suppose $E/\mathbb{F}_q$ is vulnerable to the GHS attack and suppose one has an isogeny $\phi : E' \to E$ such that $E'$ is not vulnerable to the GHS attack. Then one could publish $E'$ and yet solve the ECDLP using the trapdoor $\phi$.

The methods of this paper allow an attacker to find $\phi$ whenever the (reduced) set $B$ of Theorem 2 is small enough. Since $B$ has size $sq^t+1/(nr)$ it follows that $t$ should be large for the trapdoor discrete logarithm scheme. On the other hand, to solve the DLP using the GHS attack it is necessary that $t$ be small.

The most suitable case seems to be $n = 7$. The set $B$ has size $O(q^4)$ while the GHS attack reduces to a DLP on a genus 8 curve (and Gaudry’s algorithm requires $O(q^{2+\epsilon})$ operations). However, these parameters do not appear to result in a truly practical system.
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elliptic curves have the form $g$. In this case the polynomials $c$ elements would be better to find a set $F$ terms of $\pi$. Recall that the goal is to produce a representative of each isogeny class of elliptic curves with small values for $m$. Appendix: A More Refined Search Strategy

Recall that the goal is to produce a representative of each isogeny class of elliptic curves with small values for $m$. Since $r$ and $n$ are odd we may assume that all elliptic curves have the form $E : y^2 + xy = x^3 + ax^2 + b$ with $a \in \{0, 1\}$. If $E$ is an elliptic curve which has a small value for $m$ then $E^\pi : y^2 + xy = x^3 + ax^2 + \pi(b)$ is an isogenous elliptic curve. Since $f(\sigma)b = \pi f(\sigma)b = 0$ it follows that $E^\pi$ necessarily has the same small value for $m$. Rather than listing all $b \in B$ it would be better to find a set $B' \subset B$ such that $B = \{\pi j(b) : b \in B', 1 \leq j \leq rn\}$. From Lemma we have $B = \{g(\sigma)\alpha' : g(x) \in F_q[x]\}$. We want to work in terms of $\pi$ rather than $\sigma = \pi^r$. An analogous argument to that used to prove Lemma gives

$$B = \{g(\pi)\alpha' : g(x) \in F_2[x]\}.$$  (3)

In this case the polynomials $g(x) \in F_2[x]$ may be taken to have degree less than $\deg(f(x^r))$. Given any two elements $b_j = g_j(\pi)\alpha'$ for $j \in \{1, 2\}$ and any two elements $c_j \in F_2$ we clearly have $c_1b_1 + c_2b_2 = (c_1g_1 + c_2g_2)(\pi)\alpha' \in B$. It is easy to show that $B$ is a module over $F_2[\pi]$ and that the following result holds.

**Lemma 2.** Let notation be as above. There is an isomorphism of rings from $F_2[\pi]$ to $F_2[x]$ and there is a corresponding isomorphism of modules from the $F_2[\pi]$-module $B$ to the $F_2[x]$-module $F_2[x]/(f(x^r))$. An isomorphism is given by $g(\pi)\alpha' \mapsto g(x)$.

Consider the factorisation $f(x^r) = \prod_{j=1}^l f_j(x)$ into irreducibles. The polynomials $f_j(x)$ are all distinct since $x^{rn} - 1$ has no repeated roots (when $r$ and $n$ are
both odd then \( \gcd(x^{rn} - 1, rn x^{rn-1}) = 1 \). The Chinese remainder theorem for polynomials implies that we have the following isomorphism of \( \mathbb{F}_2[x] \)-modules

\[
\mathbb{F}_2[x]/(f(x)) \cong \bigoplus_{j=1}^l \mathbb{F}_2[x]/(f_j(x)).
\]

The terms on the right hand side are finite fields \( K_j = \mathbb{F}_2[x]/(f_j(x)) \).

Combining Lemma 2 and equation (4) we see that the \( \mathbb{F}_2[\pi] \)-module \( B \) is isomorphic to the \( \mathbb{F}_2[x] \)-module \( \bigoplus_j K_j \). We need to understand the action of \( \pi \) on elements of \( B \), and this corresponds to multiplication of elements of \( \bigoplus_j K_j \) by \( x \).

Hence, write \( N_j \) for the normal subgroup of \( K_j^* \) generated by \( x \), so that \( x(gN_j) = gN_j \) for any \( g \in K_j^* \). It follows that the cosets of \( K_j^*/N_j \) give representatives for the \( x \)-orbits of elements of \( K_j^* \) (the zero element of \( K_j \) must be handled separately). We write \( c_j = [K_j^*:N_j] \) for the index (i.e., the number of distinct cosets). Let \( \zeta_j \) be a generator for the cyclic group \( K_j^* \), then \( N_j = \langle \zeta_j^{c_j} \rangle \) (i.e., \( x = \zeta_j^{dc_j} \) for some \( d \) which depends on \( \zeta_j \)).

However, it is not possible to study the fields \( K_j \) individually. Instead, we have to consider the product \( \bigoplus_j K_j \) and have to consider that the action of \( x \) on this product is multiplication by \( x \) on every coordinate.

The following result gives an explicit set of representatives for \( \bigoplus_j K_j \langle x \rangle \). This is essentially achieved by forming a diagonalisation (under the action of \( x \)) of the set \( \bigoplus_j K_j \).

**Lemma 3.** The set

\[
\{g_1 \oplus \cdots \oplus g_{a-1} \oplus \zeta_a^b : 1 \leq a \leq l, 0 \leq b < c_a, g_j \in K_j \} \cup \{0\}
\]

is a set of representatives for \( \bigoplus_j K_j \langle x \rangle \).

**Proof.** The result follows from two facts. First, every element of \( \bigoplus_j K_j \) is of the given form if we disregard the condition \( 0 \leq b < c_a \). Second, \( x \) acts as

\[
x^i(g_1 \oplus \cdots \oplus g_{a-1} \oplus \zeta_a^b) = x^i(g_1) \oplus \cdots \oplus x^i(g_{a-1}) \oplus x^i(\zeta_a^b),
\]

and \( x^i(\zeta_a^b) = \zeta_a^{b+idc_a} \). \( \square \)

This set of representatives can be easily mapped to \( B \) as follows. For any \( g_1 \oplus \cdots \oplus g_l \) we can represent each \( g_j \in K_j = \mathbb{F}_2[x]/(f_j(x)) \) as a polynomial \( g_j(x) \in \mathbb{F}_2[x] \). The Chinese remainder algorithm gives \( g(x) \in \mathbb{F}_2[x]/(f(x)) \) which reduces to each \( g_j(x) \) modulo \( (f_j(x)) \). We then obtain the corresponding value \( b = g(\pi) \alpha' \in B \).

Thus we obtain an algorithm to compute a set \( B' \) of elements whose \( \pi \)-orbits generate \( B \).
Example

We give an example of the refined approach in a simplified way. Let us consider \( K = \mathbb{F}_{2^{155}} \), \( n = 31 \), \( r = 5 \), \( q = 2^5 \) and \( m = 6 \). The factorisation of \( x^{31} - 1 \) over \( \mathbb{F}_2 \) is

\[
(x - 1) \prod_{i=1}^{6} f_i(x)
\]

with \( f_i(x) \) of degree 5. For brevity we skip the actual values of the \( f_i(x) \) and subsequent polynomials. We obtain \( s = 6 \), \( t = 5 \) and \( B_i \cap B_j = \mathbb{F}_q \) for \( i \neq j \).

We now write \( f(x) \) and \( B \) instead of \( f_i(x) \) and \( B_i \) for all \( i \) in turn (note the difference in defining \( f(x) \) compared to before). Over \( \mathbb{F}_2 \) we have the factorisation

\[
f(x^r) = g_1(x)g_2(x)
\]

with \( \deg(g_1(x)) = 5 \) and \( \deg(g_2(x)) = 20 \). Using the Chinese remainder theorem again yields

\[
B \cong \mathbb{F}_2[x]/((x^r - 1)f(x^r)) \\
\cong \mathbb{F}_2[x]/((x^r - 1)g_1(x)) \oplus \mathbb{F}_2[x]/(g_2(x)).
\]

The first quotient ring above contains \( 2^\deg((x^r - 1)g_1(x)) = 1024 \) elements. The second quotient ring \( \mathbb{F}_2[x]/(g_2(x)) \) is isomorphic to \( \mathbb{F}_{2^{20}} \) and the index of the group generated by the element \( x + (g_2(x)) \) in the full multiplicative group equals \( (2^{20} - 1)/nr = 6765 \). Let \( \zeta \in \mathbb{F}_2[x]/(g_2(x)) \) be a generator of the full multiplicative group. Mapping all elements of \( \mathbb{F}_2[x]/((x^r - 1)g_1(x)) \) and the elements \( \{ \zeta^j | 0 \leq j < 6765 \} \cup \{0\} \) under the above isomorphisms to \( K \) gives sets of elements \( B_1, B_2 \subseteq K \) such that

\[
B = \bigcup_{j=0}^{r^{n-1}} \pi^j(B_1 + B_2).
\]

In \( B_1 + B_2 \) clearly only the 1024 elements of \( B_1 \) can possibly be conjugated under \( \pi \) which makes up only a very small fraction of all the \( 1024 \cdot 6676 \) elements of \( B_1 + B_2 \).

We conclude that altogether for \( 1 \leq i \leq 6 \) we obtain a set of \( 6 \cdot 1024 \cdot 6766 \) representatives of classes under the action of powers of \( \pi \) in \( \cup_i B_i \) with only small redundancy due to double occurrences or the action of powers of \( \pi \).
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Abstract. We present several new and fairly practical public-key encryption schemes and prove them secure against adaptive chosen ciphertext attack. One scheme is based on Paillier’s Decision Composite Residuosity assumption, while another is based in the classical Quadratic Residuosity assumption. The analysis is in the standard cryptographic model, i.e., the security of our schemes does not rely on the Random Oracle model. Moreover, we introduce a general framework that allows one to construct secure encryption schemes in a generic fashion from language membership problems that satisfy certain technical requirements. Our new schemes fit into this framework, as does the Cramer-Shoup scheme based on the Decision Diffie-Hellman assumption.

1 Introduction

It is generally considered that the “right” notion of security for security for a general-purpose public-key encryption scheme is that of security against adaptive chosen ciphertext attack, as defined by Rackoff and Simon [RS].

Rackoff and Simon present a scheme that can be proven secure against adaptive chosen ciphertext attack under a reasonable intractability assumption; however, their scheme requires the involvement of a trusted third party that plays a special role in registering users (both senders and receivers). Dolev, Dwork, and Naor [DDN] present a scheme that can be proven secure against adaptive chosen ciphertext attack under a reasonable intractability assumption, and which does not require a trusted third party.

Although these schemes run in polynomial time, they are horrendously impractical. Up until now, the only practical scheme that has been proposed that can be proven secure against adaptive chosen ciphertext attack under a reasonable intractability assumption is that of Cramer and Shoup [CSI CS3]. This scheme is based on the Decision Diffie-Hellman (DDH) assumption, and is not much less efficient than traditional ElGamal encryption.

Other practical schemes have been proposed and heuristically proved secure against adaptive chosen ciphertext. More precisely, these schemes are proven secure under reasonable intractability assumptions in the Random Oracle model.
While the Random Oracle model is a useful heuristic, a proof in the Random Oracle model does not rule out all possible attacks (see [CGH]).

1.1 Our Contributions

We present several new and fairly practical public-key encryption schemes and prove them secure against adaptive chosen ciphertext attack. One scheme is based on Paillier’s Decision Composite Residuosity (DCR) assumption [P], while another is based in the classical Quadratic Residuosity (QR) assumption. The analysis is in the standard cryptographic model, i.e., the security of our schemes does not rely on the Random Oracle model. Also, our schemes do not rely on the involvement of a trusted third party.

We also introduce the notion of a universal hash proof system. Essentially, this is a special kind of non-interactive zero-knowledge proof system for a language. We do not show that universal hash proof systems exist for all NP languages, but we do show how to construct very efficient universal hash proof systems for a general class of group-theoretic language membership problems.

Given an efficient universal hash proof system for a language with certain natural cryptographic indistinguishability properties, we show how to construct an efficient public-key encryption scheme secure against adaptive chosen ciphertext attack in the standard model. Our construction only uses the universal hash proof system as a primitive: no other primitives are required, although even more efficient encryption schemes can be obtained by using hash functions with appropriate collision-resistance properties.

We show how to construct efficient universal hash proof systems for languages related to the DCR and QR assumptions. From these we get corresponding public-key encryption schemes that are secure under these assumptions.

The DCR-based scheme is very practical. It uses an $n$-bit RSA modulus $N$ (with, say, $n = 1024$). The public and private keys, as well as the ciphertexts, require storage for $O(n)$ bits. Encryption and decryption require $O(n)$ multiplications modulo $N^2$.

The QR-based scheme is somewhat less practical. It uses an $n$-bit RSA modulus $N$ as above, as well as an auxiliary parameter $t$ (with, say, $t = 128$). The public and private keys require $O(nt)$ bits of storage, although ciphertexts require just $O(n + t)$ bits of storage. Encryption and decryption require $O(nt)$ multiplications modulo $N$.

We also show that the original Cramer-Shoup scheme follows from of our general construction, when applied to a universal hash proof system related to the DDH assumption.

For lack of space, some details have been omitted from this extended abstract. We refer the reader to the full length version of this paper [CS2] for these details.

2 Universal Projective Hashing

Let $X$ and $\Pi$ be finite, non-empty sets. Let $H = (H_k)_{k \in K}$ be a collection of functions indexed by $K$, so that for every $k \in K$, $H_k$ is a function from $X$ into
\(\Pi\). Note that we may have \(H_k = H_{k'}\) for \(k \neq k'\). We call \(F = (H, K, X, \Pi)\) a hash family, and each \(H_k\) a hash function.

We now introduce the concept of universal projective hashing. Let \(F = (H, K, X, \Pi)\) be a hash family. Let \(L\) be a non-empty, proper subset of \(X\). Let \(S\) be a finite, non-empty set, and let \(\alpha : K \to S\) be a function. Set \(H = (H, K, X, L, \Pi, S, \alpha)\).

**Definition 1.** \(H = (H, K, X, L, \Pi, S, \alpha)\), as above, is called a projective hash family (for \((X, L)\)) if for all \(k \in K\), the action of \(H_k\) on \(L\) is determined by \(\alpha(k)\).

**Definition 2.** Let \(H = (H, K, X, L, \Pi, S, \alpha)\) be a projective hash family, and let \(\epsilon \geq 0\) be a real number. Consider the probability space defined by choosing \(k \in K\) at random.

We say that \(H\) is \(\epsilon\)-universal if for all \(s \in S\), \(x \in X \setminus L\), and \(\pi \in \Pi\), it holds that
\[
\Pr[H_k(x) = \pi \land \alpha(k) = s] \leq \epsilon \Pr[\alpha(k) = s].
\]

We say that \(H\) is \(\epsilon\)-universal\(_2\) if for all \(s \in S\), \(x, x^* \in X\), and \(\pi, \pi^* \in \Pi\) with \(x \not\in L \cup \{x^*\}\), it holds that
\[
\Pr[H_k(x) = \pi \land H_k(x^*) = \pi^* \land \alpha(k) = s] \leq \epsilon \Pr[H_k(x^*) = \pi^* \land \alpha(k) = s].
\]

We will sometimes refer to the value of \(\epsilon\) in the above definition as the error rate of \(H\).

Note that if \(H\) is \(\epsilon\)-universal\(_2\), then it is also \(\epsilon\)-universal (note that \(|X| \geq 2\)).

We can reformulate the above definition as follows. Let \(H = (H, K, X, L, \Pi, S, \alpha)\) be a projective hash family, and consider the probability space defined by choosing \(k \in K\) at random. \(H\) is \(\epsilon\)-universal means that conditioned on a fixed value of \(\alpha(k)\), even though the value of \(H_k\) is completely determined on \(L\), for any \(x \in X \setminus L\), the value of \(H_k(x)\) can be guessed with probability at most \(\epsilon\). \(H\) is \(\epsilon\)-universal\(_2\) means that in addition, for any \(x^* \in X \setminus L\), conditioned on fixed values of \(\alpha(k)\) and \(H_k(x^*)\), for any \(x \in X \setminus L\) with \(x \neq x^*\), the value of \(H_k(x)\) can be guessed with probability at most \(\epsilon\).

We will need a variation of universal projective hashing, which we call smooth projective hashing.

Let \(H = (H, K, X, L, \Pi, S, \alpha)\) be a projective hash family. We define two random variables, \(U(H)\) and \(V(H)\), as follows. Consider the probability space defined by choosing \(k \in K\) at random, \(x \in X \setminus L\) at random, and \(\pi' \in \Pi\) at random. We set \(U(H) = (x, s, \pi')\) and \(V(H) = (x, s, \pi)\), where \(s = \alpha(k)\) and \(\pi = H_k(x)\).

**Definition 3.** Let \(\epsilon \geq 0\) be a real number. A projective hash family \(H\) is \(\epsilon\)-smooth if \(U(H)\) and \(V(H)\) are \(\epsilon\)-close (i.e., the statistical distance between them is at most \(\epsilon\)).

Our definition of universal and universal\(_2\) projective hash families are quite strong; so strong, in fact, that in many instances it is impossible to efficiently implement them. However, in all our applications, it is sufficient to efficiently
implement a projective hash family that effectively *approximates* a universal or universal$_2$ projective hash family. To this end, we define an appropriate notion of *distance* between projective hash families.

**Definition 4.** Let $\delta \geq 0$ be a real number. Let $H = (H, K, X, L, \Pi, S, \alpha)$ and $H^* = (H^*, K^*, X, L, \Pi, S, \alpha^*)$ be projective hash families. We say that $H$ and $H^*$ are $\delta$-close if the distributions $(H_k, \alpha(k))$ (for random $k \in K$) and $(H^*_k, \alpha^*(k^*))$ (for random $k^* \in K^*$) are $\delta$-close.

### 2.1 Some Elementary Reductions

We mention very briefly here some reductions between the above notions. Details are presented in [CS2]. First, via a trivial “$t$-fold parallelization,” we can reduce the error rate of a universal or universal$_2$ family of projective hash functions from $\epsilon$ to $\epsilon^t$. Second, we can efficiently convert an $\epsilon$-universal family of projective hash functions into an $\epsilon$-universal$_2$ family of projective hash functions. Third, using a pair-wise independent family of hash functions, and applying the Leftover Hash Lemma (a.k.a., Entropy Smoothing Lemma; see, e.g., [L p. 86]), we can efficiently convert an $\epsilon$-universal family of projective hash functions into a $\delta$-smooth family of projective hash functions whose outputs are $a$-bit strings, provided $\epsilon$ and $a$ are not too large and $\delta$ is not too small. These last two constructions are useful from a theoretical perspective, but we will not actually need them to obtain any of our concrete encryption schemes.

### 3 Subset Membership Problems

In this section we define a class of languages with some natural cryptographic indistinguishability properties. The definitions below capture the natural properties of well-known cryptographic problems such as the Quadratic Residuosity and Decision Diffie-Hellman problems, as well as others.

A *subset membership problem* $M$ specifies a collection $(I\ell)_{\ell \geq 0}$ of distributions. For every value of a security parameter $\ell \geq 0$, $I\ell$ is a probability distribution of instance descriptions.

An instance description $A$ specifies finite, non-empty sets $X$, $L$, and $W$, such that $L$ is a proper subset of $X$, as well as a binary relation $R \subset X \times W$. For all $\ell \geq 0$, $[I\ell]$ denotes the instance descriptions that are assigned non-zero probability in the distribution $I\ell$. We write $A[X, L, W, R]$ to indicate that the instance $A$ specifies $X$, $L$, $W$ and $R$ as above. For $x \in X$ and $w \in W$ with $(x, w) \in R$, we say that $w$ is a *witness* for $x$. Note that it would be quite natural to require that for all $x \in X$, we have $(x, w) \in R$ for some $w \in W$ if and only if $x \in L$, and that the relation $R$ is efficiently computable; however, we will not make these requirements here, as they are not necessary for our purposes. The actual role of a witness will become apparent in the next section.

A subset membership problem also provides several algorithms. For this purpose, we require that instance descriptions, as well as elements of the sets $X$ and
The following algorithms are provided:

- an efficient *instance sampling algorithm* that samples the distribution $I_\ell$. We only require that the output distribution of this algorithm is statistically close to $I_\ell$. In particular, with negligible probability, it may output something that is not even an element of $[I_\ell]$.

- an efficient *subset sampling algorithm* that given an instance $\Lambda[X,L,W,R] \in [I_\ell]$, outputs a random $x \in L$, together with a witness $w \in W$ for $x$. We only require that the distribution of the output value $x$ is statistically close to the uniform distribution on $L$. However, we do require that the output $x$ is always in $L$.

- an efficient algorithm that given an instance $\Lambda[X,L,W,R] \in [I_\ell]$ and a bit string $\zeta$, checks whether $\zeta$ is a valid binary encoding of an element of $X$.

This completes the definition of a subset membership problem.

We say a subset membership problem is hard if it is computationally hard to distinguish $(\Lambda,x)$ from $(\Lambda,y)$, where $\Lambda[X,L,W,R]$ is randomly sampled from $[I_\ell]$, $x$ is randomly sampled from $L$, and $y$ is randomly sampled from $X \setminus L$.

### 4 Universal Hash Proof Systems

#### 4.1 Hash Proof Systems

Let $M$ be a subset membership problem, as defined in §3, specifying a sequence $(I_\ell)_{\ell \geq 0}$ of instance distributions.

A *hash proof system* (HPS) $P$ for $M$ associates with each instance $\Lambda[X,L,W,R]$ of $M$ a projective hash family $H = (H,K,X,L,\Pi,S,\alpha)$ for $(X,L)$.

Additionally, $P$ provides several efficient algorithms to carry out basic operations we have defined for an associated projective hash family; namely, sampling $k \in K$ at random, computing $\alpha(k) \in S$ given $k \in K$, and computing $H_k(x) \in \Pi$ given $k \in K$ and $x \in X$. We call this latter algorithm the *private evaluation algorithm* for $P$. Moreover, a crucial property is that the system provides an efficient algorithm to compute $H_k(x) \in \Pi$, given $\alpha(k) \in S$, $x \in L$, and $w \in W$, where $w$ is a witness for $x$. We call this algorithm the *public evaluation algorithm* for $P$. The system should also provide an algorithm that recognizes elements of $\Pi$.

#### 4.2 Universal Hash Proof Systems

**Definition 5.** Let $\epsilon(\ell)$ be a function mapping non-negative integers to non-negative reals. Let $M$ be a subset membership problem specifying a sequence $(I_\ell)_{\ell \geq 0}$ of instance distributions. Let $P$ be an HPS for $M$.

We say that $P$ is $\epsilon(\ell)$-universal (respectively, $\epsilon$-universal, -smooth) if there exists a negligible function $\delta(\ell)$ such that for all $\ell \geq 0$ and for all $\Lambda[X,L,W,R] \in [I_\ell]$, the projective hash family $H = (H,K,X,L,\Pi,S,\alpha)$ that $P$ associates with
A is \( \delta(\ell) \)-close to an \( \epsilon(\ell) \)-universal (respectively, \(-\text{universal}_2\), \(-\text{smooth}\)) projective hash family \( H^* = (H^*, K^*, X, L, \Pi, S, \alpha^*) \).

Moreover, if this is the case, and \( \epsilon(\ell) \) is a negligible function, then we say that \( \mathbf{P} \) is strongly universal (respectively, universal\(_2\), smooth).

It is perhaps worth remarking that if a hash proof system is strongly universal, and the underlying subset membership problem is hard, then the problem of evaluating \( H_k(x) \) for random \( k \in K \) and arbitrary \( x \in X \), given only \( x \) and \( \alpha(k) \), must be hard.

We also need an extension of this notion.

The definition of an extended HPS \( \mathbf{P} \) for \( \mathbf{M} \) is the same as that of ordinary HPS for \( \mathbf{M} \), except that for each \( \ell \geq 0 \) and for each \( \Lambda = \Lambda[X, L, W, R] \in [I_\ell] \), the proof system \( \mathbf{P} \) associates with \( \Lambda \) a finite set \( E \) along with a projective hash family \( H = (H, K, X \times E, L \times E, \Pi, S, \alpha) \) for \((X \times E, L \times E)\). Note that in this setting, to compute \( H_k(x, e) \) for \( x \in L \) and \( e \in E \), the public evaluation algorithm takes as input \( \alpha(k) \in S, x \in L, e \in E \), and a witness \( w \in W \) for \( x \), and the private evaluation algorithm takes as input \( k \in K, x \in X, \) and \( e \in E \).

We shall also require that elements of \( E \) are uniquely encoded as bit strings of length bounded by a polynomial in \( \ell \), and that \( \mathbf{P} \) provides an algorithm that efficiently determines whether a bit string is a valid encoding of an element of \( E \).

Definition 5 can be modified in the obvious way to define extended \( \epsilon(\ell) \)-universal\(_2\) HPS’s (we do not need any of the other notions, nor are they particularly interesting).

Note that based on the constructions mentioned in \( \S 2.1 \), given an HPS that is (say) 1/2-universal, we can construct a strongly universal HPS, a (possibly extended) strongly universal\(_2\) HPS, and a strongly smooth HPS. However, in most special cases of practical interest, there are much more efficient constructions.

5 A General Framework for Secure Public-Key Encryption

In this section, we present a general technique for building secure public-key encryption schemes using appropriate hash proof systems for a hard subset membership problem.

Let \( \mathbf{M} \) be a subset membership problem specifying a sequence \((I_\ell)_{\ell \geq 0}\) of instance distributions. We also need a strongly smooth hash proof system \( \mathbf{P} \) for \( \mathbf{M} \), as well as a strongly universal\(_2\) extended hash proof system \( \hat{\mathbf{P}} \) for \( \mathbf{M} \). We discuss \( \mathbf{P} \) and \( \hat{\mathbf{P}} \) below in greater detail.

To simplify the notation, we will describe the scheme with respect to a fixed value \( \ell \geq 0 \) of the security parameter, and a fixed instance description \( \Lambda[X, L, W, R] \in [I_\ell] \). Thus, it is to be understood that the key generation algorithm for the scheme generates this instance description, using the instance sampling algorithm provided by \( \mathbf{M} \), and that this instance description is a part of the public key as well; alternatively, in an appropriately defined “multi-user setting,” different users could work with the same instance description.
With $\Lambda$ fixed as above, let $H = (H, K, X, L, \Pi, S, \alpha)$ be the projective hash family that $P$ associates with $\Lambda$, and let $\tilde{H} = (\tilde{H}, \tilde{K}, X \times \Pi, L \times \Pi, \tilde{\Pi}, \tilde{S}, \tilde{\alpha})$ be the projective hash family that $\tilde{P}$ associates with $\Lambda$. We require that $\Pi$ is an abelian group, for which we use additive notation, and that elements of $\Pi$ can be efficiently added and subtracted.

We now describe the key generation, encryption, and decryption algorithms for the scheme, as they behave for a fixed instance description $\Lambda$, with corresponding projective hash families $H$ and $\tilde{H}$, as above. The message space is $\Pi$.

**Key Generation:** Choose $k \in K$ and $\tilde{k} \in \tilde{K}$ at random, and compute $s = \alpha(k) \in S$ and $\tilde{s} = \tilde{\alpha}(\tilde{k}) \in \tilde{S}$. Note that all of these operations can be efficiently performed using the algorithms provided by $P$ and $\tilde{P}$. The public key is $(s, \tilde{s})$. The private key is $(k, \tilde{k})$.

**Encryption:** To encrypt a message $m \in \Pi$ under a public key as above, one does the following. Generate a random $x \in L$, together with a corresponding witness $w \in W$, using the subset sampling algorithm provided by $M$. Compute $\pi = H_k(x) \in \Pi$, using the public evaluation algorithm for $P$ on inputs $s$, $x$, and $w$. Compute $e = m + \pi \in \Pi$. Compute $\tilde{\pi} = \tilde{H}_{\tilde{k}}(x, e) \in \tilde{\Pi}$, using the public evaluation algorithm for $\tilde{P}$ on inputs $\tilde{s}$, $x$, $e$, and $w$. The ciphertext is $(x, e, \tilde{\pi})$.

**Decryption:** To decrypt a ciphertext $(x, e, \tilde{\pi}) \in X \times \Pi \times \tilde{\Pi}$ under a secret key as above, one does the following. Compute $\tilde{\pi}' = \tilde{H}_{\tilde{k}}(x, e) \in \tilde{\Pi}$, using the private evaluation algorithm for $\tilde{P}$ on inputs $\tilde{k}$, $x$, and $e$. Check whether $\tilde{\pi} = \tilde{\pi}'$; if not, then output reject and halt. Compute $\pi = H_k(x) \in \Pi$, using the private evaluation algorithm for $P$ on inputs $k$ and $x$. Compute $m = e - \pi \in \Pi$, and output the message $m$.

It is to be implicitly understood that when the decryption algorithm is presented with a ciphertext, this ciphertext is actually just a bit string, and that the decryption algorithm must parse this string to ensure that it properly encodes some $(x, e, \tilde{\pi}) \in X \times \Pi \times \tilde{\Pi}$; if not, the decryption algorithm outputs reject and halts.

We remark that to implement this scheme, all we really need is a $1/2$-universal HPS, since we can convert this into appropriate strongly smooth and strongly universal$_2$ HPS’s using the general constructions discussed in §2.1. Indeed, the Leftover Hash construction mentioned in §2.1 gives us a strongly smooth HPS whose hash outputs are bit strings of a given length $a$, and so we can take the group $\Pi$ in the above construction to be the group of $a$-bit strings with “exclusive or” as the group operation.

**Theorem 1.** The above scheme is secure against adaptive chosen ciphertext attack, assuming $M$ is a hard subset membership problem.

We very briefly sketch here the main ideas of the proof. Complete details may be found in [CS2].

First, we recall the definition of security. We consider an adversary $A$ that sees the public key and also has access to a decryption oracle. $A$ may also query
(only once) an *encryption oracle*: $A$ submits two messages $m_0, m_1$ to the oracle, which chooses $\beta \in \{0, 1\}$ at random, and returns an encryption $\sigma^*$ of $m_\beta$ to $A$. The only restriction on $A$ is that subsequent to the invocation of the encryption oracle, he may not submit $\sigma^*$ to the decryption oracle. At the end of the game, $A$ outputs a bit $\hat{\beta}$. Security means that the probability that $\beta = \hat{\beta}$ is negligibly close to $1/2$, for any polynomially bounded $A$.

To prove the security of the above scheme, suppose that an adversary $A$ can guess the bit $\beta$ with probability that is bounded away from $1/2$ by a non-negligible amount. We show how to use this adversary to distinguish $x^*$ randomly chosen from $X \setminus L$ from $x^*$ randomly chosen from $L$. On input $x^*$, the distinguishing algorithm $D$ interacts with $A$ as in the above attack game, using the key generation and decryption algorithms of the above scheme; however, to implement the encryption oracle, it uses the given value of $x^*$, along with the private evaluation algorithms for $P$ and $\hat{P}$, to construct a ciphertext $\sigma^* = (x^*, e^*, \hat{\pi}^*)$.

At the end of $A$’s attack, $D$ outputs $1$ if $\beta = \hat{\beta}$, and $0$ otherwise.

If $x^*$ is randomly chosen from $L$, the interaction between $A$ and $D$ is essentially equivalent to the behavior of $A$ in the above attack game, and so $D$ outputs $1$ with probability bounded away from $1/2$ by a non-negligible amount. However, if $x^*$ is randomly chosen from $X \setminus L$, then it is easy to see that the strongly universal$_2$ property for $\hat{P}$ implies that with overwhelming probability, $D$ rejects all ciphertexts $(x, e, \hat{\pi})$ with $x \in X \setminus L$ submitted to the decryption oracle, and if this is the case, the strongly smooth property for $P$ implies that the target ciphertext $\sigma^*$ hides almost all information about $m_\beta$. From this it follows that $D$ outputs $1$ with probability negligibly close to $1/2$.

6 Universal Projective Hash Families: Constructions

We now present group-theoretic constructions of universal projective hash families.

6.1 Diverse Group Systems and Derived Projective Hash Families

Let $X$, $L$ and $\Pi$ be finite abelian groups, where $L$ is a proper subgroup of $X$. We will use additive notation for these groups.

Let $\text{Hom}(X, \Pi)$ denote the group of all homomorphisms $\phi: X \to \Pi$. This is also a finite abelian group for which we use additive notation as well. For $\phi, \phi' \in \text{Hom}(X, \Pi)$, $x \in X$, and $a \in \mathbb{Z}$, we have $(\phi + \phi')(x) = \phi(x) + \phi'(x)$, $(\phi - \phi')(x) = \phi(x) - \phi'(x)$, and $(a\phi)(x) = a\phi(x) = \phi(ax)$. The zero element of $\text{Hom}(X, \Pi)$ sends all elements of $X$ to $0 \in \Pi$.

**Definition 6.** Let $X, L, \Pi$ be as above. Let $\mathcal{H}$ be a subgroup of $\text{Hom}(X, \Pi)$. We call $G = (\mathcal{H}, X, L, \Pi)$ a group system.

Let $G = (\mathcal{H}, X, L, \Pi)$ be a group system, and let $g_1, \ldots, g_d \in L$ be a set of generators for $L$. Let $H = (H, K, X, L, \Pi, S, \alpha)$, where (1) for randomly chosen
k \in K$, $H_k$ is uniformly distributed over $\mathcal{H}$, (2) $S = \Pi^d$, and (3) the map $\alpha : K \to S$ sends $k \in K$ to $(\phi(g_1), \ldots, \phi(g_d)) \in S$, where $\phi = H_k$.

It is easily seen that $H$ is a projective hash family. To see this, note that if $x \in L$, then there exist $w_1, \ldots, w_d \in \mathbb{Z}$ such that $x = \sum_{i=1}^d w_ig_i$; now, for $k \in K$ with $H_k = \phi$ and $\alpha(k) = (\mu_1, \ldots, \mu_d)$, we have $H_k(x) = \sum_{i=1}^d w_i\mu_i$. Thus, the action of $H_k$ on $L$ is determined by $\alpha(k)$, as required.

Definition 7. Let $G$ be a group system as above and let $H$ be a projective hash family as above. Then we say that $H$ is a projective hash family derived from $G$.

Looking ahead, we remark that the reason for defining $\alpha$ in this way is to facilitate efficient implementation of the public evaluation algorithm for a hash proof system with which $H$ may be associated. In this context, if a “witness” for $x$ is $(w_1, \ldots, w_d)$ as above, then $H_k(x)$ can be efficiently computed from $\alpha(k)$ and $(w_1, \ldots, w_d)$, assuming arithmetic in $\Pi$ is efficiently implemented.

Our first goal is to investigate the conditions under which a projective hash family derived from a group system is $\epsilon$-universal for some $\epsilon < 1$. Some notation: for an element $g$ of a group $G$, $\langle g \rangle$ denotes the subgroup of $G$ generated by $g$; likewise, for a subset $U$ of $G$, $\langle U \rangle$ denotes the subgroup of $G$ generated by $U$.

Definition 8. Let $G = (\mathcal{H}, X, L, \Pi)$ be a group system. We say that $G$ is diverse if for all $x \in X \setminus L$, there exists $\phi \in \mathcal{H}$ such that $\phi(L) = \langle 0 \rangle$, but $\phi(x) \neq 0$.

It is not difficult to see that diversity is a necessary condition for a group system if any derived projective hash family is to be $\epsilon$-universal for some $\epsilon < 1$. We will show in Theorem 2 below that any projective hash family derived from a diverse group system is $\epsilon$-universal, where $\epsilon = 1/p$, and $p$ is the smallest prime dividing $|X/L|$.

6.2 A Universal Projective Hash Family

Throughout this section, $G = (\mathcal{H}, X, L, \Pi)$ denotes a group system, $H = (H, K, X, L, \Pi, S, \alpha)$ denotes a projective hash family derived from $G$, and $p$ denotes the smallest prime dividing $|X/L|$.

Definition 9. For a set $Y \subset X$, let us define $\mathcal{A}(Y)$ to be the set of $\phi \in \mathcal{H}$ such that $\phi(x) = 0$ for all $x \in Y$; that is, $\mathcal{A}(Y)$ is the collection of homomorphisms in $\mathcal{H}$ that annihilate $Y$.

It is clear that $\mathcal{A}(Y)$ is a subgroup of $\mathcal{H}$, and that $\mathcal{A}(Y) = \mathcal{A}(\langle Y \rangle)$.

Definition 10. For $x \in X$, let $\mathcal{E}_x : \mathcal{H} \to \Pi$ be the map that sends $\phi \in \mathcal{H}$ to $\phi(x) \in \Pi$. Let us also define $\mathcal{I}(x) = \mathcal{E}_x(\mathcal{A}(L))$.

Clearly, $\mathcal{E}_x$ is a group homomorphism, and $\mathcal{I}(x)$ is a subgroup of $\Pi$.

Lemma 1 below is a straightforward re-statement of Definition 8. The proofs of Lemmas 2 and 3 below may be found in [CS2].

Lemma 1. $G$ is diverse if and only if for all $x \in X \setminus L$, $\mathcal{A}(L \cup \{x\})$ is a proper subgroup of $\mathcal{A}(L)$. 

Lemma 2. If \( p \) is a prime dividing \(|A(L)|\), then \( p \) divides \(|X/L|\).

Lemma 3. If \( G \) is diverse, then for all \( x \in X \setminus L \), \(|\mathcal{I}(x)|\) is at least \( \tilde{p} \).

Lemma 4. Let \( s \in \alpha(K) \) be fixed. Consider the probability space defined by choosing \( k \in \alpha^{-1}(s) \) at random, and let \( \rho = H_k \). Then \( \rho \) is uniformly distributed over a coset \( \psi_s + A(L) \) of \( A(L) \) in \( H \), the precise coset depending on \( s \).

In Lemma 3 there are many choices for the “coset leader” \( \psi_s \in H \); however, let us fix one such choice arbitrarily, so that for the for the rest of this section \( \psi_s \) denotes this coset leader.

Theorem 2. Let \( s \in \alpha(K) \) and \( x \in X \) be fixed. Consider the probability space defined by choosing \( k \in \alpha^{-1}(s) \) at random, and let \( \pi = H_k(x) \). Then \( \pi \) is uniformly distributed over a coset of \( \mathcal{I}(x) \) in \( \Pi \) (the precise coset depending on \( s \) and \( x \)). In particular, if \( G \) is diverse, then \( H \) is \( 1/\tilde{p} \)-universal.

Proof. Let \( \rho = H_k \). By Lemma 3 \( \rho \) is uniformly distributed over \( \psi_s + A(L) \). Since \( \pi = \rho(x) \), it follows that \( \pi \) is uniformly distributed over \( E_x(\psi_s + A(L)) = \psi_s(x) + \mathcal{I}(x) \). That proves the first statement of the theorem. The second statement follows immediately from Lemma 3 and the fact that \(|\psi_s(x) + \mathcal{I}(x)| = |\mathcal{I}(x)|\).

\[\square\]

6.3 A Universal \(_2\) Projective Hash Family

We continue with the notation established in §6.2 in particular, \( G = (H, X, L, \Pi) \) denotes a group system, \( H = (H, K, X, L, \Pi, S, \alpha) \) denotes a projective hash family derived from \( G \), and \( \tilde{p} \) denotes the smallest prime dividing \(|X/L|\).

Starting with \( H \), and applying the constructions mentioned in §2.1, we can obtain a universal \(_2\) projective hash family. However, by exploiting the group structure underlying \( H \), we can construct a more efficient universal \(_2\) projective hash family \( \hat{H} \).

Let \( E \) be an arbitrary finite set. \( \hat{H} \) is to be a projective hash family for \((X \times E, L \times E)\). Fix an injective encoding function \( \Gamma : X \times E \to \{0, \ldots, \tilde{p} - 1\}^n \), where \( n \) is sufficiently large.

Let \( \hat{H} = (\hat{H}, K^{n+1}, X \times E, L \times E, \Pi, S^{n+1}, \hat{\alpha}) \), where \( \hat{H} \) and \( \hat{\alpha} \) are defined as follows. For \( k = (k', k_1, \ldots, k_n) \in K^{n+1}, x \in X, \) and \( e \in E \), we define \( \hat{H}_k(x, e) = H_{k'}(x) + \sum_{i=1}^{n} \gamma_i H_{k_i}(x) \), where \((\gamma_1, \ldots, \gamma_n) = \Gamma(x, e)\), and we define \( \hat{\alpha}(k) = (\alpha(k'), \alpha(k_1), \ldots, \alpha(k_n)) \). It is clear that \( \hat{H} \) is a projective hash family. We shall prove:

Theorem 3. Let \( \hat{H} \) be as above. Let \( s \in \alpha(K)^{n+1}, x, x^* \in X, \) and \( e, e^* \in E \) be fixed, where \((x, e) \neq (x^*, e^*)\). Consider the probability space defined by choosing \( k \in \hat{\alpha}^{-1}(s) \) at random, and let \( \pi = \hat{H}_k(x, e) \) and \( \pi^* = \hat{H}_k(x^*, e^*) \). Then \( \pi \) is uniformly distributed over a coset of \( \mathcal{I}(x) \) in \( \Pi \) (the precise coset depending on \( s, x, \) and \( e \)), and \( \pi^* \) is uniformly and independently distributed over a coset of \( \mathcal{I}(x^*) \) in \( \Pi \) (the precise coset depending on \( s, x^*, \) and \( e^* \)). In particular, if the underlying group system \( G \) is diverse, then \( \hat{H} \) is \( 1/\tilde{p} \)-universal \(_2\).
Before proving this theorem, we state another elementary lemma. Let $M \in \mathbb{Z}^{a \times b}$ be an integer matrix with $a$ rows and $b$ columns. Let $G$ be a finite abelian group. Let $T(M,G) : G^b \rightarrow G^a$ be the map that sends $u \in G^b$ to $v \in G^a$, where $v^t = M u^\top$; here, $(\cdots)^\top$ denotes transposition. Clearly, $T(M,G)$ is a group homomorphism.

**Lemma 5.** Let $M$ and $G$ be as above. If for all primes $p$ dividing $|G|$, the rows of $M$ are linearly independent modulo $p$, then $T(M,G)$ is surjective.

See [CS2] for a proof of this lemma.

**Proof of Theorem 3.** Let $s = (s', s_1, \ldots, s_n)$, $(\gamma_1, \ldots, \gamma_n) = \Gamma(x,e)$, and $(\gamma_1', \ldots, \gamma_n') = \Gamma(x^*,e^*)$. Let $(\rho', \rho_1, \ldots, \rho_n) = (H_{k'}, H_{k_1}, \ldots, H_{k_n})$.

Now define the matrix $M \in \mathbb{Z}^{2 \times (n+1)}$ as

$$M = \begin{pmatrix} 1 & \gamma_1 & \gamma_2 & \cdots & \gamma_n \\ 1 & \gamma_1' & \gamma_2' & \cdots & \gamma_n' \end{pmatrix},$$

so that if $(\tilde{\rho}, \tilde{\rho}^*)^\top = M(\rho', \rho_1, \ldots, \rho_n)^\top$, then we have $(\pi, \pi^*) = (\rho(x), \rho^*(x^*))$.

By the definition of $\Gamma$, and by Lemma 2, we see that $(\gamma_1, \ldots, \gamma_n)$ and $(\gamma_1', \ldots, \gamma_n')$ are distinct modulo any prime $p$ that divides $A(L)$. Therefore, Lemma 5 implies that the map $T(M, A(L))$ is surjective. By Lemma 4, $(\rho', \rho_1, \ldots, \rho_n)$ is uniformly distributed over $(\psi_{s'}, A(L), \psi_{s_1} + A(L), \ldots, \psi_{s_n} + A(L))$. Thus, $(\tilde{\rho}, \tilde{\rho}^*)$ is uniformly distributed over $(\tilde{\psi} + A(I), \tilde{\psi}^* + A(I))$, where $(\tilde{\psi}, \tilde{\psi}^*)^\top = M(\psi_{s'}, \psi_{s_1}, \ldots, \psi_{s_n})^\top$. It follows that $(\pi, \pi^*)$ is uniformly distributed over $(\tilde{\psi}(x) + I(x), \tilde{\psi}^*(x^*) + I(x^*))$.

That proves the first statement of the theorem. The second statement now follows from Lemma 3.

If $\tilde{p}$ is small, then the $t$-fold parallelization mentioned in §2.1 can be used to reduce the error to at most $1/\tilde{p}^t$ for a suitable value of $t$. However, this comes at the cost of a multiplicative factor $t$ in efficiency. We now describe another construction that achieves an error rate of $1/\tilde{p}^t$ that comes at the cost of just an additive factor of $O(t)$ in efficiency.

Let $t \geq 1$ be fixed, and let $E$ be an arbitrary finite set. Our construction yields a projective hash family $\tilde{H}$ for $(X \times E, L \times E)$. We use the same name $\tilde{H}$ for this projective hash family as in the construction of Theorem 3 because when $t = 1$, the constructions are identical. Fix an injective encoding function $\Gamma : X \times E \rightarrow \{0, \ldots, \tilde{p} - 1\}^n$, where $n$ is sufficiently large.

Let $\tilde{H} = (\tilde{H}, K^{n+2t-1}, X \times E, L \times E, \Pi, S^{n+2t-1}, \alpha)$, where $\tilde{H}$ and $\alpha$ are defined as follows. For $k = (k_1', \ldots, k_t', k_1, \ldots, k_{n+t-1}) \in K^{n+2t-1}$, $x \in X$, and $e \in E$, we define $\tilde{H}_k(x,e) = (\pi_1, \ldots, \pi_t)$, where $\pi_j = H_{k_{j'}}(x) + \sum_{i=1}^{n} \gamma_i H_{k_{i+j-1}}(x)$ for $j = 1, \ldots, t$, and $(\gamma_1, \ldots, \gamma_n) = \Gamma(x,e)$. We also define $\alpha(k) = (\alpha(k_1'), \ldots, \alpha(k_t'), \alpha(k_1), \ldots, \alpha(k_{n+t-1}))$. Again, it is clear that $\tilde{H}$ is a projective hash family.

**Theorem 4.** Let $\tilde{H}$ be as above. Let $s \in \alpha(K)^{n+2t-1}$, $x, x^* \in X$, and $e, e^* \in E$ be fixed, where $(x,e) \neq (x^*,e^*)$. Consider the probability space defined by choosing $k \in \tilde{\alpha}^{-1}(s)$ at random, and let $\pi = \tilde{H}_k(x,e)$ and $\pi^* = \tilde{H}_k(x^*,e^*)$. 
Then $\pi$ is uniformly distributed over a coset of $I(x)^t$ in $\Pi^t$ (the precise coset depending on $s$, $x$, and $e$), and $\pi^*$ is uniformly and independently distributed over a coset of $I(x^*)^t$ in $\Pi^t$ (the precise coset depending on $s$, $x^*$, and $e^*$). In particular, if the underlying group system $G$ is diverse, then $\hat{H}$ is $1/p^t$-universal.

Proof. Let $(\gamma_1, \ldots, \gamma_n) = \Gamma(x,e)$, and $(\gamma^*_1, \ldots, \gamma^*_n) = \Gamma(x^*,e^*)$. Let $\rho = (H_{k'}, \ldots, H_{k'}, H_{k'}, \ldots, H_{k+t-1}) \in \mathcal{H}^{n+2t-1}$. Now define the matrix $M \in \mathbb{Z}^{2t \times (n+2t-1)}$ as

$$M = \begin{pmatrix} 1 & \gamma_1 & \gamma_2 & \cdots & \gamma_n \\ 1 & \gamma_1 & \gamma_2 & \cdots & \gamma_n \\ \vdots & \vdots & \ddots & \ddots & \vdots \\ 1 & \gamma^*_1 & \gamma^*_2 & \cdots & \gamma^*_n \\ 1 & \gamma^*_1 & \gamma^*_2 & \cdots & \gamma^*_n \\ \vdots & \vdots & \ddots & \ddots & \vdots \\ 1 & \gamma^*_1 & \gamma^*_2 & \cdots & \gamma^*_n \end{pmatrix}$$

so that if $(\tilde{\rho}_1, \ldots, \tilde{\rho}_t, \tilde{\rho}^*_1, \ldots, \tilde{\rho}^*_t)^\top = M \rho^\top$, then $\pi = (\tilde{\rho}_1(x), \ldots, \tilde{\rho}_t(x))$ and $\pi^* = (\tilde{\rho}^*_1(x), \ldots, \tilde{\rho}^*_t(x))$.

Claim. The rows of $M$ are linearly independent modulo $p$ for any prime $p$ dividing $|A(L)|$.

The theorem is implied by the claim, as we now argue. By Lemma 5, the map $T(M, A(L))$ is surjective. By Lemma 4, $\rho$ is uniformly distributed over a coset of $A(L)^{n+2t-1}$ in $\mathcal{H}^{n+2t-1}$. It follows that $(\tilde{\rho}_1, \ldots, \tilde{\rho}_t, \tilde{\rho}^*_1, \ldots, \tilde{\rho}^*_t)$ is uniformly distributed over a coset of $A(L)^{2t}$ in $\mathcal{H}^{2t}$, and therefore, $\pi$ and $\pi^*$ are uniformly and independently distributed over cosets of $I(x)^t$ and $I(x^*)^t$, respectively, in $\Pi^t$.

That proves the first statement of the theorem. The second statement of the theorem now follows from Lemma 3.

The proof of the claim is omitted for lack of space. See [CS2] for details.

6.4 Examples of Diverse Group Systems

In this section, we discuss two examples of diverse group systems that have cryptographic importance.

Example 1

Let $G$ be a group of prime of prime order $q$, and let $X = G^r$, i.e., $X$ is the direct product of $r$ copies of $G$. Let $L$ be any proper subgroup of $X$, and let $\mathcal{H} = \text{Hom}(X,G)$. Consider the group system $G = (\mathcal{H}, X, L, G)$.

It is easy to show that $G$ is diverse, and that in fact, a projective hash family derived from $G$ is $1/q$-universal, or equivalently, 0-smooth. See [CS2] for details.
Example 2
Let $X$ be a cyclic group of order $a = bb'$, where $b' > 1$ and $\gcd(b, b') = 1$, and let $L$ be the unique subgroup of $X$ of order $b$. Let $\mathcal{H} = \text{Hom}(X, X)$, and consider the group system $G = (\mathcal{H}, X, L, X)$.

The group $X$ is isomorphic to $\mathbb{Z}_a$. If we identify $X$ with $\mathbb{Z}_a$, then $\mathcal{H}$ can be identified with $\mathbb{Z}_a$ as follows: for every $\nu \in \mathbb{Z}_a$, define $\phi_\nu \in \mathcal{H}$ to be the map that sends $x \in \mathbb{Z}_a$ to $x \cdot \nu \in \mathbb{Z}_a$.

The group $X$ is of course also isomorphic to $\mathbb{Z}_b \times \mathbb{Z}_{b'}$. If we identify $X$ with $\mathbb{Z}_b \times \mathbb{Z}_{b'}$, then $L$ corresponds to $\mathbb{Z}_b \times \langle 0 \rangle$. Moreover, we can identify $\mathcal{H}$ with $\mathbb{Z}_b \times \mathbb{Z}_{b'}$ as follows: for $(\nu, \nu') \in \mathbb{Z}_b \times \mathbb{Z}_{b'}$, let $\psi_{\nu, \nu'} \in \mathcal{H}$ be the map that sends $(x, x') \in \mathbb{Z}_b \times \mathbb{Z}_{b'}$ to $(x \cdot \nu, x' \cdot \nu') \in \mathbb{Z}_b \times \mathbb{Z}_{b'}$.

Under the identification in the previous paragraph, it is evident that $A(L)$ is the subgroup of $\mathcal{H}$ generated by $\psi_{0,1}$. If we take any $(x, x') \in X \setminus L$, so that $x' \neq 0$, we see that $\psi_{0,1}(x, x') = (0, x')$. Thus, $\psi_{0,1} \notin A(L \cup \{(x, x')\})$, which shows that $G$ is diverse. Therefore, a projective hash family derived from $G$ is $1/\tilde{p}$-universal, where $\tilde{p}$ is the smallest prime dividing $b'$.

It is also useful to characterize the group $I(x, x') = \mathcal{E}_{x,x'}(A(L))$. Evidently, since $A(L) = \langle \psi_{0,1} \rangle$, we must have $I(x, x') = \langle 0 \rangle \times \langle x' \rangle$.

7 Concrete Encryption Schemes

We present two new public-key encryption schemes secure against adaptive chosen ciphertext attack. The first scheme is based on Paillier’s Decision Composite Residuosity assumption, and the second is based on the classical Quadratic Residuosity assumption. Both are derived from the general construction in [55].

One can also show that the public-key encryption scheme from [CS1] can be viewed as a special case of our general construction, based on Example 1 in [64]. However, for lack of space, we refer the reader to [CS2] for the details.

7.1 Schemes Based on the Decision Composite Residuosity Assumption

Derivation
Let $p, q, p', q'$ be distinct odd primes with $p = 2p' + 1$ and $q = 2q' + 1$, and where $p'$ and $q'$ are both $\lambda$ bits in length. Let $N = pq$ and $N' = p'q'$. Consider the group $\mathbb{Z}_{N^2}^*$ and the subgroup $P$ of $\mathbb{Z}_{N^2}^*$ consisting of all $N$th powers of elements in $\mathbb{Z}_{N^2}^*$. Note that $\lambda = \lambda(\ell)$ is a function of the security parameter $\ell$.

Paillier’s Decision Composite Residuosity (DCR) assumption is that given only $N$, it is hard to distinguish random elements of $\mathbb{Z}_{N^2}^*$ from random elements of $P$. We shall assume that “strong” primes, such as $p$ and $q$ above, are sufficiently dense (as is widely conjectured and supported by empirical evidence). This implies that such primes can be efficiently generated, and that the DCR assumption with the restriction to strong primes is implied by the DCR assumption without this restriction.
We can decompose \( \mathbb{Z}_{N^2}^\ast \) as an internal direct product \( \mathbb{Z}_{N^2}^\ast = G_N \cdot G_{N'} \cdot G_2 \cdot T \), where each group \( G_\tau \) is a cyclic group of order \( \tau \), and \( T \) is the subgroup of \( \mathbb{Z}_{N^2}^\ast \) generated by \((-1 \mod N^2)\). This decomposition is unique, except for the choice of \( G_2 \) (there are two possible choices). For any \( x \in \mathbb{Z}_{N^2}^\ast \), we can express \( x \) uniquely as \( x = x(G_N)x(G_{N'})x(G_2)x(T) \), where for each \( G_\tau \), \( x(G_\tau) \in G_\tau \), and \( x(T) \in T \). Note that the element \( \xi = (1 + N \mod N^2) \in \mathbb{Z}_{N^2}^\ast \) has order \( N \), i.e., it generates \( G_N \), and that \( \xi^a = (1 + aN \mod N^2) \) for \( 0 \leq a < N \).

Let \( X = \{(a \mod N^2) \in \mathbb{Z}_{N^2}^\ast : (a \mid N) = 1\} \), where \((\cdot \mid \cdot)\) is the Jacobi symbol. It is easy to see that \( X = G_NG_{N'}T \). Let \( L \) be the subgroup of \( N \)th powers of \( X \), i.e., \( L = G_{N'}T \). These groups \( X \) and \( L \) will define our subset membership problem.

Our instance description \( \Lambda \) will contain \( N \), along with a random generator \( g \) for \( L \). It is easy to generate such a \( g \): choose a random \( \mu \in \mathbb{Z}_{N^2}^\ast \), and set \( g = -\mu^{2N} \). With overwhelming probability, such a \( g \) will generate \( L \); indeed, the output distribution of this sampling algorithm is \( O(2^{-\lambda}) \)-close the uniform distribution over all generators.

Let us define the set of witnesses as \( W = \{0, \ldots, \lfloor N/2 \rfloor\} \). We say \( w \in W \) is a witness for \( x \in X \) if \( x = g^w \). To generate \( x \in L \) at random together with a corresponding witness, we simply generate \( w \in W \) at random, and compute \( x = g^w \). The output distribution of this algorithm is not the uniform distribution over \( L \), but one that is \( O(2^{-\lambda}) \)-close to it.

This completes the description of our subset membership problem. It is easy to see that it satisfies all the basic requirements specified in \( \textbf{[3]} \).

Next, we argue that the DCR assumption implies that this subset membership problem is hard. Suppose we are given \( x \) sampled at random from \( \mathbb{Z}_{N^2}^\ast \) (respectively, \( P \)). If we choose \( b \in \{0, 1\} \) at random, then \( x^2(-1)^b \) is uniformly distributed over \( X \) (respectively, \( L \)). This implies that distinguishing \( X \) from \( L \) is at least as hard as distinguishing \( \mathbb{Z}_{N^2}^\ast \) from \( P \), and so under the DCR assumption, it is hard to distinguish \( X \) from \( L \). It is easy to see that this implies that it is hard to distinguish \( X \setminus L \) from \( L \) as well.

Now it remains to construct appropriate strongly smooth and strongly universal \( 2 \) HPS’s for the construction in \( \textbf{[5]} \). To do this, we first construct a diverse group system (see Definition \( \textbf{[8]} \)), from which we can then derive the required HPS’s.

Fix an instance description \( \Lambda \), where \( \Lambda \) specifies an integer \( N \) — defining groups \( X \) and \( L \) as above — along with a generator \( g \) for \( L \). Let \( \mathcal{H} = \text{Hom}(X, X) \) and consider the group system \( \mathcal{G} = (\mathcal{H}, X, L, X) \). As discussed in Example 2 in \( \textbf{[6.4]} \), \( \mathcal{G} \) is a diverse group system; moreover, for \( x \in X \), we have \( \mathcal{I}(x) = \langle x(G_N) \rangle \); thus, for \( x \in X \setminus L \), \( \mathcal{I}(x) \) has order \( p, q, \) or \( N \), according to whether \( x(G_N) \) has order \( p, q, \) or \( N \).

For \( k \in \mathbb{Z} \), let \( H_k = \text{Hom}(X, X) \) be the \( k \)th power map; that is, \( H_k \) sends \( x \in X \) to \( x^k \in X \). Let \( K^\ast = \{0, \ldots, 2N'N' - 1\} \). As discussed in Example 2 in \( \textbf{[6.4]} \), the correspondence \( k \mapsto H_k \) yields a bijection between \( K^\ast \) and \( \text{Hom}(X, X) \).

Consider the projective hash family \( \textbf{H}_x = (H, K^\ast, X, L, X, L, \alpha) \), where \( H \) and \( K^\ast \) are as in the previous paragraph, and \( \alpha \) maps \( k \in \mathbb{Z} \) to \( H_k(g) \in L \).
Clearly, $H_*$ is a projective hash family derived from $G$, and so by Theorem 2, it is $2^{-\lambda}$-universal. From this, we can obtain a corresponding HPS $P$; however, as we cannot readily sample elements from $K_*$, the projective hash family $H$ that $P$ associates with the instance description $A$ is slightly different than $H_*$; namely, we use the set $K = \{0, \ldots, \lceil N^2/2 \rceil \}$ in place of the set $K_*$, but otherwise, $H$ and $H_*$ are the same. It is readily seen that the uniform distribution on $K_*$ is $O(2^{-\lambda})$-close to the uniform distribution on $K$, and so $H$ and $H_*$ are also $O(2^{-\lambda})$-close (see Definition 4). It is also easy to verify that all of the algorithms that $P$ should provide are available.

So we now have a $2^{-\lambda(\ell)}$-universal HPS $P$. We could easily convert $P$ into a strongly smooth HPS by applying the Leftover Hash Lemma construction mentioned in [2,1] to the underlying universal projective hash family $H_*$. However, there is a much more direct and practical way to proceed, as we now describe.

According to Theorem 2 for any $s, x \in X$, if $k$ is chosen at random from $K_*$, subject to $\alpha(k) = s$, then $H_k(x)$ is uniformly distributed over a coset of $I(x)$ in $X$. As discussed above, $I(x) = \langle x(G_N) \rangle$, and so is a subgroup of $G_N$. Moreover, for random $x \in X \setminus L$, we have $I(x) \neq G_N$ with probability at most $2^{-\lambda+1}$.

Now define the map $\chi: \mathbb{Z}_{N^2} \to \mathbb{Z}_N$ that sends $(a + bN \mod N^2)$, where $0 \leq a, b < N$, to $(b \mod N)$. This map does not preserve any algebraic structure; however, it is easy to see that $\chi$ to any coset of $G_N$ in $X$ is a one-to-one map from that coset onto $\mathbb{Z}_N$ (see [CS2] for details).

Let us define $H_*^\chi = (H^\chi, K_*, X, L, \mathbb{Z}_N, L, \alpha)$, where for $k \in \mathbb{Z}$, $H_k^\chi = \chi \circ H_k$. That is, $H_*^\chi$ is the same as $H_*$, except that in $H_*^\chi$, we pass the output of the hash function for $H_*$ through $\chi$. From the observations in the previous two paragraphs, it is clear that $H_*^\chi$ is a $2^{-\lambda+1}$-smooth projective hash family. From $H_*^\chi$ we get a corresponding approximation $H^\chi$ (using $K$ in place of $K_*$), and from this we get corresponding $2^{-\lambda(\ell)+1}$-smooth HPS $P^\chi$.

We can apply the construction in Theorem 3 to $H_*$, obtaining a $2^{-\lambda}$-universal$_2$ projective hash family $\tilde{H}_*$ for $(X \times \mathbb{Z}_N, L \times \mathbb{Z}_N)$. From $\tilde{H}_*$, we get a corresponding approximation $\tilde{H}$ (using $K$ in place of $K_*$), and from this we get a corresponding $2^{-\lambda(\ell)}$-universal$_2$ extended HPS $\tilde{P}$.

We could build our encryption scheme directly using $\tilde{P}$; however, we get more compact ciphertexts if we modify $\tilde{H}_*$ by passing its hash outputs through $\chi$, just as we did in building $H_*^\chi$, obtaining the analogous projective hash family $\tilde{H}^\chi$ for $(X \times \mathbb{Z}_N, L \times \mathbb{Z}_N)$. From Theorem 4 and the above discussion, it is clear that $\tilde{H}^\chi_*$ is also $2^{-\lambda}$-universal$_2$. From $\tilde{H}^\chi_*$ we get a corresponding approximation $\tilde{H}^\chi$ (using $K$ in place of $K_*$), and from this we get a corresponding $2^{-\lambda(\ell)}$-universal$_2$ extended HPS $\tilde{P}^\chi$.

**The Encryption Scheme**

We now present in detail the encryption scheme obtained from the HPS’s $P^\chi$ and $\tilde{P}^\chi$ above.

We describe the scheme for a fixed value of $N$ that is the product of two $(\lambda + 1)$-bit strong primes. The message space for this scheme is $\mathbb{Z}_N$. 
Let $X$, $L$, and $\chi$ be as defined above. Also, let $W = \{0, \ldots, [N/2]\}$ and $K = \{0, \ldots, [N^2/2]\}$, as above. Let $R = \{0, \ldots, 2^\lambda - 1\}$, and let $\Gamma : \mathbb{Z}_{N^2} \times \mathbb{Z}_N \to R^n$ be an efficiently computable injective map for an appropriate $n \geq 1$. For sufficiently large $\lambda$, $n = 7$ suffices.

**Key Generation:** Choose $\mu \in \mathbb{Z}_{N^2}^*$ at random and set $g = -\mu^{2N} \in L$. Choose $k, \tilde{k}, \tilde{k}_1, \ldots, \tilde{k}_n \in K$ at random, and compute $s = g^k \in L$, $\tilde{s} = g^{\tilde{k}} \in L$, and $\tilde{s}_i = g^{\tilde{k}_i} \in L$ for $i = 1, \ldots, n$. The public key is $(g; s; \tilde{s}; \tilde{s}_1, \ldots, \tilde{s}_n)$. The private key is $(k; \tilde{k}; \tilde{k}_1, \ldots, \tilde{k}_n)$.

**Encryption:** To encrypt a message $m \in \mathbb{Z}_N$ under a public key as above, one does the following. Choose $w \in W$ at random, and compute $x = g^w \in L$, $y = s^w \in L$, $\pi = \chi(y) \in \mathbb{Z}_N$, and $e = m + \pi \in \mathbb{Z}_N$. Compute $\hat{y} = \tilde{s}^w \prod_{i=1}^n \tilde{s}_i^{\gamma_i w} \in L$ and $\hat{\pi} = \chi(\hat{y}) \in \mathbb{Z}_N$, where $(\gamma_1, \ldots, \gamma_n) = \Gamma(x, e) \in R^n$. The ciphertext is $(x, e, \hat{\pi})$.

**Decryption:** To decrypt a ciphertext $(x, e, \hat{\pi}) \in X \times \mathbb{Z}_N \times \mathbb{Z}_N$ under a secret key as above, one does the following. Compute $\hat{y} = x^{\tilde{k} + \sum_{i=1}^n \gamma_i \tilde{k}_i} \in X$ and $\hat{\pi} = \chi(\hat{y}) \in \mathbb{Z}_N$, where $(\gamma_1, \ldots, \gamma_n) = \Gamma(x, e) \in R^n$. Check whether $\hat{\pi} = \hat{\pi}'$; if not, then output reject and halt. Compute $y = x^k \in X$, $\pi = \chi(y) \in \mathbb{Z}_N$, and $m = e - \pi \in \mathbb{Z}_N$, and then output $m$.

Note that in the decryption algorithm, we are assuming that $x \in X$, which implicitly means that the decryption algorithm should check that $x = (a \mod N^2)$ with $(a \mid N) = 1$, and reject the ciphertext if this does not hold.

This is precisely the scheme that our general construction in §6 yields. Thus, the scheme is secure against adaptive chosen ciphertext attack, provided the DCR assumption holds.

**Minor variations.** To get a more efficient scheme, we could replace $\Gamma$ by a collision resistant hash function (CRHF), obtaining an even more efficient scheme with a smaller value of $n$, possibly even $n = 1$. It is straightforward to adapt our general theory to show that the resulting scheme is still secure against adaptive chosen ciphertext attack, assuming $\Gamma$ is a CRHF. In fact, with a more refined analysis, it suffices to assume that $\Gamma$ is a universal one-way hash function (UOWHF) [NY1]. In [CS2], we present a number of further variations on this scheme.

### 7.2 Schemes Based on the Quadratic Residuosity Assumption

**Derivation**

Let $p, q, p', q'$ be distinct odd primes with $p = 2p' + 1$ and $q = 2q' + 1$, and where $p'$ and $q'$ are both $\lambda$ bits in length. Let $N = pq$ and let $N' = p'q'$. Consider the group $\mathbb{Z}_N^*$, and let $X$ be the subgroup of elements $(a \mod N) \in \mathbb{Z}_N^*$ with Jacobi symbol $(a \mid N) = 1$, and let $L$ be the subgroup of squares (a.k.a., quadratic residues) of $\mathbb{Z}_N^*$. Note that $L$ is a subgroup of $X$ of index 2. Also, note that $\lambda = \lambda(\ell)$ is a function of the security parameter $\ell$. 
The Quadratic Residuosity (QR) assumption is that given only \(N\), it is hard
to distinguish random elements of \(X\) from random elements of \(L\). This implies
that it is hard to distinguish random elements of \(X \setminus L\) from random elements
of \(L\).

As in §7.1, we shall assume that strong primes (such as \(p\) and \(q\)) are suffi-
ciently dense.

The groups \(X\) and \(L\) above will define our subset membership problem.

We can decompose \(\mathbb{Z}_N^\ast\) as an internal direct product \(\mathbb{Z}_N^\ast = G_{N'} \cdot G_2 \cdot T\),
where each group \(G_\tau\) is a cyclic group of order \(\tau\), and \(T\) is the subgroup of \(\mathbb{Z}_N^\ast\)
generated by \((-1 \mod N)\). This decomposition is unique, except for the choice
of \(G_2\) (there are two possible choices).

It is easy to see that \(X = G_{N'} \cdot T\), so it is a cyclic group, and that \(L = G_{N'}\).

Our instance description \(\Lambda\) will contain \(N\), along with a random generator \(g\)
for \(L\). It is easy to generate such a \(g\): choose a random \(\mu \in \mathbb{Z}_N^\ast\), and set \(g = \mu^2\).
With overwhelming probability, such a \(g\) will generate \(L\); indeed, the output
distribution of this sampling algorithm is \(O(2^{-\lambda})\)-close the uniform distribution
over all generators.

Let us define the set of witnesses as \(W = \{0, \ldots, \lfloor N/4 \rfloor\}\). We say \(w \in W\)
is a witness for \(x \in X\) if \(x = g^w\). To generate \(x \in L\) at random together with
a corresponding witness, we simply generate \(w \in W\) at random, and compute
\(x = g^w\). The output distribution of this algorithm is not the uniform distribution
over \(L\), but is \(O(2^{-\lambda})\)-close to it.

This completes the description of our subset membership problem. It is easy
to see that it satisfies all the basic requirements specified in §3. As already
mentioned, the QR assumption implies that this is a hard subset membership
problem.

Now it remains to construct appropriate strongly smooth and strongly uni-
versal\(2\) HPS’s for the construction in §3. To do this, we first construct a diverse
group system (see Definition §8), from which we can then derive the required
HPS’s.

Fix an instance description \(\Lambda\), where \(\Lambda\) specifies an integer \(N\) – defining
groups \(X\) and \(L\) as above – along with a generator \(g\) for \(L\). Let \(\mathcal{H} = \text{Hom}(X, X)\)
and consider the group system \(\mathbf{G} = (\mathcal{H}, X, L, X)\).

As discussed in Example 2 in §6.4 \(\mathbf{G}\) is a diverse group system; moreover,
for \(x \in X\), if we decompose \(x\) as \(x = x(L) \cdot x(T)\), where \(x(L) \in L\) and \(x(T) \in T\),
then we have \(\mathcal{I}(x) = \langle x(T) \rangle\); thus, for \(x \in X \setminus L\), \(\mathcal{I}(x) = T\).

For \(k \in \mathbb{Z}\), let \(H_k \in \text{Hom}(X, X)\) be the \(k\)th power map; that is, \(H_k\) sends
\(x \in X\) to \(x^k \in X\). Let \(K_\ast = \{0, \ldots, 2N' - 1\}\). As discussed Example 2 in in §6.4
the correspondence \(k \mapsto H_k\) yields a bijection between \(K_\ast\) and \(\text{Hom}(X, X)\).

Consider the projective hash family \(\mathbf{H}_\ast = (H, K_\ast, X, L, X, L, \alpha)\), where \(H\)
and \(K_\ast\) are as in the previous paragraph, and \(\alpha\) maps \(k \in \mathbb{Z}\) to \(H_k(g) \in L\).
Clearly, \(\mathbf{H}_\ast\) is a projective hash family derived from \(\mathbf{G}\), and so by Theorem 2
it is \(1/2\)-universal. From this, we can obtain a corresponding HPS \(\mathbf{P}\); however,
as we cannot readily sample elements from \(K_\ast\), the projective hash family \(\mathbf{H}\)
that \(\mathbf{P}\) associates with the instance description \(\Lambda\) is slightly different than \(\mathbf{H}_\ast\);
namely, we use the set $K = \{0, \ldots, \lfloor N/2 \rfloor \}$ in place of the set $K_*$, but otherwise, $H$ and $H_*$ are the same. It is readily seen that the uniform distribution on $K_*$ is $O(2^{-\lambda})$-close to the uniform distribution on $K$, and so $H$ and $H_*$ are also $O(2^{-\lambda})$-close. It is also easy to verify that all of the algorithms that $P$ should provide are available.

So we now have a 1/2-universal HPS $P$. We can apply the $t$-fold parallelization mentioned in §2.1 to $H_*$, using a parameter $t = t(\ell)$, to get a $2^{-t}$-universal projective hash family $\tilde{H}_*$. From $\tilde{H}_*$ we get a corresponding approximation $\tilde{H}$ (using $K$ in place of $K_*$), and from this we get corresponding $2^{-t}$-universal HPS $\tilde{P}$.

Now, we could easily convert $\tilde{P}$ into a strongly smooth HPS by applying the Leftover Hash Lemma construction mentioned in §2.1 to the underlying projective hash family $\tilde{H}_*$. However, there is a much more direct and practical way to proceed, as we now describe.

According to Theorem 2 for any $s, x \in X$, if $k$ is chosen at random from $K_*$, subject to $\alpha(k) = s$, then $H_k(x)$ is uniformly distributed over a coset of $T(x)$ in $X$. As discussed above, for $x \in X \setminus L$, $T(x) = T$.

Now define the map $\chi : \mathbb{Z}_N \rightarrow \mathbb{Z}_2$ as follows: for $x = (a \mod N) \in \mathbb{Z}_N$, with $0 \leq a < N$, let $\chi(x) = 1$ if $a > N/2$, and $\chi(x) = 0$ otherwise. It is easy to verify that the restriction of $\chi$ to any coset of $T$ in $X$ (which is a set of the form $\{\pm x\}$ for some $x \in X$) is a one-to-one map from that coset onto $\mathbb{Z}_2$.

Let us define $H_*^\chi = (H^\chi, K_*, X, L, \mathbb{Z}_N, L, \alpha)$, where for $k \in \mathbb{Z}$, $H_k^\chi = \chi \circ H_k$.

That is, $H_*^\chi$ is the same as $H_*$, except that in $H_*^\chi$, we pass the output of the hash function for $H_*$ through $\chi$. From the observations in the previous two paragraphs, it is clear that $H_*^\chi$ is a 1/2-universal, and so 0-smooth, projective hash family.

We can apply the $t$-fold parallelization mentioned in §2.1 to $H_*^\chi$ with the parameter $t = t(\ell)$ to get a 0-smooth projective hash family $\tilde{H}^\chi$ whose hash output space is $\mathbb{Z}_2^t$. From $\tilde{H}^\chi_*$ we get a corresponding approximation $\tilde{H}^\chi$ (using $K$ in place of $K_*$), and from this we get corresponding 0-smooth HPS $\tilde{P}^\chi$.

We can apply the construction in Theorem 11 to $H_*$, using a parameter $\tilde{t} = \tilde{t}(\ell)$, obtaining a $2^{-\tilde{t}}$-universal$_2$ projective hash family $\tilde{H}_*$ for $(X \times \mathbb{Z}_2^t, L \times \mathbb{Z}_2^t)$.

From $\tilde{H}_*$ we get a corresponding approximation $\tilde{H}$ (using $K$ in place of $K_*$), and from this we get a corresponding $2^{-\tilde{t}(\ell)}$-universal$_2$ extended HPS $\tilde{P}$.

We could build our encryption scheme directly using $\tilde{P}$; however, we get more compact ciphertexts if we modify $\tilde{H}_*$ by passing its hash outputs through $\chi$, just as we did in building $H_*^\chi$, obtaining the analogous projective hash family $\tilde{H}_*^\chi$ for $(X \times \mathbb{Z}_2^t, L \times \mathbb{Z}_2^t)$. From Theorem 11 and the above discussion, it is clear that $\tilde{H}_*^\chi$ is also $2^{-\tilde{t}}$-universal$_2$. From $\tilde{H}_*^\chi$ we get a corresponding approximation $\tilde{H}^\chi$ (using $K$ in place of $K_*$), and from this we get a corresponding $2^{-\tilde{t}(\ell)}$-universal$_2$ extended HPS $\tilde{P}^\chi$. 
The Encryption Scheme

We now present in detail the encryption obtained using the HPS’s $\tilde{P}^X$ and $\tilde{P}^X$ above.

We describe the scheme for a fixed value of $N$ that is product of two $(\lambda + 1)$-bit strong primes. The message space for this scheme is $\mathbb{Z}_2^t$, where $t = \ell(\ell)$ is an auxiliary parameter. Note that $t$ may be any size – it need not be particularly large. We also need an auxiliary parameter $\hat{t} = \hat{t}(\ell)$. The value of $\hat{t}$ should be large; more precisely, $2^{-\ell(\ell)}$ should be a negligible function in $\ell$.

Let $X, L$, and $\chi$ be as defined above. Also as above, let $K = \{0, \ldots, \lfloor N/2 \rfloor\}$, and $W = \{0, \ldots, \lfloor N/4 \rfloor\}$. Let $\Gamma: \mathbb{Z}_N \times \mathbb{Z}_2^t \rightarrow \{0, 1\}^n$ be an efficiently computable injective map for an appropriate $n \geq 1$.

**Key Generation:** Choose $\mu \in \mathbb{Z}_N^*$ at random and set $g = \mu^2 \in L$. Randomly choose $k_1, \ldots, k_t, \hat{k}_1, \ldots, \hat{k}_i, \hat{k}_1, \ldots, \hat{k}_{n+\hat{t}-1} \in K$. Compute $s_i = g^{k_i} \in L$ for $i = 1, \ldots, t$, $\hat{s}_i = g^{\hat{k}_i} \in L$ for $i = 1, \ldots, \hat{t}$, and $\bar{s}_i = g^{\hat{k}_i} \in L$ for $i = 1, \ldots, n + \hat{t} - 1$. The public key is $(g; s_1, \ldots, s_t; \bar{s}_1, \ldots, \bar{s}_{\hat{t}}; \hat{s}_1, \ldots, \hat{s}_{n+\hat{t}-1})$.

The private key is $(k_1, \ldots, k_t; \hat{k}_1, \ldots, \hat{k}_i; \hat{k}_1, \ldots, \hat{k}_{n+\hat{t}-1})$.

**Encryption:** To encrypt a message $m \in \mathbb{Z}_2^t$ under a public key as above, one does the following. Choose $w \in W$ at random, and compute $x = g^w \in L$, and $y_i = s_i^w \in L$ for $i = 1, \ldots, t$. Compute $\pi = (\chi(y_1), \ldots, \chi(y_t)) \in \mathbb{Z}_2^t$ and $e = m + \pi \in \mathbb{Z}_2^t$. Compute $\bar{z}_i = s_i^w \in L$ for $i = 1, \ldots, \hat{t}$, and $\bar{z}_i = \bar{s}_i^w \in L$ for $i = 1, \ldots, n + \hat{t} - 1$, and $\hat{y}_i = \hat{z}_i \prod_{j=1}^n (\hat{z}_{i+j-1}) \gamma_j \in L$ for $i = 1, \ldots, \hat{t}$, where $(\gamma_1, \ldots, \gamma_n) = \Gamma(x, e) \in \{0, 1\}^n$. Compute $\hat{\pi} = (\chi(\hat{y}_1), \ldots, \chi(\hat{y}_t)) \in \mathbb{Z}_2^t$. The ciphertext is $(x, e, \hat{\pi})$.

**Decryption:** To decrypt a ciphertext $(x, e, \hat{\pi}) \in X \times \mathbb{Z}_2^t \times \mathbb{Z}_2^t$ under a private key as above, one does the following. Compute $\hat{y}_i = x^{\hat{k}_i + \sum_{j=1}^n \gamma_j \hat{k}_{i+j-1}} \in X$ for $i = 1, \ldots, \hat{t}$, where $(\gamma_1, \ldots, \gamma_n) = \Gamma(x, e) \in \{0, 1\}^n$. Compute $\hat{\pi}' = (\chi(\hat{y}_1), \ldots, \chi(\hat{y}_t)) \in \mathbb{Z}_2^t$. Check whether $\hat{\pi} = \hat{\pi}'$; if not, then output reject and halt. Compute $y_i = x^{k_i} \in X$ for $i = 1, \ldots, t$, $\pi = (\chi(y_1), \ldots, \chi(y_t)) \in \mathbb{Z}_2^t$, and $m = e - \pi \in \mathbb{Z}_2^t$, and then output $m$.

Note that in the decryption algorithm, we are assuming that $x \in X$, which implicitly means that the decryption algorithm should check that $x = (a \mod N)$ with $(a \mid N) = 1$.

This is precisely the scheme that our general construction in [CS2] yields. Thus, the scheme is secure against adaptive chosen ciphertext attack, provided the QR assumption holds.

As in [CS2] if we replace $\Gamma$ by a CRHF we get an even more efficient scheme with a smaller value of $n$. In fact, just a UOWHF suffices. In [CS2], we describe further variations on this scheme.

While this scheme is not nearly as efficient as our schemes based on the DDH and DCR assumptions, it is based on an assumption that is perhaps qualitatively weaker than either of these assumptions. Nevertheless, it is perhaps not so impractical. Consider some concrete security parameters. Let $N$ be a 1024-bit number. If we use this scheme just to encrypt a symmetric encryption key,
then we might let $t = 128$. We also let $\hat{t} = 128$. Let $\Gamma$ be a hash function like SHA-1, so that $n = 160$. With these choices of parameters, the size of a public or private key will be less than 70KB. Ciphertexts are quite compact, requiring 160 bytes. An encryption takes less than 600 1024-bit exponentiations modulo $N$, a decryption will require about half as many exponentiations modulo $N$, and there are a number of further optimizations that are applicable as well.
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Abstract. Cryptographic computations (decryption, signature generation, etc.) are often performed on a relatively insecure device (e.g., a mobile device or an Internet-connected host) which cannot be trusted to maintain secrecy of the private key. We propose and investigate the notion of key-insulated security whose goal is to minimize the damage caused by secret-key exposures. In our model, the secret key(s) stored on the insecure device are refreshed at discrete time periods via interaction with a physically-secure – but computationally-limited – device which stores a “master key”. All cryptographic computations are still done on the insecure device, and the public key remains unchanged. In a \((t, N)\)-key-insulated scheme, an adversary who compromises the insecure device and obtains secret keys for up to \(t\) periods of his choice is unable to violate the security of the cryptosystem for any of the remaining \(N - t\) periods. Furthermore, the scheme remains secure (for all time periods) against an adversary who compromises only the physically-secure device. We focus primarily on key-insulated public-key encryption. We construct a \((t, N)\)-key-insulated encryption scheme based on any (standard) public-key encryption scheme, and give a more efficient construction based on the DDH assumption. The latter construction is then extended to achieve chosen-ciphertext security.

1 Introduction

Motivation. Exposure of secret keys is perhaps the most devastating attack on a cryptosystem since it typically means that security is entirely lost. This problem is probably the greatest threat to cryptography in the real world: in practice, it is typically easier for an adversary to obtain a secret key from a naive user than to break the computational assumption on which the system is based. The threat is increasing nowadays with users carrying mobile devices which allow remote access from public or foreign domains.

Two classes of methods exist to deal with this problem. The first tries to prevent key exposure altogether. While this is an important goal, it is not always practical. For example, when using portable devices to perform cryptographic
operations (e.g., decrypting transmissions using a mobile phone) one must ex-
it, and thus key exposure is inevitable. Furthermore, complete preven-
tion of key exposure – even for non-mobile devices – will usually require some
degree of physical security which can be expensive and inconvenient. The second
approach assumes that key exposure will inevitably occur and seeks instead to
minimize the damage which results when keys are obtained by an adversary.
Secret sharing \[35\], threshold cryptography \[13,12\], proactive cryptography \[32\],
exposure-resilient cryptography \[9\] and forward-secure signatures \[31,5\] may all
be viewed as different means of taking this approach.

The most successful solution will involve a combination of the above ap-
proaches. Physical security may be ensured for a single device and thus we may
assume that data stored on this device will remain secret. On the other hand,
this device may be computationally limited or else not suitable for a particular
application and thus we are again faced with the problem that some keys will
need to be stored on insecure devices which are likely to be compromised during
the lifetime of the system. Therefore, techniques to minimize the damage caused
by such compromises must also be implemented.

Our Model. We focus here on a notion we term key-insulated security. Our
model is the following (the discussion here focuses on public-key encryption, yet
the term applies equally-well to the case of digital signatures). The user begins
by registering a single public key $PK$. A “master” secret key $SK^*$ is stored
on a device which is physically secure and hence resistant to compromise. All
decryption, however, is done on an insecure device for which key exposure is
expected to be a problem. The lifetime of the protocol is divided into distinct
periods $1, \ldots, N$ (for simplicity, one may think of these time periods as being of
equal length; e.g., one day). At the beginning of each period, the user interacts
with the secure device to derive a temporary secret key which will be used to
decrypt messages sent during that period; we denote by $SK_i$ the temporary key
for period $i$. On the other hand, the public key $PK$ used to encrypt messages
does not change at each period; instead, ciphertexts are now labeled with the
time period during which they were encrypted. Thus, encrypting $M$ in period $i$
results in ciphertext $\langle i, C \rangle$.

The insecure device, which does all actual decryption, is vulnerable to re-
peated key exposures; specifically, we assume that up to $t < N$ periods can be
compromised (where $t$ is a parameter). Our goal is to minimize the effect such
compromises will have. Of course, when a key $SK_i$ is exposed, an adversary will
be able to decrypt messages sent during time period $i$. Our notion of security
(informally) is that this is all an adversary can do. In particular, the adversary
will be unable to determine any information about messages sent during all time
periods other than those in which a compromise occurred. This is the strongest
level of security one can expect in such a model. We call a scheme satisfying the
above notion $(t, N)$-key-insulated.

If the physically-secure device is completely trusted, we may have this device
generate $(PK, SK^*)$ itself, keep $SK^*$, and publish $PK$. When a user requests
a key for period $i$, the device may compute $SK_i$ and send it to the user. More involved methods are needed when the physically-secure device is not trusted by the user. In this, more difficult case (which we consider here), the user may generate $(PK, SK)$ himself, publish $PK$, and then derive keys $SK^*, SK_0$. The user then sends $SK^*$ to the device and stores $SK_0$ himself. When the user requests a key for period $i$, the device sends “partial” key $SK'_i$ to the user, who may then compute the “actual” key $SK_i$ using $SK_{i-1}$ and $SK'_i$. In this way, the user’s security is guaranteed during all time periods with respect to the device itself, provided that the knowledge of $SK^*$ alone is not sufficient to derive any of the actual keys $SK_i$. We note that this strong security guarantee is essential when a single device serves many different users, offering them protection against key exposure. In this scenario, users may trust this device to update their keys, but may not want the device to be able to read their encrypted traffic. Thus, there is no reason this device should have complete (or any!) knowledge of their “actual” keys. Finally we note that assuring that the devices are synchronized to the same period (so that only one secret key per period is given by the physically secure device) and that they handle proper authenticated interaction is taken care of by an underlying protocol (which is outside our model).

Other Applications. Besides the obvious application to minimizing the risk of key exposures across multiple time periods, key-insulated security may also be used to protect against key exposures across multiple locations, or users. For example, a company may establish a single public key and distribute (different) secret keys to its various employees; each employee is differentiated by his “non-cryptographic ID” $i$ (e.g., a social security number or last name), and can use his own secret key $SK_i$ to perform the desired cryptographic operation. This approach could dramatically save on the public key size, and has the property that the system remains secure (for example, encrypted messages remain hidden) for all employees whose keys are not exposed.

A key-insulated scheme may also be used for purposes of delegation [22]; here, a user (who has previously established a public key) delegates his rights in some specified, limited way to a second party. In this way, even if up to $t$ of the delegated parties’ keys are lost, the remaining keys – and, in particular, the user’s secret key – are secure.

Finally, we mention the application of key escrow by legal authorities. For example, consider the situation in which the FBI wants to read email sent to a particular user on a certain date. If a key-insulated scheme (updated daily) is used, the appropriate key for up to $t$ desired days can be given to the FBI without fear that this will enable the FBI to read email sent on other days. A similar application (with weaker security guarantees) was considered by [2].

Our Contributions. We introduce the notion of key-insulated security and construct efficient schemes secure under this notion. Although our definition may be applied to a variety of cryptographic primitives, we focus here on public-key encryption. In Section 3, we give a generic construction of a $(t, N)$-key-insulated encryption scheme based on any (standard) public-key encryption scheme. Section 4 gives a more efficient construction which is secure under the DDH assumption.
Both of these schemes achieve semantic security; however, we show in Section 5 how the second scheme can be improved to achieve chosen-ciphertext security. In a companion paper [15], we consider key-insulated security of signature schemes.

Related Work. Arriving at the right definitions and models for the notion we put forth here has been somewhat elusive. For example, Girault [21] considers a notion similar to key-insulated security of signature schemes. However, [21] does not present any formal definitions, nor does it present schemes which are provably secure. Recently and concurrently with our work, other attempts at formalizing key-insulated public-key encryption have been made [36,30]. However, these works consider only a non-adaptive adversary who chooses which time periods to expose at the outset of the protocol, whereas we consider the more natural and realistic case of an adaptive adversary who may choose which time periods to expose at any point during protocol execution. Furthermore, the solution of [36] for achieving chosen-ciphertext security is proven secure in the random oracle model; our construction of Section 5 is proven secure against chosen-ciphertext attacks in the standard model ([30] does not address chosen-ciphertext security at all). Finally, our definition of security is stronger than that considered in [36,30]. Neither work considers the case of an untrusted, physically-secure device. Additionally, [30] require only that an adversary cannot fully determine an un-exposed key $SK_i$; we make the much stronger requirement that an adversary cannot break the underlying cryptographic scheme for any (set of) un-exposed periods.

Our notion of security complements the notion of forward security for digital signatures [3]. In this model [35], an adversary who compromises the system during a particular time period obtains all the secret information which exists at that point in time. Clearly, in such a setting one cannot hope to prevent the adversary from signing messages associated with future time periods (since the adversary has all relevant information), even though no explicit key exposures happen during those periods. Forward-secure signatures, however, prevent the adversary from signing messages associated with prior time periods. Many improved constructions of forward-secure signatures have subsequently appeared [1,28,25,31].

Our model uses a stronger assumption in that we allow for (a limited amount of) physically-secure storage which is used exclusively for key updates and is not used for the actual cryptographic computations. As a consequence, we are able to obtain a much stronger level of security in that the adversary is unable to sign/decrypt messages at any non-compromised time period, both in the future and in the past.

An identity-based encryption scheme may be converted to an $(N - 1, N)$-key-insulated encryption scheme by viewing the period number as an “identity” and having the physically-secure device implement the trusted third party. In

---

1 Although forward-security also applies to public-key encryption, forward-secure encryption schemes are not yet known. The related notion of “perfect forward secrecy” [14], where the parties exchange ephemeral keys on a per-session basis, is incomparable to our notion here.
fact, our notion of \((t, N)\)-key-insulated encryption with a fully trusted device can be viewed as a relaxation of identity-based encryption, where we do not insist on \(t = N - 1\). Only recently Boneh and Franklin [7] have proposed a practical, identity-based encryption scheme; they also mention the above connection. It should be noted, however, that the security of their scheme is proven in the random oracle model under a very specific, number-theoretic assumption. By focusing on key-insulated security for \(t \ll N\), as we do here, schemes based on alternate assumptions and/or with improved efficiency and functionality may be designed.

2 Definitions

2.1 The Model

We now provide a formal model for key-insulated security, focusing on the case of public-key encryption (other key-insulated primitives can be defined similarly; e.g., signature schemes are treated in [15]). Our definition of a key-updating encryption scheme parallels the definition of a key-evolving signature scheme which appears in [5], with one key difference: in a key-updating scheme there is some data (in particular, \(SK^*\)) which is never erased since it is stored on a physically-secure device. However, since the physically-secure device may not be fully trusted, new security concerns arise.

Definition 1. A key-updating (public-key) encryption scheme is a 5-tuple of poly-time algorithms \((G, U^*, U, E, D)\) such that:

- \(G\), the key generation algorithm, is a probabilistic algorithm which takes as input a security parameter \(1^k\) and the total number of time periods \(N\). It returns a public key \(PK\), a master key \(SK^*\), and an initial key \(SK_0\).
- \(U^*\), the device key-update algorithm, is a deterministic algorithm which takes as input an index \(i\) for a time period (throughout, we assume \(1 \leq i \leq N\)) and the master key \(SK^*\). It returns the partial secret key \(SK'_i\) for time period \(i\).
- \(U\), the user key-update algorithm, is a deterministic algorithm which takes as input an index \(i\), secret key \(SK_{i-1}\), and a partial secret key \(SK'_i\). It returns secret key \(SK_i\) for time period \(i\) (and erases \(SK_{i-1}, SK'_i\)).
- \(E\), the encryption algorithm, is a probabilistic algorithm which takes as input a public-key \(PK\), a time period \(i\), and a message \(M\). It returns a ciphertext \(\langle i, C \rangle\).
- \(D\), the decryption algorithm, is a deterministic algorithm which takes as input a secret key \(SK_i\) and a ciphertext \(\langle i, C \rangle\). It returns a message \(M\) or the special symbol \(\bot\).

We require that for all messages \(M\), \(D_{SK_i}(E_{PK}(i, M)) = M\).

A key-updating encryption scheme is used as one might expect. A user begins by generating \((PK, SK^*, SK_0) \leftarrow G(1^k, N)\), registering \(PK\) in a central location.
(just as he would for a standard public-key scheme), storing $SK^*$ on a physically-secure device, and storing $SK_0$ himself. At the beginning of time period $i$, the user requests $SK'_i = U^*(i, SK^*)$ from the secure device. Using $SK'_i$ and $SK_{i-1}$, the user may compute $SK_i = U(i, SK_{i-1}, SK'_i)$. This key may be used to decrypt messages sent during time period $i$ without further access to the device. After computation of $SK_i$, the user must erase $SK'_i$ and $SK_{i-1}$. Note that encryption is always performed with respect to a fixed public key $PK$ which need not be changed. Also note that the case when the device is fully trusted corresponds to $SK_0 = \bot$ and $SK_i = SK'_i$.

**Random-Access Key Updates.** All the schemes we construct will have a useful property we call random-access key updates. For any current period $j$ and any desired period $i$, it is possible to update the secret key from $SK_j$ to $SK_i$ in “one shot”. Namely, we can generalize the key updating algorithms $U^*$ and $U$ to take a pair of periods $i$ and $j$ such that $U^*((i,j), SK^*)$ outputs the partial key $SK'_{ij}$ and $U((i,j), SK_j, SK'_{ij})$ outputs $SK_i$. Our definition above implicitly fixes $j = i - 1$. We remark that random-access key updates are impossible to achieve in the forward-security model.

### 2.2 Security

The are three types of exposures we protect against: (1) ordinary key exposure, which models (repeated) compromise of the insecure storage (i.e., leakage of $SK_i$); (2) key-update exposure, which models (repeated) compromise of the insecure device during the key-updating step (i.e., leakage of $SK_{i-1}$ and $SK'_i$); and (3) master key exposure, which models compromise of the physically-secure device (i.e., leakage of $SK^*$; this includes the case when the device itself is untrusted).

To formally model key exposure attacks, we give the adversary access to two (possibly three) types of oracles. The first is a key exposure oracle $\text{Exp}_{SK^*, SK_0}(\cdot)$ which, on input $i$, returns the temporary secret key $SK_i$ (note that $SK_i$ is uniquely defined by $SK^*$ and $SK_0$). The second is a left-or-right encryption oracle $\text{LR}_{PK, b}((\cdot), (\cdot), (\cdot))$, where $b = b_1 \ldots b_N \in \{0,1\}^N$, defined as: $LR_{PK,b}(i,M_0,M_1) \overset{\text{def}}{=} E_{PK}(i,M_{b_i})$. This models encryption requests by the adversary for time periods and message pairs of his choice. We allow the adversary to interleave encryption requests and key exposure requests, and in particular the key exposure requests of the adversary may be made adaptively and in any order. Finally, we may also allow the adversary access to a decryption oracle $\text{D}_{SK^*, SK_0}(\cdot)$ that, on input $(i,C)$, computes $D_{SK_i}((i,C))$. This models a chosen-ciphertext attack by the adversary.

The vector $b$ for the left-or-right oracle will be chosen randomly, and the adversary succeeds by guessing the value of $b_i$ for any un-exposed time period $i$. Informally, a scheme is secure if any probabilistic polynomial time (PPT) adversary has success negligibly close to $1/2$. More formally:
Definition 2. Let $\Pi = (G, U^*, U, E, D)$ be a key-updating encryption scheme. For adversary $A$, define the following:

$$
\text{Succ}_{A, \Pi}(k) \overset{\text{def}}{=} \Pr \left[ (PK, SK^*, SK_0) \leftarrow G(1^k, N); b \leftarrow \{0, 1\}^N; 
(i, b') \leftarrow A^{LR_{PK, b^{\cdot \cdot \cdot}}, \text{Exp}_{SK^*, SK_0}^{\cdot \cdot \cdot}, O^{\cdot \cdot \cdot}(PK) : b' = b_1^i} \right],
$$

where $i$ was never submitted to $\text{Exp}_{SK^*, SK_0}^{\cdot \cdot \cdot}(\cdot)$, and $O^{\cdot \cdot \cdot} = \bot$ for a plaintext-only attack and $O^{\cdot \cdot \cdot} = D_{SK^*, SK_0}^{\cdot \cdot \cdot}(\cdot)$ for a chosen-ciphertext attack (in the latter case the adversary is not allowed to query $D^*((i, C))$ if $(i, C)$ was returned by $LR(i, \cdot, \cdot)$). $\Pi$ is $(t, N)$-key-insulated if, for any PPT $A$ who submits at most $t$ requests to the key-exposure oracle, $|\text{Succ}_{A, \Pi}(k) - 1/2|$ is negligible.

As mentioned above, we may also consider attacks in which an adversary breaks in to the user’s storage while a key update is taking place (i.e., the exposure occurs between two periods $i - 1$ and $i$); we call this a key-update exposure at period $i$. In this case, the adversary receives $SK_{i-1}$, $SK_i^*$, and (can compute) $SK_i$. Informally, we say a scheme has secure key updates if a key-update exposure at period $i$ is equivalent to key exposures at periods $i - 1$ and $i$ and no more. More formally:

Definition 3. Key-updating encryption scheme $\Pi$ has secure key updates if the view of any adversary $A$ making a key-update exposure request at period $i$ can be perfectly simulated by an adversary $A'$ who makes key exposure requests at periods $i - 1$ and $i$.

This property is desirable in real-world implementations of a key-updating encryption scheme since an adversary who gains access to the user’s storage is likely to have access for several consecutive time periods (i.e., until the user detects or re-boots), including the key updating steps.

We also consider attacks which compromise the physically-secure device (this includes attacks in which this device is untrusted). Here, our definition requires that the encryption scheme be secure against an adversary which is given $SK^*$ as input. Note that we do not require security against an adversary who compromises both the user’s storage and the secure device – in our model this is impossible since, given $SK^*$ and $SK_i$, an adversary can compute $SK_j$ (at least for $j > i$) by himself.

Definition 4. Let $\Pi$ be a key-updating scheme which is $(t, N)$-key-insulated. For any adversary $B$, define the following:

$$
\text{Succ}_{B, \Pi}(k) \overset{\text{def}}{=} \Pr \left[ (PK, SK^*, SK_0) \leftarrow G(1^k, N); b \leftarrow \{0, 1\}^N; 
(i, b') \leftarrow B^{LR_{PK, b^{\cdot \cdot \cdot}}, O^{\cdot \cdot \cdot}(PK, SK^*) : b' = b_1^i} \right],
$$

where $O^{\cdot \cdot \cdot} = \bot$ for a plaintext-only attack and $O^{\cdot \cdot \cdot} = D_{SK^*, SK_0}^{\cdot \cdot \cdot}(\cdot)$ for a chosen-ciphertext attack (in the latter case the adversary is not allowed to query $D^*((i, C))$ if $(i, C)$ was returned by $LR(i, \cdot, \cdot)$). $\Pi$ is strongly $(t, N)$-key-insulated if, for any PPT $B$, $|\text{Succ}_{B, \Pi}(k) - 1/2|$ is negligible.
3 Generic Semantically-Secure Construction

Let \((G, E, D)\) be any semantically secure encryption scheme. Rather than giving a separate (by now, standard) definition, we may view it simply as a \((0, 1)\)-key-insulated scheme. Namely, only one secret key \(SK\) is present, and any PPT adversary, given \(PK\) and the left-or-right-oracle \(LR_{PK,b}\), cannot predict \(b\) with success non-negligibly different from 1/2. Hence, our construction below can be viewed as an amplification of a \((0, 1)\)-key-insulated scheme into a general \((t, N)\)-key-insulated scheme.

We will assume below that \(t, \log N = O(poly(k))\), where \(k\) is our security parameter. Thus, we allow exponentially-many periods, and can tolerate exposure of any polynomial number of keys. We assume that \(E\) operates on messages of length \(\ell = \ell(k)\), and construct a \((t, N)\)-key-insulated scheme operating on messages of length \(L = L(k)\).

**Auxiliary Definitions.** We need two auxiliary definitions: that of an *all-or-nothing transform* \([34,8]\) (AONT) and a *cover-free family* \([18,16]\). Informally, an AONT splits the message \(M\) into \(n\) secret shares \(x_1, \ldots, x_n\) (and possibly one public share \(z\)), and has the property that \((1)\) the message \(M\) can be efficiently recovered from all the shares \(x_1, \ldots, x_n, z\), but \((2)\) missing even a single share \(x_j\) gives “no information” about \(M\). As such, it is a generalization of \((n-1,n)\)-secret sharing. We formalize this, modifying the conventional definitions \([8,9]\) to a form more compatible with our prior notation.

**Definition 5.** An efficient randomized transformation \(T\) is called an \((L, \ell, n)\)-AONT if: \((1)\) on input \(M \in \{0, 1\}^L\), \(T\) outputs \((X, z) \defeq (x_1, \ldots, x_n, z)\), where \(x_j \in \{0, 1\}^\ell\); \((2)\) there exists an efficient inverse function \(I\) such that \(I(X, z) = M\); \((3)\) \(T\) satisfies the indistinguishability property described below.

Let \(X_{-j} = (x_1, \ldots, x_{j-1}, x_{j+1}, \ldots, x_n)\) and \(T_{-j}(M) = (X_{-j}, z)\), where \((X, z) \ tolerated by \(LR_{b}(j, M_0, M_1) \defeq T_{-j}(M_B)\), where \(b \in \{0, 1\}\). For any PPT \(A\), we let \(\text{Succ}_{A,T}(k) \defeq \Pr[b \leftarrow \{0, 1\}; \ b' \leftarrow A^{LR_{0, \ldots, 1}}(1^k): b' = b]\). We require that \(|\text{Succ}_{A,T}(k) - 1/2| < \text{negligible}\).

A family of subsets \(S_1 \ldots S_N\) over some universe \(U\) is said to be \(t\)-cover-free if no \(t\) subsets \(S_{i_1}, \ldots, S_{i_t}\) contain a (different) subset \(S_{i_0}\); in other words, for all \(\{i_0, \ldots, i_t\}\) with \(i_0 \notin \{i_1, \ldots, i_t\}\), we have \(S_{i_0} \not\subseteq \bigcup_{j=1}^{t} S_{i_j}\). A family is said to be \((t, \alpha)\)-cover-free, where \(0 < \alpha < 1\), if, for all \(\{i_0, \ldots, i_t\}\) with \(i_0 \notin \{i_1, \ldots, i_t\}\), we have \(|S_{i_0} \setminus \bigcup_{j=1}^{t} S_{i_j}| \geq \alpha|S_{i_0}|\). Such families are well known and have been used several times in cryptographic applications \([10,29,20]\). In what follows, we fix \(\alpha = 1/2\) for simplicity, and will use the following (essentially optimal) result, non-constructively proven by \([18]\) and subsequently made efficient by \([29,24]\).

**Theorem 1 \([18,29,24]\).** For any \(N\) and \(t\), one can efficiently construct a \((t, 1/2)\)-cover-free collection of \(N\) subsets \(S_1, \ldots, S_N\) of \(U = \{1, \ldots, u\}\), with \(|S_i| = n\) for all \(i\), satisfying: \(u = \Theta(t^2 \log N)\) and \(n = \Theta(t \log N)\).

Since we assumed that \(t, \log N = O(poly(k))\), we have \(u, n = O(poly(k))\) as well.
Construction. For simplicity, we first describe the scheme which is not strongly secure (see Definition 4), and then show a modification making it strongly secure. Let \( S_1, \ldots, S_N \subset [u] \) be the \((t, \frac{1}{2})\)-cover-free family of \( n\)-element sets, as given by Theorem 1. Also, let \( \mathcal{T} \) be a secure \((L, \ell, n)\)-AONT. Our \((t, N)\)-key-insulated scheme will have a set of \( u \) independent encryption/decryption keys \((sk_r, pk_r)\) for our basic encryption \( E \), of which only the subset \( S_i \) will be used at time period \( i \). Specifically, the public key of the scheme will be \( PK = \{pk_1, \ldots, pk_u\} \), the secret key at time \( i \) will be \( SK_i = \{sk_r : r \in S_i\} \), and the master key (for now) will be \( SK^* = \{sk_1, \ldots, sk_u\} \). We define the encryption of \( M \in \{0, 1\}^L \) at time period \( i \) as:

\[
E_{PK}(i, M) = \langle i, (E_{pk_{r_1}}(x_1), \ldots, E_{pk_{r_n}}(x_n), z) \rangle,
\]

where \( (x_1, \ldots, x_n, z) \leftarrow \mathcal{T}(M) \) and \( S_i = \{r_1, \ldots, r_n\} \). To decrypt \( \langle i, (y_1, \ldots, y_n, z) \rangle \) using \( SK_i = \{sk_r : r \in S_i\} \), the user first recovers the \( x_j \)'s from the \( y_j \)'s using \( D \), and then recovers the message \( M = \mathcal{T}(x_1, \ldots, x_n, z) \). Key updates are trivial: the device sends the new key \( SK_i \) and the user erases the old key \( SK_{i-1} \). Obviously, the scheme supports secure key updates as well as random-access key updates.

Security. We informally argue the \((t, N)\)-key-insulated security of this scheme (omitting the formal proof due to space limitations). The definition of the AONT implies that the system is secure at time period \( i \) provided the adversary misses at least one key \( sk_r \), where \( r \in S_i \). Indeed, semantic security of \( E \) implies that the adversary completely misses the shares encrypted with \( sk_r \) in this case, and hence has no information about the message \( M \). On the other hand, if the adversary learn any \( t \) keys \( SK_{i_1}, \ldots, SK_{i_t} \), he learns the auxiliary keys \( \{sk_r : r \in S_{i_1} \cup S_{i_2} \cup \cdots \cup S_{i_t}\} \). Hence, the necessary and sufficient condition for \((t, N)\)-key-insulated security is exactly the \( t \)-cover freeness of the \( S_i \)'s! The parameter \( \alpha = \frac{1}{2} \) is used to improve the exact security of our reduction.

Theorem 2. The generic scheme \( \Pi \) described above is \((t, N)\)-key-insulated with secure key updates, provided \((G, E, D)\) is semantically-secure, \( \mathcal{T} \) is a secure \((L, \ell, n)\)-AONT, and the family \( S_1, \ldots, S_N \) is \((t, \frac{1}{2})\)-cover-free. Specifically, breaking the security of \( \Pi \) with advantage \( \varepsilon \) implies the same for either \((G, E, D)\) or \( \mathcal{T} \) with advantage at least \( \Omega(\varepsilon/t) \).

Strong Key-Insulated Security. The above scheme is not strongly \((t, N)\)-key-insulated since the device stores all the secret keys \((sk_1, \ldots, sk_u)\). However, we can easily fix this problem. The user generates one extra key pair \((sk_0, pk_0)\). It publishes \( pk_0 \) together with the other public keys, but keeps \( sk_0 \) for itself (never erasing it). Assuming now that \( \mathcal{T} \) produces \( n+1 \) secret shares \( x_0, \ldots, x_n \) rather than \( n \), we just encrypt the first share \( x_0 \) with \( pk_0 \) (and the others, as before, with the corresponding keys in \( S_i \)). Formally, let \( S'_i = S_i \cup \{0\} \), the master key is still \( SK^* = \{sk_1, \ldots, sk_u\} \), but now \( PK = \{pk_0, pk_1, \ldots, pk_u\} \) and the \( i \)-th secret key is \( SK_i = \{sk_r : r \in S'_i\} \). Strong key-insulated security of this scheme follows a similar argument as in Theorem 2.

Efficiency. The main parameters of the scheme are: (1) the size of \( PK \) and \( SK^* \) are both \( u = O(t^2 \log N) \); and (2) the user’s storage and the number of local
encryptions per global encryption are both \( n = O(t \log N) \). In particular, the surprising aspect of our construction is that it supports an exponential number of exposures we allow. Since \( t \) is usually quite small (say, \( t = O(1) \) and certainly \( t \ll N \)), we obtain good parameters considering the generality of the scheme. (In Section 4 we use a specific encryption scheme and achieve \( |PK|, |SK^*| = O(t) \) and \( |SK_i| = O(1) \).)

Additionally, the choice of a secure \((L, \ell, n)\)-AONT defines the tradeoff between the number of encrypted bits \( L \) compared to the total encryption size, which is \((\beta n \ell + |z|)\), where \( \beta \) is the expansion of \( E \), and \(|z|\) is the size of the public share. In particular, if \( L = \ell \), we can use any traditional \((n - 1, n)\)-secret sharing scheme (e.g., Shamir’s scheme [35], or even XOR-sharing: pick random \( x_j \)'s subject to \( M = \bigoplus x_j \)). This way we have no public part, but the ciphertext increases by a factor of \( \beta n \) as compared to the plaintext. Computationally-secure AONT’s allow for better tradeoffs. For example, using either the computational secret sharing scheme of [27], or the AONT constructions of [9], we can achieve \(|z| = L\), while \( \ell \) can be as small as the security parameter \( k \) (in particular, \( \ell \ll L \)). Thus, we get additive increase \( \beta n \ell \), which is essentially independent of \( L \). Finally, in the random oracle model, we could use the construction of [8] achieving \(|z| = 0\), \( L = \ell (n - 1)\), so the ciphertext size is \( \beta \ell n \approx \beta L \). Finally, in practice one would use the above scheme to encrypt a random key \( K \) (which is much shorter than \( M \)) for a symmetric-key encryption scheme, and concatenate to this the symmetric-key encryption of \( M \) using \( K \).

**Adaptive vs. Non-adaptive Adversaries.** Theorem 2 holds for an adaptive adversary who makes key exposure requests based on all information collected so far. We notice, however, that both the security and the efficiency of our construction could be somewhat improved for non-adaptive adversaries, who choose the key-exposure periods \( i_1, \ldots, i_t \) at the outset of the protocol (which is the model of [36, 30, 2]). For example, it is easy to see that we no longer lose the factor \( t \) in the security of our reduction in Theorem 2. As for the efficiency, instead of using an AONT (which is essentially an \((n - 1, n)\)-secret sharing scheme), we can now use any \((n/2, n)\)-“ramp” secret sharing scheme [6]. This means that \( n \) shares reconstruct the secret, but any \( n/2 \) shares yield no information about the secret. Indeed, since our family is \((t, \frac{1}{2})\)-cover-free, any non-exposed period will have the adversary miss more than half of the relevant secret keys. For non-adaptive adversaries, we know at the outset which secret keys are non-exposed, and can use a simple hybrid argument over these keys to prove the security of the modified scheme. For example, we can use the “ramp” generalization of Shamir’s secret sharing scheme proposed by Franklin and Yung [19], and achieve \( L = \ell n/2 \) instead of \( L = \ell \) resulting from regular Shamir’s \((n - 1, n)\)-scheme.

---

2 Here the message length \( L = \ell n/2 \), and the \( \ell \)-bit parts \( m_1, \ldots, m_{n/2} \) of \( M \) are viewed as the \( n/2 \) lower order coefficients of an otherwise random polynomial of degree \((n - 1)\) over \( GF[2^\ell] \). This polynomial is then evaluated at \( n \) points of \( GF[2^\ell] \) to give the final \( n \) shares.
4 Semantic Security Based on DDH

In this section, we present an efficient strongly \((t,N)\)-key-insulated scheme, whose semantic security can be proved under the DDH assumption.

We first describe the basic encryption scheme we build upon. The key generation algorithm \(\text{Gen}(1^k)\) selects a random prime \(q\) with \(|q| = k\) such that \(p = 2q + 1\) is prime. This defines a unique subgroup \(\mathbb{G} \subset \mathbb{Z}_q^*\) of size \(q\) in which the DDH assumption is assumed to hold; namely, it is hard to distinguish a random tuple \((g, h, u, v)\) of four independent elements in \(\mathbb{G}\) from a random tuple satisfying \(\log_q u = \log_q v\). Given group \(\mathbb{G}\), key generation proceeds by selecting random elements \(g, h \in \mathbb{G}\) and random \(x, y \in \mathbb{Z}_q\). The public key consists of \(g, h,\) and the Pedersen commitment \(33\) to \(x\) and \(y\): \(z = g^x h^y\). The secret key contains both \(x\) and \(y\). To encrypt \(M \in \mathbb{G}\), choose random \(r \in \mathbb{Z}_q\) and compute \((g^r, h^r, z^r M)\). To decrypt \((u, v, w)\), compute \(M = w/u^v v^y\). This scheme is very similar to El Gamal encryption \(17\), except it uses two generators. It has been recently used by \(26\) in a different context.

Our Scheme. Our \((t,N)\)-key-insulated scheme builds on the above basic encryption scheme and is presented in Figure 1. The key difference is that, after choosing \(\mathbb{G}, g, h\), as above, we select two random polynomials \(f_x(\tau) \overset{\text{def}}{=} \sum_{j=0}^t x_j^* \tau^j\) and \(f_y(\tau) \overset{\text{def}}{=} \sum_{j=0}^t y_j^* \tau^j\) over \(\mathbb{Z}_q\) of degree \(t\). The public key consists of \(g, h\) and Pedersen commitments \(\{z_0^*, \ldots, z_t^*\}\) to the coefficients of the two polynomials (see Figure 1). The user stores the constant terms of the two polynomials (i.e., \(x_0^*\) and \(y_0^*) and the remaining coefficients are stored by the physically-secure device. To encrypt during period \(i\), first \(z_i\) is computed from the public key as \(z_i \overset{\text{def}}{=} \Pi_{j=0}^t (z_j^*)^{i^j}\). Then (similar to the basic scheme), encryption of message \(M\) is done by choosing \(r \in \mathbb{Z}_q\) at random and computing \((g^r, h^r, z^r M)\). Using our notation from above, it is clear that \(z_i = g^{f_x(i)} h^{f_y(i)}\). Thus, as long as the user has secret key \(SK_i = (f_x(i), f_y(i))\) during period \(i\), decryption during that period may be done just as in the basic scheme. As for key evolution, the user begins with \(SK_0 = (x_0^*, y_0^*) = (f_x(0), f_y(0))\). At the start of any period \(i\), the device transmits partial key \(SK_i' = (x_i', y_i')\) to the user. Note that (cf. Figure 1) \(x_i' = f_x(i) - f_x(i - 1)\) and \(y_i' = f_y(i) - f_y(i - 1)\). Thus, since the user already has \(SK_{i-1}\), the user may easily compute \(SK_i\) from these values. At this point, the user erases \(SK_{i-1}\), and uses \(SK_i\) to decrypt for the remainder of the time period.

Theorem 3. Under the DDH assumption, the encryption scheme of Figure 7 is strongly \((t,N)\)-key-insulated under plaintext-only attacks. Furthermore, it has secure key updates and supports random-access key updates.

Proof. Showing secure key updates is trivial, since an adversary who exposes keys \(SK_{i-1}\) and \(SK_i\) can compute the value \(SK_i'\) by itself (and thereby perfectly simulate a key-update exposure at period \(i\)). Similarly, random-access key updates can be done using partial keys \(SK'_{ij} = (x'_{ij}, y'_{ij})\), where \(x'_{ij} = f_x(i) - f_x(j)\), \(y'_{ij} = f_y(i) - f_y(j)\). The user can then compute \(x_i = x_j + x'_{ij}\) and \(y_i = y_j + y'_{ij}\).
\( \mathcal{G}(1^k): (g, h, q) \leftarrow \text{Gen}(1^k); \ x_0^*, y_0^*, \ldots, x_t^*, y_t^* \leftarrow \mathbb{Z}_q \)

\[ z_0^* := g^{r^*} h^{y_0^*}, \ldots, z_t^* := g^{r^*_t} h^{y_t^*}; \ PK := (g, h, z_0^*, \ldots, z_t^*) \]

\( SK^* := (x_1^*, y_1^*, \ldots, x_t^*, y_t^*); \ SK_0 := (x_0^*, y_0^*) \)

\[ \text{return } PK, SK^*, SK_0 \]

\[ \mathcal{U}^*(i, SK^* = (x_1^*, y_1^*, \ldots, x_t^*, y_t^*)): \]

\[ x_i^* := \sum_{j=1}^{t} x_j^* (i^j - (i - 1)^j) \]

\[ y_i^* := \sum_{j=1}^{t} y_j^* (i^j - (i - 1)^j) \]

\[ \text{return } SK_i^* = (x_i^*, y_i^*) \]

\[ \mathcal{D}_{(x_1^*, y_1^*)}(i, C = (u, v, w)): \]

\[ M := w/u^{x_i^*} v^{y_i^*} \]

\[ \text{return } M \]

\[ \mathcal{E}_{(g, h, z_0^*, \ldots, z_t^*)}(i, M): \]

\[ z_i := \prod_{j=0}^{t} (z_j^*)^j \]

\[ r \leftarrow \mathbb{Z}_q \]

\[ C := (g^r, h^r, z_i^* M) \]

\[ \text{return } (i, C) \]

**Fig. 1.** Semantically-secure key-updating encryption scheme based on DDH.

We now show that the scheme satisfies Definition 2. By a standard hybrid argument \[4\], it is sufficient to consider an adversary \( A \) who asks a single query to its left-or-right oracle (for some time period \( i \) of \( A \)’s choice) and must guess the value \( b_i \). So we assume \( A \) makes only a single query to the LR oracle during period \( i \) for which it did not make a key exposure request. In the original experiment (cf. Figure 1), the output of \( LR_{PK,b}(i, M_0, M_1) \) is defined as follows: choose \( r \in \mathbb{Z}_q \) at random and output \( (g^r, h^r, z_i^* M_0) \). Given a tuple \( (g, h, u, v) \) which is either a DDH tuple or a random tuple, modify the original experiment as follows: the output of \( LR_{PK,b}(i, M_0, M_1) \) will be \( (u, v, u^{x_i^*} v^{y_i^*} M_0) \). Note that if \( (g, h, u, v) \) is a DDH tuple, then this is a perfect simulation of the original experiment. On the other hand, if \( (g, h, u, v) \) is a random tuple then, under the DDH assumption, the success of any PPT adversary in this modified experiment cannot differ by more than a negligible amount from its success in the original experiment. It is important to note that, in running the experiment, we can answer all of \( A \)’s key exposure requests correctly since all secret keys are known. Thus, in contrast to \[30,30\], we may handle an adaptive adversary who chooses when to make key exposure requests based on all information seen during the experiment.

Assume now that \( (g, h, u, v) \) is a random tuple and \( \log g \neq \log u \) (this will occur with all but negligible probability). We claim that the adversary’s view in the modified experiment is independent of \( b \). Indeed, the adversary knows only \( t \) values of \( f_x(\cdot) \) and \( f_y(\cdot) \) (at points other than \( i \), and since both \( f_x(\cdot) \) and \( f_y(\cdot) \) are random polynomials of degree \( t \), the values \( x_i, y_i (= f_x(i), f_y(i)) \) are information-theoretically uniformly distributed, subject only to:

\[ \log g \ z_i = x_i + y_i \log g h. \]  

Consider the output of the encryption oracle \( (u, v, u^{x_i^*} v^{y_i^*} M_0) \). Since:

\[ \log u (u^{x_i^*} v^{y_i}) = x_i + y_i \log u v, \]  

\[ \log g \ z_i = x_i + y_i \log g h. \]
and (1) and (2) are linearly independent, the conditional distribution of $u^{x_i y_i}$ (conditioned on $b_i$ and the adversary’s view) is uniform. Thus, the adversary’s view is independent of $b_i$ (and hence $b$). This implies that the success probability of $A$ in this modified experiment is $1/2$, and hence the success probability of $A$ in the original experiment is at most negligibly different from $1/2$.

We now consider security against the physically-secure device; in this case, there are no key exposure requests but the adversary learns $SK^*$. Again, it is sufficient to consider an adversary who asks a single query to its left-or-right oracle (for time period $i$ of its choice) and must guess the value $b_i$. Since $SK^*$ only contains the $t$ highest-order coefficients of $t$-degree polynomials, the pair $(x_i, y_i)$ is information-theoretically uniformly distributed (for all $i$) subject to $x_i + y_i \log h = \log g z_i$. An argument similar to that given previously shows that the success probability of the adversary is at most negligibly better than $1/2$, and hence the scheme satisfies Definition 4.

5 Chosen-Ciphertext Security Based on DDH

We may modify the scheme given in the previous section so as to be resistant to chosen-ciphertext attacks. In doing so, we build upon the chosen-ciphertext-secure (standard) public-key encryption scheme of Cramer and Shoup [11].

![Fig. 2. Chosen-ciphertext-secure key-updating encryption scheme based on DDH.](image-url)
We briefly review the “basic” Cramer-Shoup scheme (in part to conform to the notation used in Figure 2). Given generators $g, h$ of group $G$ (as described in the previous section), secret keys $\{x_n, y_n\}_{0 \leq n \leq 2}$ are chosen randomly from $\mathbb{Z}_q$. Then, public-key components $z = g^{x_0}h^{y_0}$, $c = g^{x_1}h^{y_1}$, and $d = g^{x_2}h^{y_2}$ are computed. In addition, a function $H$ is randomly chosen from a family of universal one-way hash functions. The public key is $(g, h, z, c, d, H)$.

To encrypt a message $M \in G$, a random element $r \in \mathbb{Z}_q$ is chosen and the ciphertext is: $(g^r, h^r, z^r M, (cd^\alpha)^r)$, where $\alpha = H(g^r, h^r, z^r M)$. To decrypt a ciphertext $(u, v, w, e)$, we first check whether $u^{x_1 + x_2 \alpha y_1 + y_2 \alpha} = e$. If not, we output $\perp$. Otherwise, we output $M = w/u^{x_0}v^{y_0}$.

In our extended scheme (cf. Figure 2), we choose six random, degree-$t$ polynomials (over $\mathbb{Z}_q$) $f_{x_0}$, $f_{y_0}$, $f_{x_1}$, $f_{y_1}$, $f_{x_2}$, $f_{y_2}$, where $f_{x_n}(\tau) \overset{\text{def}}{=} \sum_{j=0}^{t} x_{j,n} \tau^j$ and $f_{y_n}(\tau) \overset{\text{def}}{=} \sum_{j=0}^{t} y_{j,n} \tau^j$ for $0 \leq n \leq 2$. The public key consists of $g, h, H$, and Pedersen commitments to the coefficients of these polynomials. The user stores the constant term and the coefficient of the linear term for each of these polynomials, and the remaining coefficients are stored by the physically-secure device.

To decrypt during period $i$, a user first computes $z_i, c_i$, and $d_i$ by evaluating the polynomials “in the exponent” (see Figure 2). Then, just as in the basic scheme, encryption of $M$ is performed by choosing random $r \in \mathbb{Z}_q$ and computing $(g^r, h^r, z_i^r M, (c_i d_i^\alpha)^r)$, where $\alpha \overset{\text{def}}{=} H(g^r, h^r, z_i^r M)$. Notice that $z_i = g^{f_{x_0}(i)} h^{f_{y_0}(i)}, c_i = g^{f_{x_1}(i)} h^{f_{y_1}(i)}$, and $d_i = g^{f_{x_2}(i)} h^{f_{y_2}(i)}$. Thus, the user can decrypt (just as in the basic scheme) as long as he has $f_{x_n}(i), f_{y_n}(i)$ for $0 \leq n \leq 2$.

In fact, the secret key $SK_i$ includes these values; in addition, the secret key at all times includes the linear coefficients $x_{1,0}^*, y_{1,0}^*, \ldots, x_{1,2}^*, y_{1,2}^*$. These values are used to help update $SK_i$.

**Theorem 4.** Under the DDH assumption, the encryption scheme of Figure 2 is strongly $(t - 2, N)$-key-insulated under chosen-ciphertext attacks. Furthermore, the scheme has secure key updates and supports random-access key updates.

**Proof.** That the scheme has secure key updates is trivial, since $SK'_i$ may be computed from $SK_{i-1}$ and $SK_i$. Random-access key updates are done analogously to the scheme of the previous section. We now show the key-insulated security of the scheme (cf. Definition 2). A standard hybrid argument [4] shows that it is sufficient to consider an adversary $A$ who makes only a single request to its left-or-right oracle (for time period $i$ of the adversary’s choice) and must guess the value $b_i$. We stress that polynomially-many calls to the decryption oracle are allowed.

Assume $A$ makes a single query to the LR oracle during period $i$ for which it did not make a key exposure request. In the original experiment (cf. Figure 2), the output of $LR_{PK,b}(i, M_0, M_1)$ is as follows: choose $r \leftarrow \mathbb{Z}_q$ and output $(g^r, h^r, z_i^r M_{b_i}, (c_i d_i^\alpha)^r)$, where $\alpha$ is as above. As in the proof of Theorem 3, we now modify the experiment. Given a tuple $(g, h, u, v)$ which is either a DDH tuple or a random tuple, we define the output of $LR_{PK,b}(i, M_0, M_1)$ to be $(u, v, \tilde{w} = u^{x_{1,0}^* y_{1,0}^* M_{b_i}}, \tilde{e} = u^{x_{1,0}^* + x_{1,2}^* \alpha y_{1,1}^* + y_{1,2}^* \alpha})$, where $\alpha \overset{\text{def}}{=} H(u, v, \tilde{w})$. Note that if $(g, h, u, v)$ is a DDH tuple, then this results in a perfect simulation of the original
experiment. On the other hand, if \((g, h, u, v)\) is a random tuple, then, under the DDH assumption, the success of any ppt adversary cannot differ by a non-negligible amount from its success in the original experiment. As in the proof of Theorem [3], note that, in running the experiment, we can answer all of \(A\)'s key exposure queries. Thus, the proof handles an adaptive adversary whose key exposure requests may be made based on all information seen up to that point.

Assume now that \((g, h, u, v)\) is a random tuple and \(\log_g h \neq \log u v\) (this happens with all but negligible probability). We show that, with all but negligible probability, the adversary’s view in the modified experiment is independent of \(b\).

Claim. If the decryption oracle outputs \(\perp\) for all invalid ciphertexts during the adversary’s attack, then the value of \(b_i\) (and hence \(b\)) is independent of the adversary’s view.

The adversary knows at most \(t - 2\) values of \(f_{x_1}(\cdot)\) and \(f_{y_1}(\cdot)\) (at points other than \(i\)) and additionally knows the values \(x_{i,0}, y_{i,0}\) (conditioned on \(b_i\) and the adversary’s view) is uniform. Thus, the adversary’s view is independent of \(b_i\).

The following claim now completes the proof of key-insulated security:

Claim. With all but negligible probability, the decryption oracle will output \(\perp\) for all invalid ciphertexts.

Consider a ciphertext \(\langle j, (u', v', w', e') \rangle\), where \(j\) represents a period during which a key exposure request was not made. We show that, with all but negligible probability, this ciphertext is rejected if it is invalid. There are two cases to consider: (1) \(j = i\) (recall that \(i\) is the period during which the call to the LR oracle is made) and (2) \(j \neq i\).

When \(j = i\), the proof of the claim follows the proof of [11] Claim 2] exactly. The adversary knows at most \(t - 2\) values of \(f_{x_1}(\cdot), f_{y_1}(\cdot), f_{x_2}(\cdot),\) and \(f_{y_2}(\cdot)\) (at points other than \(i\)) and additionally knows the linear coefficients of these
polynomials. Since these are all random polynomials of degree $t$, the values $(x_{i,1}, y_{i,1}, x_{i,2}, y_{i,2})$ are uniformly distributed subject to:

\[
\log_g c_i = x_{i,1} + y_{i,1} \log_g h \tag{5}
\]
\[
\log_g d_i = x_{i,2} + y_{i,2} \log_g h \tag{6}
\]
\[
\log_u \tilde{e} = x_{i,1} + \alpha x_{i,2} + (\log_u v) y_{i,1} + (\log_u v) \alpha y_{i,2}, \tag{7}
\]

where (7) comes from the output of the encryption oracle. If the submitted ciphertext $(i, (u', v', w', e'))$ is invalid and $(u', v', w', e') \neq (u, v, \tilde{w}, \tilde{e})$, there are three possibilities:

**Case 1.** $(u', v', w') = (u, v, \tilde{w})$. In this case, $v' \neq \tilde{v}$ ensures that the decryption oracle will reject.

**Case 2.** $(u', v', w') \neq (u, v, \tilde{w})$ but $H(u', v', w') = H(u, v, \tilde{w})$. This violates the security of the universal one-way hash family and hence cannot occur with non-negligible probability. See [11].

**Case 3.** $H(u', v', w') \neq H(u, v, \tilde{w})$. The decryption oracle will reject unless:

\[
\log_{u'} e' = x_{i,1} + \alpha' x_{i,2} + (\log_{u'} v') y_{i,1} + (\log_{u'} v') \alpha' y_{i,2}. \tag{8}
\]

But (5)–(8) are all linearly independent, from which it follows that the decryption oracle rejects except with probability $1/q$. (As in [11], each rejection further constrains the values $(x_{i,1}, y_{i,1}, x_{i,2}, y_{i,2})$; however, the $k$th query will be rejected except with probability at most $1/(q - k + 1)$.)

When $j \neq i$, the values $(x_{i,1}, y_{i,1}, x_{i,2}, y_{i,2}, x_{j,1}, y_{j,1}, x_{j,2}, y_{j,2})$ are uniformly distributed subject only to (5)–(7) and:

\[
\log_g c_j = x_{j,1} + y_{j,1} \log_g h \tag{9}
\]
\[
\log_g d_j = x_{j,2} + y_{j,2} \log_g h. \tag{10}
\]

Here, we make crucial use of the fact that the adversary has made at most $t - 2$ key exposure requests – had the adversary learned $t - 1$ points on the polynomials, this (along with knowledge of the linear coefficients) would yield additional linear relations (e.g., between $x_{i,1}$ and $x_{j,1}$), and the proof of security would not go through.

If the ciphertext $(j, (u', v', w', e'))$ submitted by the adversary is invalid, the decryption oracle will reject unless:

\[
\log_{u'} e' = x_{j,1} + \alpha' x_{j,2} + (\log_{u'} v') y_{j,1} + (\log_{u'} v') \alpha' y_{j,2}. \tag{11}
\]

Clearly, however, (5), (7) and (9), (11) are all linearly independent, from which it follows that the decryption oracle rejects except with probability $1/q$. This completes the proof of $(t - 2, N)$-key-insulated security.

The key to the proof above (informally) is that the adversary learns only $t - 1$ “pieces of information” about the polynomials $f_{x_1}(\cdot), f_{y_1}(\cdot), f_{x_2}(\cdot)$, and
$f_{y_2}(\cdot)$ (i.e., their values at $t - 2$ points and their linear coefficients). Hence, before any calls to the decryption oracle have been made, the pair $(x_{i,1}, x_{j,1})$ (for example) is uniformly distributed. The proof of strong key-insulated security follows exactly the same arguments given above once we notice that $SK^*$ gives only $t - 1$ “pieces of information” as well (i.e., the $t - 1$ leading coefficients). We omit further details.

We note that a trivial modification to the scheme achieves $(t - 1, N)$-key-insulated security with minimal added complexity: choose random elements $\{\tilde{x}_{1,n}, \tilde{y}_{1,n}\}_{0 \leq n \leq 2}$, then set $\tilde{x}_{1,n} = x_{1,n} + \tilde{x}_{1,n}$ and $\tilde{y}_{1,n} = y_{1,n} + \tilde{y}_{1,n}$ for $0 \leq n \leq 2$. Now, include $\{\tilde{x}_{1,n}, \tilde{y}_{1,n}\}_{0 \leq n \leq 2}$ with $SK^*$ and store $\{\tilde{x}_{1,n}, \tilde{y}_{1,n}\}_{0 \leq n \leq 2}$ as part of $SK_0$ (and have these values be part of $SK_i$ at all time periods). Key updates are done in the obvious way. Note that $SK^*$ only stores $t - 1$ “pieces of information” about the random, degree-$t$ polynomials; furthermore, $t - 1$ key exposures only reveal $t - 1$ “pieces of information” as well. Thus, a proof of security follows the proof of the above theorem.
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Abstract. We formally study the notion of a joint signature and encryption in the public-key setting. We refer to this primitive as signcryption, adapting the terminology of [35]. We present two definitions for the security of signcryption depending on whether the adversary is an outsider or a legal user of the system. We then examine generic sequential composition methods of building signcryption from a signature and encryption scheme. Contrary to what recent results in the symmetric setting [5, 22] might lead one to expect, we show that classical “encrypt-then-sign” (EtS) and “sign-then-encrypt” (StE) methods are both secure composition methods in the public-key setting.

We also present a new composition method which we call “commit-then-encrypt-and-sign” (CtE&S). Unlike the generic sequential composition methods, CtE&S applies the expensive signature and encryption operations in parallel, which could imply a gain in efficiency over the StE and EtS schemes. We also show that the new CtE&S method elegantly combines with the recent “hash-sign-switch” technique of [30], leading to efficient on-line/off-line signcryption.

Finally and of independent interest, we discuss the definitional inadequacy of the standard notion of chosen ciphertext (CCA2) security. We suggest a natural and very slight relaxation of CCA2-security, which we call generalized CCA2-security (gCCA2). We show that gCCA2-security suffices for all known uses of CCA2-secure encryption, while no longer suffering from the definitional shortcomings of the latter.

1 Introduction

Signcryption. Encryption and signature schemes are fundamental cryptographic tools for providing privacy and authenticity, respectively, in the public-key setting. Until very recently, they have been viewed as important but distinct basic building blocks of various cryptographic systems, and have been designed and analyzed separately. The separation between the two operations can be seen as a natural one as encryption is aimed at providing privacy while signatures are used to enable authentication, and these are two fundamentally different security
goals. Yet clearly, there are many settings where both are needed, perhaps the most basic one is in secure e-mailing, where each message should be authenticated and encrypted. A straightforward solution to offering simultaneously both privacy and authenticity might be to compose the known solutions of each of the two components. But given that the combination of the two security goals is so common, and in fact a basic task, it stands to reason that a tailored solution for the combination should be given. Indeed, a cryptographic tool providing both authenticity and privacy has usually been called an authenticated encryption, but was mainly studied in the symmetric setting [6,22]. This paper will concentrate on the corresponding study in the public key setting, and will use the term signcryption to refer to a “joint signature and encryption”. We remark that this term was originally introduced and studied by Zheng in [35] with the primary goal of reaching greater efficiency than when carrying out the signature and encryption operations separately. As we will argue shortly, efficiency is only one (albeit important) concern when designing a secure joint signature and encryption. Therefore, we will use the term “signcryption” for any scheme achieving both privacy and authenticity in the public key setting, irrespective of its performance, as long as it satisfies a formal definition of security we develop in this paper. Indeed, despite presenting some security arguments, most of the initial work on signcryption [35,36,26,19] lacked formal definitions and analysis. This paper will provide such a formal treatment, as well as give new general constructions of signcryption.

Signcryption as a Primitive? Before devoting time to the definition and design of (additional) signcryption schemes one must ask if there is a need for defining signcryption as a separate primitive. Indeed, maybe one should forgo this notion and always use a simple composition of a signature and encryption? Though we show in the following that these compositions, in many instances, yield the desired properties, we still claim that a separate notion of signcryption is extremely useful. This is due to several reasons. First, under certain definitions of security (i.e., so called CCA2-security as explained in Section 8), the straightforward composition of a secure signature and encryption does not necessarily yield a secure signcryption. Second, as we show in Section 3, there are quite subtle issues with respect to signcryption – especially in the public-key setting – which need to be captured in a formal definition. Third, there are other interesting constructions for signcryption which do not follow the paradigm of sequentially composing signatures and encryption. Fourth, designing tailored solutions might yield efficiency (which was the original motivation of Zheng [35]). Finally, the usage of signcryption as a primitive might conceptually simplify the design of complex protocols which require both privacy and authenticity.

Summarizing the above discussion, we believe that the study of signcryption as a primitive is important and can lead to very useful, general as well as specific, paradigms for achieving privacy and authenticity at the same time.

Our Results. This paper provides a formal treatment of signcryption and analyzes several general constructions for this primitive. In particular, we note that
the problem of defining signcryption in the public key setting is more involved than the corresponding task in the symmetric setting studied by [522], due to the asymmetric nature of the former. For example, full-fledged signcryption needs to be defined in the multi-user setting, where some issues with user’s identities need to be addressed. In contrast, authenticated encryption in the symmetric setting can be fully defined in a simpler two-user setting. Luckily, we show that it suffices to design and analyze signcryption schemes in the two-user setting as well, by giving a generic transformation to the multi-user setting.

We give two definitions for security of signcryption depending on whether the adversary is an outsider or a legal user of the network (i.e., either the sender or the receiver). In both of these settings, we show that the common “encrypt-then-sign” (EtS) and “sign-then-encrypt” (StE) methods in fact yield a secure signcryption, provided an appropriate definition of security is used. Moreover, when the adversary is an outsider, these composition methods can actually provide stronger privacy or authenticity properties for the resulting signcryption scheme than the assumed security properties on the base encryption or signature scheme. Specifically, the security of the base signature scheme can help amplify the privacy of EtS, while the security of the base encryption scheme can do the same to the authenticity of StE. We remark that these possibly “expected” results are nevertheless somewhat surprising in light of recent “negative” indications from the symmetric setting [522], and illustrate the need for rigorous definitions for security of signcryption.

In addition, we present a novel construction of signcryption, which we call “commit-then-encrypt-and-sign” (CtE&S). Our scheme is a general way to construct signcryption from any signature and encryption schemes, while utilizing in addition a commitment scheme. This method is quite different from the obvious sequential composition paradigm. Moreover, unlike the previous sequential methods, the CtE&S method applies the expensive signature and encryption operations in parallel, which could imply a gain in efficiency. We also show that our construction naturally leads to a very efficient way to implement off-line signcryption, where the sender can prepare most of the authenticated ciphertext in advance and perform very little on-line computation.

Finally and of independent interest, we discuss the definitional inadequacy of the standard notion of chosen ciphertext (CCA2) security [134]. Motivated by our applications to signcryption, we show that the notion of CCA2-security is syntactically ill-defined, and leads to artificial examples of “intuitively CCA2-secure” schemes which do not meet the formal definition (such observations were also made by [60]). We suggest a natural and very slight relaxation of CCA2-security, which we call generalized CCA2-security (gCCA2). We show that gCCA2-security suffices for all known uses of CCA2-secure encryption, while no longer suffering from the definitional shortcomings of the latter.

Related Work. The initial works on signcryption [35,36,26,19] designed several signcryption schemes, whose “security” was informally based on various number-theoretic assumptions. Only recently (and independently of our work) Baek et al. [3] showed that the original scheme of Zheng [35] (based on shortened ElGa-
mal signatures) can be shown secure in the random oracle model under the gap Diffie-Hellman assumption.

We also mention the works of [34,29], which used Schnorr signature to amplify the security of ElGamal encryption to withstand a chosen ciphertext attack. However, the above works concentrate on providing privacy, and do not provide authenticity, as required by our notion of signcryption.

Recently, much work has been done about authenticated encryption in the symmetric (private-key) setting. The first formalizations of authenticated encryption in the symmetric setting were done by [21,6,5]. The works of [5,22] discuss the security of generic composition methods of a (symmetric) encryption and a message authentication code (MAC). In particular, a lot of emphasis in these works is given to the study of sufficient conditions under which a given composition method can amplify (rather than merely preserve) the privacy property of a given composition method from the chosen plaintext (CPA) to the chosen ciphertext (CCA2) level. From this perspective, the “encrypt-then-mac” method – which always achieves such an amplification due to a “strongly unforgeable” MAC – was found generically preferable to the “mac-then-encrypt” method, which does so only in specific (albeit very useful) cases [22]. In contrast, An and Bellare [1] study a symmetric question of under which conditions a “good” privacy property on the base encryption scheme can help amplify the authenticity property in the “mac-then-encrypt” (or “encrypt-with-redundancy”) method. On a positive side, they found that chosen ciphertext security on the base encryption scheme is indeed sufficient for that purpose. As we shall see in Section 4, all these results are very related to our results about “sign-then-encrypt” and “encrypt-then-sign” methods for signcryption when the adversary is an “outsider”.

Another related paradigm for building authenticated encryption is the “encode-then-encipher” method of [6]: add randomness and redundancy, and then encipher (i.e., apply a pseudorandom permutation) rather than encrypt. Even though a strong pseudorandom permutation is often more expensive than encryption, [6] shows that very simple public redundancy functions are sufficient – in contrast to the “encrypt-with-redundancy” method, where no public redundancy can work [1].

Finally, we mention recently designed modes of operations for block ciphers that achieve both privacy and authenticity in the symmetric setting: RFC mode of [21], IACBC and IAPM modes of [20], OCB mode of [28], and SNCBC mode of [1].

2 Definitions

In this section we briefly review the (public-key) notions of encryption, signature and commitment schemes. In addition, we present our extended definition for CCA2.
2.1 Encryption

**Syntax.** An encryption scheme consists of three algorithms: $\mathcal{E} = (\text{Enc-Gen}, \text{Enc}, \text{Dec})$. $\text{Enc-Gen}(1^k)$, where $k$ is the security parameter, outputs a pair of keys $(\text{EK}, \text{DK})$. $\text{EK}$ is the encryption key, which is made public, and $\text{DK}$ is the decryption key which is kept secret. The randomized encryption algorithm $\text{Enc}$ takes as input a key $\text{EK}$ and a message $m$ from the associated message space $\mathcal{M}$, and internally flips some coins and outputs a ciphertext $e$; we write $e \leftarrow \text{Enc}_{\text{EK}}(m)$. For brevity, we will usually omit $\text{EK}$ and write $e \leftarrow \text{Enc}(m)$. The deterministic decryption algorithm $\text{Dec}$ takes as input the ciphertext $e$, the secret key $\text{DK}$, and outputs some message $m \in \mathcal{M}$, or ⊥ in case $e$ was “invalid”. We write $m \leftarrow \text{Dec}(e)$ (again, omitting $\text{DK}$). We require that $\text{Dec}(\text{Enc}(m)) = m$, for any $m \in \mathcal{M}$.

**Security of Encryption.** When addressing the security of the schemes, we deal with two issues: what we want to achieve (security goal) and what are the capabilities of the adversary (attack model). In this paper we will talk about the most common security goal: indistinguishability of ciphertexts [16], which we will denote by IND. A related notion of non-malleability will be briefly discussed in Section 8.

Intuitively, indistinguishability means that given a randomly selected public key, no PPT (probabilistic polynomial time) adversary $A$ can distinguish encryptions of any two messages $m_0, m_1$ chosen by $A$: $\text{Enc}(m_0) \approx \text{Enc}(m_1)$. Formally, we require that for any PPT $A$, which runs in two stages, find and guess, we have

$$\Pr \left[ b = \tilde{b} \mid (\text{EK}, \text{DK}) \leftarrow \text{Enc-Gen}(1^k), (m_0, m_1, \alpha) \leftarrow A(\text{EK}, \text{find}), b \leftarrow \{0, 1\}, e \leftarrow \text{Enc}_{\text{EK}}(m_b), \tilde{b} \leftarrow A(e, \alpha, \text{guess}) \right] \leq \frac{1}{2} + \text{negl}(k)$$

Here and elsewhere $\text{negl}(k)$ is some negligible function in the security parameter $k$, and $\alpha$ is some internal state information $A$ saves and uses in the two stages.

We now turn to the second issue of security of encryption – the attack model. We consider three types of attack: CPA, CCA1 and CCA2. Under the chosen plaintext (or CPA) attack, the adversary is not given any extra capabilities other than encrypting messages using the public encryption key. A more powerful type of chosen ciphertext attack gives $A$ access to the decryption oracle, namely the ability to decrypt arbitrary ciphertexts of its choice. The first of this type of attack is the lunch-time (CCA1) attack [27], which gives access only in the find stage (i.e., before the challenge ciphertext $e$ is given). The second is CCA2 on which we elaborate in the following.

CCA2 Attacks. The adaptive chosen ciphertext attack [13] (CCA2) gives access to the decryption oracle in the guess stage as well. As stated, the CCA2 attack does not make sense since $A$ can simply ask to decrypt the challenge $e$. Therefore, we need to restrict the class of ciphertexts $e'$ that $A$ can give to the decryption oracle in the guess stage. The minimal restriction is to have $e' \neq e$, which is the way the CCA2 attack is usually defined. As we will argue in Section 8, stopping
at this minimal (and needed) restriction in turn restricts the class of encryption schemes that we intuitively view as being “secure”. In particular, it is not robust to syntactic changes in the encryption (e.g., appending a harmless random bit to a secure encryption suddenly makes it “insecure” against CCA2). Leaving further discussion to Section 8, we now define a special case of the CCA2 attack which does not suffer from the above syntactic limitations and suffices for all the uses of the CCA2-secure encryption we are aware of.

We first generalize the CCA2 attack with respect to some equivalence relation $R(\cdot, \cdot)$ on the ciphertexts. $R$ is defined as part of the encryption scheme, it can depend on the public key $EK$, but must have the following property: if $R(e_1, e_2) = true \Rightarrow Dec(e_1) = Dec(e_2)$. We call such $R$ decryption-respecting. Now $A$ is forbidden to ask any $e'$ equivalent to $e$, i.e. $R(e, e') = true$. Since $R$ is reflexive, this at least rules out $e$, and since $R$ is decryption-respecting, it only restricts ciphertexts that decrypt to the same value as the decryption of $e$ (i.e. $m_b$). We note that the usual CCA2 attack corresponds to the equality relation. Now we say that the encryption scheme is secure against generalized CCA2 (or gCCA2) if there exists some efficient decryption-respecting relation $R$ w.r.t. which it is CCA2-secure. For example, appending a harmless bit to gCCA2-secure encryption or doing other easily recognizable manipulation still leaves it gCCA2-secure.

We remark that the notion of gCCA2-security was recently proposed in [32] (under the name benign malleability) for the ISO public key encryption standard. In the private-key setting, [22] uses equivalences relations to define “loose ciphertext unforgeability”.

### 2.2 Signatures

**Syntax.** A signature scheme consists of three algorithms: $S = (\text{Sig-Gen}, \text{Sig}, \text{Ver})$. $\text{Sig-Gen}(1^k)$, where $k$ is the security parameter, outputs a pair of keys $(SK, VK)$. $SK$ is the signing key, which is kept secret, and $VK$ is the verification key which is made public. The randomized signing algorithm $\text{Sig}$ takes as input a key $SK$ and a message $m$ from the associated message space $M$, internally flips some coins and outputs a signature $s$; we write $s \leftarrow \text{Sig}_{SK}(m)$. We will usually omit SK and write $s \leftarrow \text{Sig}(m)$. Wlog, we will assume that the message $m$ can be determined from the signature $s$ (e.g., is part of it), and write $m = \text{Msg}(s)$ to denote the message whose signature is $s$. The deterministic verification algorithm $\text{Ver}$ takes as input the signature $s$, the public key $VK$, and outputs the answer $a$ which is either succeed (signature is valid) or fail (signature is invalid). We write $a \leftarrow \text{Ver}(s)$ (again, omitting $VK$). We require that $\text{Ver}(\text{Sig}(m)) = \text{succeed}$, for any $m \in M$.

**Security of Signatures.** As with the encryption, the security of signatures addresses two issues: what we want to achieve (security goal) and what are the capabilities of the adversary (attack model). In this paper we will talk about the the most common security goal: existential unforgeability [17], denoted by UF. This means that any PPT adversary $A$ should have a negligible probability
of generating a valid signature of a “new” message. To clarify the meaning of “new”, we will consider the following two attack models. In the no message attack (NMA), $A$ gets no help besides $VK$. In the chosen message attack (CMA), in addition to $VK$, the adversary $A$ gets full access to the signing oracle $\text{Sig}$, i.e. $A$ is allowed to query the signing oracle to obtain valid signatures $s_1, \ldots, s_n$ of arbitrary messages $m_1, \ldots, m_n$ adaptively chosen by $A$ (notice, NMA corresponds to $n = 0$). Naturally, $A$ is considered successful only if it forges a valid signature $s$ of a message $m$ not queried to signing oracle: $m \not\in \{m_1, \ldots, m_n\}$. We denote the resulting security notions by UF-NMA and UF-CMA, respectively.

We also mention a slightly stronger type of unforgeability called strong unforgeability, denoted $sUF$. Here $A$ should not only be unable to generate a signature of a “new” message, but also be unable to generate even a different signature of an already signed message, i.e. $s \not\in \{s_1, \ldots, s_n\}$. This only makes sense for the CMA attack, and results in a security notion we denote by $sUF$-CMA.

2.3 Commitment

Syntax. A (non-interactive) commitment scheme consists of three algorithms: $C = (\text{Setup}, \text{Commit}, \text{Open})$. The setup algorithm $\text{Setup}(1^k)$, where $k$ is the security parameter, outputs a public commitment key $CK$ (possibly empty, but usually consisting of public parameters for the commitment scheme). Given a message $m$ from the associated message space $\mathcal{M}$ (e.g., $\{0, 1\}^k$), $\text{Commit}_{CK}(m; r)$ (computed using the public key $CK$ and additional randomness $r$) produces a commitment pair $(c, d)$, where $c$ is the commitment to $m$ and $d$ is the decommitment. We will usually omit $CK$ and write $(c, d) \leftarrow \text{Commit}(m)$. Sometimes we will write $c(m)$ (resp. $d(m)$) to denote the commitment (resp. decommitment) part of a randomly generated $(c, d)$. The last (deterministic) algorithm $\text{Open}_{CK}(c, d)$ outputs $m$ if $(c, d)$ is a valid pair for $m$ (i.e. could have been generated by $\text{Commit}(m)$), or $\bot$ otherwise. We require that $\text{Open}(\text{Commit}(m)) = m$ for any $m \in \mathcal{M}$.

Security of Commitment. Regular commitment schemes have two security properties:

**Hiding.** No PPT adversary can distinguish the commitments to any two message of its choice: $c(m_1) \approx c(m_2)$. That is, $c(m)$ reveals “no information” about $m$. Formally, for any PPT $A$ which runs in two stages, find and guess, we have

$$\Pr \left[ b = \tilde{b} \mid \text{CK} \leftarrow \text{Setup}(1^k), (m_0, m_1, \alpha) \leftarrow A(\text{CK}, \text{find}), b \in \{0, 1\}, (c, d) \leftarrow \text{Commit}_{CK}(m_b), \tilde{b} \leftarrow A(c; \alpha, \text{guess}) \right] \leq \frac{1}{2} + \text{negl}(k)$$

**Binding.** Having the knowledge of $CK$, it is computationally hard for the adversary $A$ to come up with $c, d, d'$ such that $(c, d)$ and $(c, d')$ are valid commitment pairs for $m$ and $m'$, but $m \neq m'$ (such a triple $c, d, d'$ is said to cause a collision). That is, $A$ cannot find a value $c$ which it can open in two different ways.
Relaxed Commitments. We will also consider relaxed commitment schemes, where the (strict) binding property above is replaced by the Relaxed Binding property: for any PPT adversary $A$, having the knowledge of $\mathsf{CK}$, it is computationally hard for $A$ to come up with a message $m$, such that when $(c, d) \leftarrow \text{Commit}(m)$ is generated, $A(c, d, \mathsf{CK})$ produces, with non-negligible probability, a value $d'$ such that $(c, d')$ is a valid commitment to some $m' \neq m$. Namely, $A$ cannot find a collision using a randomly generated $c(m)$, even for $m$ of its choice.

To justify this distinction, first recall the concepts of collision-resistant hash function (CRHF) families and universal one-way hash function (UOWHF) families. For both concepts, it is hard to find a colliding pair $x \neq x'$ such that $H(x) = H(x')$, where $H$ is a function randomly chosen from the corresponding family. However, with CRHF, we first select the function $H$, and for UOWHF the adversary has to select $x$ before $H$ is given to it. By the result of Simon [33], UOWHF’s are strictly weaker primitive than CRHF (in particular, they can be built from regular one-way functions [24]). We note two classical results about (regular) commitment schemes: the construction of such a scheme by [11,18], and the folklore “hash-then-commit” paradigm (used for committing to long messages by hashing them first). Both of these results require the use of CRHF’s, and it is easy to see that UOWHF’s are not sufficient to ensure (strict) binding for either one of them. On the other hand, it is not very hard to see that UOWHF’s suffice to ensure relaxed binding in both cases. Hence, basing some construction on relaxed commitments (as we will do in Section 5) has its merits over regular commitments.

Trapdoor Commitments. We also define a very useful class of commitment schemes, known as (non-interactive) trapdoor commitments [7] or chameleon hash functions [23]. In these schemes the setup algorithm $\text{Setup}(1^k)$ outputs a pair of keys $(\mathsf{CK}, \mathsf{TK})$. That is, in addition to the public commitment key $\mathsf{CK}$, it also produces a trapdoor key $\mathsf{TK}$. Like regular commitments, trapdoor commitments satisfy the hiding property and (possibly relaxed) binding properties. Additionally, they have an efficient switching algorithm $\text{Switch}$, which allows one to find arbitrary collisions using the trapdoor key $\mathsf{TK}$.

Given any commitment $(c, d)$ to some message $m$ and any message $m'$, $\text{Switch}_{\mathsf{TK}}((c, d), m')$ outputs a valid commitment pair $(c, d')$ to $m'$ (note, $c$ is the same!). Moreover, having the knowledge of $\mathsf{CK}$, it is computationally hard to come up with two messages $m, m'$ such that the adversary can distinguish $\text{Commit}_{\mathsf{CK}}(m')$ (random commitment pair for $m'$) from $\text{Switch}_{\mathsf{TK}}(\text{Commit}_{\mathsf{CK}}(m), m')$ (faked commitment pair for $m'$ obtained from a random pair for $m$).

We note that the trapdoor collisions property is much stronger (and easily implies) the hiding property (since the switching algorithm does not change $c(m)$). Moreover, the hiding property is information-theoretic. We also note that very efficient trapdoor commitment schemes exist based on factoring [23,30] or discrete log [23,7]. In particular, the switching function requires just one modulo addition and one modulo multiplication for the discrete log based solution. Less efficient constructions based on more general assumptions are known as well [23].
3 Definition of Signcryption in the Two-User Setting

The definition of signcryption is a little bit more involved than the corresponding definition of authenticated encryption in the symmetric setting. Indeed, in the symmetric setting, we only have one specific pair of users who (1) share a single key; (2) trust each other; (3) “know who they are”; and (4) care about being protected from “the rest of the world”. In contrast, in the public key setting each user independently publishes its public keys, after which it can send/receive messages to/from any other user. In particular, (1) each user should have an explicit identity (i.e., its public key); (2) each signcryption has to explicitly contain the (presumed) identities of the sender $S$ and the receiver $R$; (3) each user should be protected from every other user. This suggests that signcryption should be defined in the multi-user setting. Luckily, we show that we can first define and study the crucial properties of signcryption in the stand-alone two-user setting, and then add identities to our definitions and constructions to achieve the full-fledged multi-user security. Thus, in this section we start with a simple two-user setting, postponing the extension to multi-user setting to Section 7.

Syntax. A signcryption scheme $SC$ consists of three algorithms: $SC = (Gen, SigEnc, VerDec)$. The algorithm $Gen(1^k)$, where $k$ is the security parameter, outputs a pair of keys $(SDK, VEK)$. $SDK$ is the user’s sign/decrypt key, which is kept secret, and $VEK$ the user’s verify/encrypt key, which is made public. Note, that in the signcryption setting all participating parties need to invoke $Gen$. For a user $P$, denote its keys by $SDK_P$ and $VEK_P$. The randomized signcryption (sign/encrypt) algorithm $SigEnc$ takes as input the sender $S$’s secret key $SDK_S$ and the receiver $R$’s public key $VEK_R$ and a message $m$ from the associated message space $M$, and internally flips some coins and outputs a signcryption (ciphertext) $u$; we write $u \leftarrow SigEnc(m)$ (omitting $SDK_S$, $VEK_R$). The deterministic de-signcryption (verify/decrypt) algorithm $VerDec$ takes as input the signcryption (ciphertext) $e$, the receiver $R$’s secret key $SDK_R$ and the sender $S$’s public key $VEK_S$, and outputs $m \in M \cup \{\bot\}$, where $\bot$ indicates that the message was not encrypted or signed properly. We write $m \leftarrow VerDec(u)$ (again, omitting the keys). We require that $VerDec(SigEnc(m)) = m$, for any $m \in M$.

Security of Signcryption. Fix the sender $S$ and the receiver $R$. Intuitively, we would like to say that $S$’s authenticity is protected, and $R$’s privacy is protected. We will give two formalizations of this intuition. The first one assumes that the adversary $A$ is an outsider who only knows the public information $pub = (VEK_R, VEK_S)$. We call such security Outsider security. The second, stronger notion, protects $S$’s authenticity even against $R$, and $R$’s privacy even against $S$. Put in other words, it assumes that the adversary $A$ is a legal user of the system. We call such security Insider security.

Outsider Security. We define it against the strongest security notions on the signature (analogs of UF-CMA or sUF-CMA) and encryption (analogs of IND-gCCA2 or IND-CCA2), and weaker notions could easily be defined as well. We
assume that the adversary $\mathcal{A}$ has the public information $pub = (VEK_S, VEK_R)$. It also has oracle access to the functionalities of both $S$ and $R$. Specifically, it can mount a chosen message attack on $S$ by asking $S$ to produce signcryption $u$ of an arbitrary message $m$. In other words, $\mathcal{A}$ has access to the signcryption oracle. Similarly, it can mount a chosen ciphertext attack on $R$ by giving $R$ any candidate signcryption $u$ and receiving back the message $m$ (where $m$ could be $\bot$), i.e., $\mathcal{A}$ has access to the de-signcryption oracle. Notice, $\mathcal{A}$ cannot by itself run either the signcryption or the de-signcryption oracles due to the lack of corresponding secret keys $SDK_S$ and $SDK_R$.

To break the UF-CMA security of the signcryption scheme, $\mathcal{A}$ has to come up with a valid signcryption $u$ of a “new” message $m$, which it did not ask $S$ to signcrypt earlier (notice, $\mathcal{A}$ is not required to “know” $m$ when producing $u$). The scheme is Outsider-secure in the UF-CMA sense if any PPT $\mathcal{A}$ has a negligible chance of succeeding. (For sUF-CMA, $\mathcal{A}$ only has to produce $u$ which was not returned by $S$ earlier.)

To break the indistinguishability of the signcryption scheme, $\mathcal{A}$ has to come up with two messages $m_0$ and $m_1$. One of these will be signcrypted at random, the corresponding signcryption $u$ will be given to $\mathcal{A}$, and $\mathcal{A}$ has to guess which message was signcrypted. To succeed in the CCA2 attack, $\mathcal{A}$ is only disallowed to ask $R$ to de-signcrypt the challenge $u$. For gCCA2 attack, similarly to the encryption scenario, we first define CCA2 attack against a given efficient decryption-respecting relation $\mathcal{R}$ (which could depend on $pub = (VEK_R, VEK_S)$ but not on any of the secret keys). As before, decryption-respecting means that $\mathcal{R}(u, u') = true \Rightarrow \text{VerDec}(u) = \text{VerDec}(u')$. Thus, CCA2 attack w.r.t. $\mathcal{R}$ disallows $\mathcal{A}$ to de-signcrypt any $u'$ equivalent to the challenge $u$. Now, for Outsider-security against CCA2 w.r.t. $\mathcal{R}$, we require $Pr[\mathcal{A} \text{ succeeds}] \leq \frac{1}{2} + \text{negl}(k)$. Finally, the scheme is Outsider-secure in the IND-gCCA2 sense if it is Outsider-secure against CCA2 w.r.t. some efficient decryption-respecting $\mathcal{R}$.

Insider Security. We could define Insider security in a similar manner by defining the capabilities of $\mathcal{A}$ and its goals. However, it is much easier to use already existing security notions for signature and encryption schemes. Moreover, this will capture the intuition that “signcryption = signature + encryption”. More precisely, given any signcryption scheme $SC = (Gen, SigEnc, VerDec)$, we define the corresponding induced signature scheme $S = (Sig-Gen, Sig, Ver)$ and encryption scheme $E = (Enc-Gen, Enc, Dec)$.

- **Signature $S$**. The generation algorithm $Sig-Gen$ runs $Gen(1^k)$ twice to produce two key pairs $(SDK_S, VEK_S)$ and $(SDK_R, VEK_R)$. Let $pub = \{VEK_S, VEK_R\}$ be the public information. We set the signing key to $SK = \{SDK_S, pub\}$, and the verification key to $VK = \{SDK_R, pub\}$. Namely, the public verification key (available to the adversary) contains the secret key of the receiver $R$. To sign a message $m$, $\text{Sig}(m)$ outputs $u = \text{SigEnc}(m)$, while the verification algorithm $\text{Ver}(u)$ runs $m \leftarrow \text{VerDec}(u)$ and outputs succeed iff $m \neq \bot$. We note that the verification is indeed polynomial time since $VK$ includes $SDK_R$.
- **Encryption $E$**. The generation algorithm $Enc-Gen$ runs $Gen(1^k)$ twice to produce two key pairs $(SDK_S, VEK_S)$ and $(SDK_R, VEK_R)$. Let $pub = \{VEK_S$,
VEK}_R \} be the public information. We set the encryption key to \( EK = \{SDK_S, pub \} \), and the decryption key to \( DK = \{SDK_R, pub \} \). Namely, the public encryption key (available to the adversary) contains the secret key of the sender \( S \). To encrypt a message \( m \), \( Enc(m) \) outputs \( u = \text{SigEnc}(m) \), while the decryption algorithm \( \text{Dec}(u) \) simply outputs \( \text{VerDec}(u) \). We note that the encryption is indeed polynomial time since \( EK \) includes \( SDK_S \).

We say that the signcryption is Insider-secure against the corresponding attack (e.g. \( \text{gCCA2}/\text{CMA} \)) on the privacy/authenticity property, if the corresponding induced encryption/signature is secure against the same attack.\( ^1 \) We will aim to satisfy \( \text{IND-} \text{gCCA2} \)-security for encryption, and \( \text{UF-} \text{CMA} \)-security for signatures.

**Should We Require Non-repudiation?** We note that the conventional notion of digital signatures supports non-repudiation. Namely, the receiver \( R \) of a correctly generated signature \( s \) of the message \( m \) can hold the sender \( S \) responsible to the contents of \( m \). Put differently, \( s \) is unforgeable and publicly verifiable. On the other hand, non-repudiation does not automatically follow from the definition of signcryption. Signcryption only allows the receiver to be convinced that \( m \) was sent by \( S \), but does not necessarily enable a third party to verify this fact.

We believe that non-repudiation should not be part of the definition of signcryption security, but we will point out which of our schemes achieves it. Indeed, non-repudiation might be needed in some applications, while explicitly undesirable in others (e.g., this issue is the essence of undeniable [10] and chameleon [23] signature schemes).

**Insider vs. Outsider Security.** We illustrate some of the differences between Insider and Outsider security. For example, Insider-security for authenticity implies non-repudiation “in principle”. Namely, non-repudiation is certain at least when the receiver \( R \) is willing to reveal its secret key \( SDK_R \) (since this induces a regular signature scheme), or may be possible by other means (like an appropriate zero-knowledge proof). In contrast, Outsider-security leaves open the possibility that \( R \) can generate – using its secret key – valid signcryptions of messages that were not actually sent by \( S \). In such a case, non-repudiation cannot be achieved no matter what \( R \) does.

Despite the above issues, however, it might still seem that the distinction between Insider- and Outsider-security is a bit contrived, especially for privacy. Intuitively, the Outsider-security protects the privacy of \( R \) when talking to \( S \) from outside intruders, who do not know the secret key of \( S \). On the other hand, Insider-security assumes that the sender \( S \) is the intruder attacking the privacy of \( R \). But since \( S \) is the only party that can send valid signcryptions from \( S \) to \( R \), this seems to make little sense. Similarly for authenticity, if non-repudiation is not an issue, then Insider-security seems to make little sense; as it assumes that \( R \)

\( ^1 \) One small technicality for the \( \text{gCCA2} \)-security. Recall, the equivalence relation \( \mathcal{R} \) can depend on the public encryption key – in this case \( \{SDK_S, pub\} \). We strengthen this and allow it to depend only on \( pub \) (i.e. disallow the dependence on sender’s secret key \( SDK_S \)).
is the intruder attacking the authenticity of $S$, and simultaneously the *only* party that needs to be convinced of the authenticity of the (received) data. And, indeed, in many settings Outsider-security might be all one needs for privacy and/or authenticity. Still, there are some cases where the extra strength of the Insider-security might be important. We give just one example. Assume an adversary $A$ happens to steal the key of $S$. Even though now $A$ can send fake messages “from $S$ to $R$”, we still might not want $A$ to understand previous (or even future) recorded signcryptions sent from honest $S$ to $R$. Insider-security will guarantee this fact, while the Outsider-security might not.

Finally, we note that achieving Outsider-security could be significantly easier than Insider-security. One such example will be seen in Theorems $\|$ and $\|$. Other examples are given in $[2]$, who show that authenticated encryption in the symmetric setting could be used to build Outsider-secure signcryption which is not Insider-secure. To summarize, one should carefully examine if one really needs the extra guarantees of Insider-security.

4 Two Sequential Compositions of Encryption and Signature

In this section, we will discuss two methods of constructing signcryption schemes that are based on sequential generic composition of encryption and signature: encrypt-then-sign ($\mathcal{ES}$) and sign-then-encrypt ($\mathcal{SE}$).

**Syntax.** Let $\mathcal{E} = (\text{Enc-Gen}, \text{Enc}, \text{Dec})$ be an encryption scheme and $\mathcal{S} = (\text{Sig-Gen}, \text{Sig}, \text{Ver})$ be a signature scheme. Both $\mathcal{ES}$ and $\mathcal{SE}$ have the same generation algorithm $\text{Gen}(1^k)$. It runs $(\text{EK}, \text{DK}) \leftarrow \text{Enc-Gen}(1^k)$, $(\text{SK}, \text{VK}) \leftarrow \text{Sig-Gen}(1^k)$ and sets $\text{VEK} = (\text{VK}, \text{EK})$, $\text{SDK} = (\text{SK}, \text{DK})$. To describe the signcryptions from sender $S$ to receiver $R$ more compactly, we use the shorthands $\text{Sig}_S(\cdot)$, $\text{Enc}_R(\cdot)$, $\text{Ver}_S(\cdot)$ and $\text{Dec}_R(\cdot)$ indicating whose keys are used but omitting which specific keys are used, since the latter is obvious (indeed, $\text{Sig}_S$ always uses $\text{SK}_S$, $\text{Enc}_R = \text{EK}_R$, $\text{Ver}_S = \text{VK}_S$ and $\text{Dec}_R = \text{DK}_R$).

Now, we define “encrypt-then-sign” scheme $\mathcal{ES}$ by $u \leftarrow \text{SigEnc}(m; (\text{SK}_S, \text{EK}_R)) = \text{Sig}_S(\text{Enc}_R(m))$. To de-signcrypt $u$, we let $\hat{m} = \text{Dec}_R(\text{Msg}(u))$ provided $\text{Ver}_S(u) = \text{succeed}$, and $\hat{m} = \perp$ otherwise. We then define $\text{VerDec}(u; (\text{DK}_R, \text{VK}_S)) = \hat{m}$. Notice, we do not mention $(\text{EK}_S, \text{DK}_R)$ and $(\text{SK}_R, \text{VK}_R)$, since they are not used to send the message from $S$ to $R$. Similarly, we define “sign-then-encrypt” scheme $\mathcal{SE}$ by $u \leftarrow \text{SigEnc}(m; (\text{SK}_S, \text{EK}_R)) = \text{Enc}_R(\text{Sig}_S(m))$. To de-signcrypt $u$, we let $s = \text{Dec}_R(u)$, and set $\hat{m} = \text{Msg}(s)$ provided $\text{Ver}_S(s) = \text{succeed}$, and $\hat{m} = \perp$ otherwise. We then define $\text{VerDec}(u; (\text{DK}_R, \text{VK}_S)) = \hat{m}$.

**Insider-Security.** We now show that both $\mathcal{ES}$ and $\mathcal{SE}$ are secure composition paradigms. That is, they *preserve* (in terms of Insider-security) or even *improve* (in terms of Outsider-security) the security properties of $\mathcal{E}$ and $\mathcal{S}$. We start with Insider-security.
Theorem 1. If $\mathcal{E}$ is IND-gCCA2-secure, and $\mathcal{S}$ is UF-CMA-secure, then $\mathcal{E}t\mathcal{S}$ and $\mathcal{S}t\mathcal{E}$ are both IND-gCCA2-secure and UF-CMA-secure in the Insider-security model.

The proof of this result is quite simple (and is omitted due to space limitations). However, we remark the crucial use of gCCA2-security when proving the security of $\mathcal{E}t\mathcal{S}$. Indeed, we can call two signcryptions $u_1$ and $u_2$ equivalent for $\mathcal{E}t\mathcal{S}$, if each $u_i$ is a valid signature (w.r.t. $\mathcal{S}$) of $e_i = \text{Msg}(u_i)$, and $e_1$ and $e_2$ are equivalent (e.g., equal) w.r.t. to the equivalence relation of $\mathcal{E}$. In other words, a different signature of the same encryption clearly corresponds to the same message, and we should not reward the adversary for achieving such a trivial task.

Remark 1. We note that $\mathcal{S}t\mathcal{E}$ achieves non-repudiation. On the other hand, $\mathcal{E}t\mathcal{S}$ might not achieve obvious non-repudiation, except for some special cases. One such important case concerns encryption schemes, where the decryptor can reconstruct the randomness $r$ used by the encryptor. In this case, presenting $r$ such that $\text{Enc}_R(m; r) = e$, and $u$ is a valid signature of $e$ yields non-repudiation.

We note that, for the Insider-security in the public-key setting, we cannot hope to amplify the security of the “base” signature or encryption, unlike the symmetric setting, where a proper use of a MAC allows one to increase the privacy from CPA to CCA2-security (see [5,22]). For example, in the Insider-security for encryption, the adversary is acting as the sender and holds the signing key. Thus, it is obvious that the use of this signing key cannot protect the receiver and increase the quality of the encryption. Similar argument holds for signatures. Thus, the result of Theorem 1 is the most optimistic we can hope for in that it at least preserves the security of the base signature and encryption, while simultaneously achieving both functionalities.

Outsider-Security. On the other hand, we show that in the weaker Outsider-security model, it is possible to amplify the security of encryption using signatures, as well as the security of signatures using encryption, exactly like in the symmetric setting [52211]. This shows that Outsider-security model is quite similar to the symmetric setting: namely, from the adversarial point of view the sender and the receiver “share” the secret key ($\text{SDK}_S, \text{SDK}_R$).

Theorem 2. If $\mathcal{E}$ is IND-CPA-secure, and $\mathcal{S}$ is UF-CMA-secure, then $\mathcal{E}t\mathcal{S}$ is IND-gCCA2-secure in the Outsider- and UF-CMA-secure in the Insider-security models.

We omit the proof due to space limitations. Intuitively, either the de-signcryption oracle always returns $\bot$ to the gCCA2-adversary, in which case it is “useless” and IND-CPA-security of $\mathcal{E}$ is enough, or the adversary can submit a valid signcryption $u = \text{Sig}(\text{Enc}(\cdot))$ to this oracle, in which case it breaks the UF-CMA-security of the “outside” signature $\mathcal{S}$.

\[2\] The task is indeed trivial in the Insider-security model, since the adversary has the signing key.
Theorem 3. If $E$ is IND-gCCA2-secure, and $S$ is UF-NMA-secure, then $SE$ is IND-gCCA2-secure in the Insider- and UF-CMA-secure in the Outsider-security models.

We omit the proof due to space limitations. Intuitively, the IND-gCCA2-security of the “outside” encryption $E$ makes the CMA attack of UF-CMA-adversary $A$ “useless”, by effectively hiding the signatures corresponding to $A$’s queried messages, hence making the attack reduced to NMA.

5 Parallel Encrypt and Sign

So far we concentrated on two basic sequential composition methods, “encrypt-then-sign” and “sign-then-encrypt”. Another natural generic composition method would be to both encrypt the message and sign the message, denoted $E&S$. This operation simply outputs a pair $(s, e)$, where $s \leftarrow \text{Sig}_S(m)$ and $e \leftarrow \text{Enc}_R(m)$. One should observe that $E&S$ preserves the authenticity property but obviously does not preserve the privacy of the message as the signature $s$ might reveal information about the message $m$. Moreover, if the adversary knows that $m \in \{m_0, m_1\}$ (as is the case for IND-security), it can see if $s$ is a signature of $m_0$ or $m_1$, thus breaking IND-security. This simple observation was also made by [5,22]. However, we would like to stress that this scheme has a great advantage: it allows one to parallelize the expensive public key operations, which could imply significant efficiency gains.

Thus, the question which arises is under which conditions can we design a secure signcryption scheme which would also yield itself to efficiency improvements such as parallelization of operations. More concretely, there is no reason why we should apply $\text{Enc}_R$ and $\text{Sig}_S$ to $m$ itself. What if we apply some efficient “pre-processing” transformation $T$ to the message $m$, which produces a pair $(c, d)$, and then sign $c$ and encrypt $d$ in parallel? Under which conditions on $T$ will this yield a secure signcryption? Somewhat surprisingly, we show a very general result: instantiating $T$ as a commitment scheme would enable us to both achieve a signcryption scheme and parallelize the expensive public key operations. More precisely, relaxed commitment is necessary and sufficient! In the following we explain this result in more detail.

Syntax. Clearly, the values $(c, d)$ produced by $T(m)$ should be such that $m$ is recoverable from $(c, d)$, But which exactly the syntax (but not yet the security) of a commitment scheme, as defined in Section 2.3. Namely, $T$ could be viewed as the message commitment algorithm $\text{Commit}$, while the message recovery algorithm is the opening algorithm $\text{Open}$, and we want $\text{Open}(\text{Commit}(m)) = m$. For a technical reason, we will also assume there exists at most one valid $c$ for every value of $d$. This is done without loss of generally when commitment schemes are used. Indeed, essentially all commitment schemes have, and can always be assumed to have, $d = (m, r)$, where $r$ is the randomness of $\text{Commit}(m)$, and $\text{Open}(c, (m, r))$ just checks if $\text{Commit}(m; r) = (c, (m, r))$ before outputting $m$. 
Now, given any such (possibly insecure) \( \mathcal{C} = (\text{Setup}, \text{Commit}, \text{Open}) \), an encryption scheme \( \mathcal{E} = (\text{Enc-Gen}, \text{Enc}, \text{Dec}) \) and a signature scheme \( \mathcal{S} = (\text{Sig-Gen}, \text{Sig}, \text{Ver}) \), we define a new composition paradigm, which we call “commit-then-encrypt-and-sign”: shortly, \( \mathcal{CtE&\mathcal{S}} = (\text{Gen}, \text{SigEnc}, \text{VerDec}) \). For simplicity, we assume for now that all the participants share the same common commitment key \( \text{CK} \) (e.g., generated by a trusted party). \( \text{Gen}(1^k) \) is the same as for \( \mathcal{E}t\mathcal{S} \) and \( \mathcal{S}t\mathcal{E} \) compositions: set \( \text{VEK} = (\text{VK}, \text{EK}) \), \( \text{SDK} = (\text{SK}, \text{DK}) \). Now, to signcrypt a message \( m \) from \( \mathcal{S} \) to \( \mathcal{E} \), the sender \( \mathcal{S} \) first runs \( (c, d) \leftarrow \text{Commit}(m) \), and outputs signcryption \( u = (s, e) \), where \( s \leftarrow \text{Sig}_S(c) \) and \( e \leftarrow \text{Enc}_R(d) \). Namely, we sign the commitment \( c \) and encrypt the decommitment \( d \). To de-signcrypt, the receiver \( \mathcal{E} \) validates \( c = \text{Msg}(s) \) using \( \text{Ver}_S(s) \) and decrypts \( d = \text{Dec}_R(e) \) (outputting \( \perp \) if either fails). The final output is \( \tilde{m} = \text{Open}(c, d) \). Obviously, \( \tilde{m} = m \) if everybody is honest.

**Main Result.** We have defined the new composition paradigm \( \mathcal{CtE&\mathcal{S}} \) based purely on the syntactic properties of \( \mathcal{C} \), \( \mathcal{E} \) and \( \mathcal{S} \). Now we formulate which security properties of \( \mathcal{C} \) are necessary and sufficient so that our signcryption \( \mathcal{CtE&\mathcal{S}} \) preserves the security of \( \mathcal{E} \) and \( \mathcal{S} \). As in Section 4 we concentrate on UF-CMA and IND-gCCA2 security. Our main result is as follows:

**Theorem 4.** Assume that \( \mathcal{E} \) is IND-gCCA2-secure, \( \mathcal{S} \) is UF-CMA-secure and \( \mathcal{C} \) satisfies the syntactic properties of a commitment scheme. Then, in the Insider-security model, we have:

- \( \mathcal{CtE&\mathcal{S}} \) is IND-gCCA2-secure \( \iff \) \( \mathcal{C} \) satisfies the hiding property.
- \( \mathcal{CtE&\mathcal{S}} \) is UF-CMA-secure \( \iff \) \( \mathcal{C} \) satisfies the relaxed binding property.

Thus, \( \mathcal{CtE&\mathcal{S}} \) preserves security of \( \mathcal{E} \) and \( \mathcal{S} \) iff \( \mathcal{C} \) is a secure relaxed commitment. In particular, any secure regular commitment \( \mathcal{C} \) yields secure signcryption \( \mathcal{CtE&\mathcal{S}} \).

We prove our theorem by proving two related lemmas of independent interest. Define auxiliary encryption scheme \( \mathcal{E}' = (\text{Enc-Gen}', \text{Enc}', \text{Dec}') \) where (1) \( \text{Enc-Gen}' = \text{Enc-Gen}, \) (2) \( \text{Enc}'(m) = (c, \text{Enc}(d)) \), where \( (c, d) \leftarrow \text{Commit}(m) \), and (3) \( \text{Dec}'(c, e) = \text{Open}(c, \text{Dec}(d)) \).

**Lemma 1.** Assume \( \mathcal{E} \) is IND-gCCA2-secure encryption. Then \( \mathcal{E}' \) is IND-gCCA2-secure encryption iff \( \mathcal{C} \) satisfies the hiding property.

**Proof.** For one direction, we show that if \( \mathcal{C} \) does not satisfy the hiding property, then \( \mathcal{E} \) cannot even be IND-CPA-secure, let alone IND-gCCA2-secure. Indeed, if some adversary \( \mathcal{A} \) can find \( m_0, m_1 \) s.t. \( \text{c}(m_0) \not\equiv \text{c}(m_1) \), then obviously \( \text{Enc}'(m_0) \equiv (c(m_0), \text{Enc}(d(m_0))) \not\equiv (c(m_1), \text{Enc}(d(m_1))) \equiv \text{Enc}'(m_1) \), contradicting IND-CPA-security.

Conversely, assume \( \mathcal{C} \) satisfies the hiding property, and let \( \mathcal{R} \) be the decryption-respecting equivalence relation w.r.t. which \( \mathcal{E} \) is IND-CCA2-secure. We let the equivalence relation \( \mathcal{R}' \) for \( \mathcal{E}' \) be \( \mathcal{R}'((c_1, e_1), (c_2, e_2)) \) = true iff \( \mathcal{R}(e_1, e_2) \) = true and \( c_1 = c_2 \). It is easy to see that \( \mathcal{R}' \) is decryption-respecting, since if \( d_1 = \)
Dec(\epsilon_e), then \mathcal{R}'((c_1, e_1), (c_2, e_2)) = true implies that \((c_1, d_1) = (c_2, d_2)\), which implies that \(m_1 = \text{Open}(c_1, d_1) = \text{Open}(c_2, d_2) = m_2\).

We now show IND-CCA2-security of \mathcal{E}' w.r.t. \mathcal{R}'. For that, let \text{Env}_1 denote the usual environment where we place any adversary \mathcal{A}' for \mathcal{E}'. Namely, (1) in find \text{Env}_1 honestly answers the decryption queries of \mathcal{A}'; (2) after \(m_0\) and \(m_1\) are selected, \text{Env}_1 picks a random \(b\), sets \((c_b, d_b) \leftarrow \text{Commit}(m_b)\), \(e_b \leftarrow \text{Enc}(d_b)\) and returns \(\tilde{e} = \text{Enc}'(m_b) = (e_b, e_b)\); (3) in guess, \text{Env}_1 honestly answers decryption query \(e' = (c, e)\) provided \(\mathcal{R}'(e', \tilde{e}) = false\). We can assume that \mathcal{A}' never asks a query \((c, e)\) where \(\mathcal{R}(e, e_b) = true\) but \(c \neq c_b\). Indeed, by our assumption only the value \(c = c_b\) will check with \(d_b\), so the answer to queries with \(c \neq c_b\) is \(\perp\) (and \(\mathcal{A}'\) knows it). Hence, we can assume that \(\mathcal{R}'(e', \tilde{e}) = false\) implies that \(\mathcal{R}'(e, e_b) = false\). We let \text{Succ}_1(\mathcal{A}') denote the probability \(\mathcal{A}'\) succeeds in predicting \(b\). Then, we define the following “fake” environment \text{Env}_2. It is identical to \text{Env}_1 above, except for one aspect: in step (2) it would return bogus encryption \(\tilde{e} = (c(0), e_b)\), i.e. puts the commitment to the zero string \(0\) instead of the expected \(c_b\). In particular, step (3) is the same as before with the understanding that \(\mathcal{R}'(e', \tilde{e})\) is evaluated with the fake challenge \(\tilde{e}\). We let \text{Succ}_2(\mathcal{A}') be the success probability of \(\mathcal{A}\) in \text{Env}_2.

We make two claims: (a) using the hiding property of \mathcal{C}, no PPT adversary \(\mathcal{A}'\) can distinguish \text{Env}_1 from \text{Env}_2, i.e. \(|\text{Succ}_1(\mathcal{A}') - \text{Succ}_2(\mathcal{A}')| \leq \text{negl}(k)\); (b) using IND-gCCA2-security of \mathcal{E}, \text{Succ}_2(\mathcal{A}') < 1/2 + \text{negl}(k), for any PPT \(\mathcal{A}'\). Combined, claims (a) and (b) imply the lemma.

**Proof of Claim (a).** If for some \(\mathcal{A}'\), \(\text{Succ}_1(\mathcal{A}') - \text{Succ}_2(\mathcal{A}') > \epsilon\) for non-negligible \(\epsilon\), we create \(\mathcal{A}_1\) that will break the hiding property of \mathcal{C}. \(\mathcal{A}_1\) picks \((\mathcal{E}_K, \mathcal{D}_K) \leftarrow \text{Enc-Gen}(1^k)\) by itself, and runs \(\mathcal{A}'\) (answering its decryption queries using \(\mathcal{D}_K\)) until \(\mathcal{A}'\) outputs \(m_0\) and \(m_1\). At this stage \(\mathcal{A}_1\) picks a random \(b \leftarrow \{0,1\}\), and claims to be able to distinguish \(c(0)\) from \(c_b = c(m_b)\). When presented with \(\tilde{c}\) - a commitment to either \(0\) or \(m_b - \mathcal{A}_1\) will return to \(\mathcal{A}'\) the “ciphertext” \(\tilde{c} = (\tilde{c}, e_b)\). \(\mathcal{A}_1\) will then again run \(\mathcal{A}'\) to completion refusing to decrypt \(e'\) such that \(\mathcal{R}'(e', \tilde{e}) = true\). When \(\mathcal{A}'\) outputs \(\tilde{b}\), \(\mathcal{A}_1\) says that the message was \(m_b\) if \(\mathcal{A}'\) succeeds \((\tilde{b} = b)\), and says \(0\) otherwise. It is easy to check that in case \(\tilde{c} = c(m_b) = c_b\), \(\mathcal{A}'\) was run exactly in \text{Env}_1, otherwise – in \text{Env}_2, which easily implies that \(\text{Pr}(\mathcal{A}_1\text{ succeeds}) \geq 1/2 + \epsilon/2\), a contradiction.

**Proof of Claim (b).** If for some \(\mathcal{A}'\), \(\text{Succ}_2(\mathcal{A}') > 1/2 + \epsilon\), we create \(\mathcal{A}_2\) which will break IND-gCCA2-security of \mathcal{E}. Specifically, \(\mathcal{A}_2\) can simulate the decryption query \(e' = (c, e)\) of \(\mathcal{A}'\) by asking its own decryption oracle to decrypt \(d = \text{Dec}(e)\), and returning \(\text{Open}(c, d)\). When \(\mathcal{A}'\) outputs \(m_0\) and \(m_1\), \(\mathcal{A}_2\) sets \((c_i, d_i) \leftarrow \text{Commit}(m_i)\) and claims to distinguish \(d_0\) and \(d_1\). When given challenge \(e_b \leftarrow \text{Enc}(d_b)\) for unknown \(b\), \(\mathcal{A}_2\) gives \(\mathcal{A}'\) the challenge \(\tilde{e} = (c(0), e_b)\). Then, again, \(\mathcal{A}_2\) uses its own decryption oracle to answer all queries \(e' = (c, e)\) as long as \(\mathcal{R}'(e', \tilde{e}) = false\). From the definition of \(\mathcal{R}'\) and our assumption earlier, we see that \(\mathcal{R}(e, e_b) = false\) as well, so all such queries are legal. Since \(\mathcal{A}_2\) exactly recreates the environment \text{Env}_2 for \(\mathcal{A}'\), \(\mathcal{A}_2\) succeeds with probability \(\text{Succ}_2(\mathcal{A}') > 1/2 + \epsilon\).
We note that the first part of Theorem follows using exactly the same proof as Lemma. Only few small changes (omitted) are needed due to the fact that the commitment is now signed. We remark only that IND-gCCA2 security is again important here. Informally, IND-gCCA2-security is robust to easily recognizable and invertible changes of the ciphertext. Thus, signing the commitment part – which is polynomially verifiable – does not spoil IND-gCCA2-security.

We now move to the second lemma. We define auxiliary signature scheme \( S' = (\text{Sig-Gen}', \text{Sig}', \text{Ver}') \) as follows: (1) \( \text{Sig-Gen}' = \text{Sig-Gen} \), (2) \( \text{Sig}'(m) = (\text{Sig}(c), d) \), where, \((c, d) \leftarrow \text{Commit}(m))\), (3) \( \text{Ver}'(s, d) = \text{succeed} \iff \text{Ver}(s) = \text{succeed} \) and \( \text{Open} (\text{Msg}(s), d) \neq \perp \).

**Lemma 2.** Assume \( S \) is UF-CMA-secure signature. Then \( S' \) is UF-CMA-secure signature iff \( C \) satisfies the relaxed binding property.

Proof. For one direction, we show that if \( C \) does not satisfy the relaxed binding property, then \( S' \) cannot be UF-CMA-secure. Indeed, assume for some adversary \( A \) can produce \( m \) such that when \((c, d) \leftarrow \text{Commit}(m)\) is generated and given to \( A \), \( A \) can find (with non-negligible probability \( \varepsilon \)) a value \( d' \) such that \( \text{Open}(c, d') = m' \) and \( m' \neq m \). We build a forger \( A' \) for \( S' \) using \( A \). \( A' \) gets \( m \) from \( A \), and asks its signing oracle to sign \( m \). \( A' \) gets back \((s, d)\), where \( s \) is a valid signature of \( c \), and \((c, d) \) is a random commitment pair for \( m \). \( A' \) gives \((c, d)\) to \( A \), and gets back (with probability \( \varepsilon \)) the value \( d' \) such that \( \text{Open}(c, d') = m' \) different from \( m \). But then \((s, d')\) is a valid signature (w.r.t. \( S' \)) of a “new” message \( m' \), contradicting the UF-CMA-secure of \( S \).

Conversely, assume some forger \( A' \) breaks the UF-CMA-security of \( S' \) with non-negligible probability \( \varepsilon \). Assume \( A' \) made (wlog exactly) \( t = t(k) \) oracle queries to \( \text{Sig}' \) for some polynomial \( t(k) \). For \( 1 \leq i \leq t \), we let \( m_i \) be the \( i \)-th message \( A' \) asked to sign, and \((s_i, d_i) \) be its signature (where \((c_i, d_i) \leftarrow \text{Commit}(m_i)\) and \( s_i \leftarrow \text{Sig}(c_i)\)). We also let \( m, s, d, c \) have similar meaning for the message that \( A' \) forged. Finally, let \( \text{Forged} \) denote the event that \( c \notin \{c_1, \ldots, c_t\} \).

\[
\varepsilon < \Pr(\text{A'} \text{ succeeds}) = \Pr(\text{A'} \text{ succeeds} \land \text{Forged}) + \Pr(\text{A'} \text{ succeeds} \land \neg \text{Forged})
\]

Thus, at least one of the probabilities above is \( \geq \varepsilon/2 \). We show that the first case contradicts the UF-CMA-security of \( S \), while the second case contradicts the relaxed binding property of \( C \).

**Case 1:** \( \Pr(\text{A'} \text{ Succeeds} \land \text{Forged}) \geq \varepsilon/2 \). We construct a forger \( A_1 \) for \( S \). It simulates the run of \( A' \) by generating a commitment key \( CK \) by itself, and using its own signing oracle to answer the signing queries of \( A' \): set \((c_i, d_i) \leftarrow \text{Commit}(m_i)\), get \( s_i \leftarrow \text{Sig}'(c_i) \) from the oracle, and return \((s_i, d_i)\). When \( A' \) forges a signature \((s, d)\) of \( m \) w.r.t. \( S' \), \( A_1 \) forges a signature \( s \) of \( c \) w.r.t. \( S \). Notice, \( c \) is a “new forgery” in \( S \) iff \( \text{Forged} \) happens. Hence, \( A_1 \) succeeds with probability at least \( \varepsilon/2 \), a contradiction to UF-CMA-security of \( S \).

**Case 2:** \( \Pr(\text{A'} \text{ Succeeds} \land \neg \text{Forged}) \geq \varepsilon/2 \). We construct an adversary \( A_2 \) contradicting the relaxed binding property of \( C \). \( A_2 \) will generate its own key pair
(SK, VK) ← Sig-Gen(1^k), and will also pick a random index 1 \leq i \leq t. It simulates the run of A' in a standard manner (same way as A_1 above) up to the point where A' asks its i-th query m_i. At this stage A_2 outputs m_i as its output to the find stage. When receiving back random \((c_i, d_i) \leftarrow \text{Commit}(m_i)\), it uses them to sign \(m_i\) as before (i.e., returns \((\text{Sig}(c_i), d_i)\) to A'), and keeps simulating the run of A' in the usual manner. When A outputs the forgery \((s, d)\) of a message m, A_2 checks if \(c_i = c(\text{Msg}(s))\) and \(m_i \neq m\). If this fails, it fails as well. Otherwise, it outputs d as its final output to the collide stage. We note that when Forged does not happen, i.e. \(c \in \{c_1, \ldots, c_t\}\), we have \(c = c_i\) with probability at least 1/t. Thus, with overall non-negligible probability \(\varepsilon/(2t)\) we have that: (1) \(m \neq m_i\) (A' outputs a new message \(m\)); (2) \(c_i = c\) (Forged did not happen and A_2 correctly guessed \(i\) such that \(c_i = c\)); (3) \(\text{Open}(c, d) = m\) and \(\text{Open}(c, d_i) = m_i\). But this exactly means that A_2 broke the relaxed binding property of C, a contradiction.

We note that the second part of Theorem 4 follows using exactly the same proof as Lemma 2. Only few small changes are needed due to the fact that the decommitment is now encrypted (e.g., the adversary chooses its own encryption keys and performs decryptions on its own). This completes the proof of Theorem 4.

Remark 2. We note that Ct\&S achieves non-repudiation by Lemma 2. Also note that the necessity of relaxed commitments holds in the weaker Outsider-security model as well. Finally, we note that Ct\&S paradigm successfully applies to the symmetric setting as well.

Remark 3. We remark that in practice, Ct\&S could be faster or slower than the sequential EtS and StE compositions, depending on the specifics C, E and S. For most efficiency on the commitment side, however, one can use the simple commitment \(c = H(m, r), d = (m, r)\), where r is a short random string and H is a cryptographic hash function (analyzed as a random oracle). For provable security, one can use an almost equally efficient commitment scheme of [11,18] based on CRHF’s.

6 On-Line/Off-Line Signcryption

Public-key operations are expensive. Therefore, we examine the possibility of designing signcryption schemes which could be run in two phases: (1) the off-line phase, performed before the messages to be signcrypted is known; and (2) the on-line phase, which uses the message and the pre-computation of the off-line stage, to efficiently produce the required signcryption. We show that the Ct\&S paradigm is ideally suited for such a task, but first we recall a similar notion for ordinary signatures.

On-Line/Off-Line Signatures. On-line/Off-line signatures where introduced by Even et al. [14] who presented a general methodology to transform any signature scheme into a more efficient on-line/off-line signature (by using so called
“one-time” signatures). Their construction, however, is mainly of theoretical interest. Recently, Shamir and Tauman [30] introduced the following much more efficient method to generate on-line/off-line signatures, which they called “hash-sign-switch”. The idea is to use trapdoor commitments (see Section 2.3) in the following way. The signer S chooses two pairs of keys: regular signing keys (SK, VK) ← Sig-Gen(1^k), and trapdoor commitment keys (TK, CK) ← Setup(1^k). S keeps (SK, TK) secret, and publishes (VK, CK). In the off-line phase, S prepares (c,d_0) ← Commit_{CK}(0), and s ← Sig_{SK}(c). In the on-line phase, when the message m arrives, S creates “fake” decommitment (c,d) ← Switch_{TK}((c,d_0), m) to m, and outputs (s,d) as the signature. To verify, the receiver R checks that s is a valid signature of c = Msg(s), and Open_{CK}(c,d) = m.

Notice, this is very similar to the auxiliary signature scheme S’ we used in Lemma 2. The only difference is that the “fake” pair (c,d) is used instead of Commit(m). However, by the trapdoor collisions property of trapdoor commitments, we get that (c,d) ≈ Commit(m), and hence Lemma 2 – true for any commitment scheme – implies that this modified signature scheme is indeed secure (more detailed proof is given in [30]). Thus, the resulting signature S” essentially returns the same (Sig(c),d) as S’, except that the expensive signature Sig is computed in the off-line phase.

“Hash-Sign-Switch” for Signcryption. Now, we could use the on-line/off-line signature S” above with any of our composition paradigms: EtS, StE or CtE&S. In all cases this would move the actual signing operation into the off-line phase. For example, EtS will (essentially) return (Sig(c(e)),d(e)), where e ← Enc(m); while StE will return Enc(Sig(c(m)),d(m)). We could also apply it “directly” to the CtE&S scheme. However, CtE&S scheme already uses commitments! So let us see what happens when we use a trapdoor commitment C instead of any general commitment. We see that we still return (Sig(c),Enc(d)) (where (c,d) ← Switch(Commit(0),m) ≈ Commit(m)), except the expensive signature part is performed off-line, exactly as we wish. Thus, CtE&S yields a more efficient (and provably secure by Theorem 1) on-line/off-line implementation than the one we get by blindly applying the “hash-sign-switch” technique to the EtS or StE schemes.

We remark that in this scheme the trapdoor key TK has to be known to the sender, but not to the receiver. Hence, each user P has to generate its own pair (TK, CK) during key generation, keeping TK as part of SDK_P. Also, P should use its own CK_P when sending messages, and the sender’s CK when receiving messages. Notice, since trapdoor commitments are information-theoretically hiding, there is no danger for the receiver that the sender chooses a “bad” commitment key (the hiding property is satisfied for all CK’s, and it is in sender’s interest to choose CK so that the binding is satisfied as well).

Adding On-Line/Off-Line Encryption. We have successfully moved the expensive public-key signature to the off-line phase. What about public-key encryption? We can use the folklore technique of integrating public- and secret-key encryptions: Enc_{EK}(m) = (Enc_{EK}(r), E_r(m)). Namely, we encrypt a random secret-
key \( r \) for symmetric encryption \( E \), and then encrypt the actual message \( m \) using \( E \) with the key \( r \). Clearly, we can do the (much more expensive) public-key encryption \( \text{Enc}_{\text{EK}}(r) \) in the off-line stage. Surprisingly, this folklore technique, which is being extensively used in practice, has only recently been formally analyzed in the CCA2-setting by [12]. Translated to our terminology, IND-gCCA2-secure Enc and \( E \) yield IND-gCCA2-secure \( \text{Enc}' \) above ([12] showed this for regular IND-CCA2-security). As a side remark, in the random oracle model, clever integration of public- and secret-key encryption allows us to get IND-CCA2-secure \( \text{Enc}' \) starting from much less secure base encryption \( \text{Enc} \) (e.g., see [15,25]). Thus, making encryption off-line can also amplify its security in this setting.

**Final Scheme.** To summarize, we get the following very efficient on-line/off-line signcryption scheme from any signature \( S \), public-key encryption \( E \), trapdoor commitment \( C \), and symmetric encryption \( E \): (1) in the off-line stage generate \((c,d_0) \leftarrow \text{Commit}_{C_{\text{SK}}}(0)\), and prepare \( e_1 \leftarrow \text{Enc}_{\text{EK}}(r) \), and \( s \leftarrow \text{Sig}_{\text{SK}}(c) \); (2) in the on-line stage, create \((c,d) \leftarrow \text{Switch}_{T_{\text{KS}}}((c,d_0),m)\), \( e_2 \leftarrow E_r(d) \), and return \((s,(e_1,e_2))\). In essence, we efficiently compute and return \((\text{Sig}(c), (\text{Enc}(r), E_r(d)))\), where \((c,d) \approx \text{Commit}(m)\). Since the switching operation and the symmetric encryption are usually very fast, we get significant efficiency gain. Decryption and verification are obvious.

### 7 Multi-user Setting

**Syntax.** So far we have concentrated on the network of two users: the sender \( S \) and the receiver \( R \). Once we move to the full-fledged multi-user network, several new concerns arise. First, users must now have identities. We denote by \( \text{ID}_P \) the identity of user \( P \). We do not impose any constraints on the identities, other than they should be easily recognizable by everyone in the network, and that users can easily obtain the public key \( \text{VEK}_P \) from \( \text{ID}_P \) (e.g., \( \text{ID}_P \) could be \( \text{VEK}_P \)). Next, we change the syntax of the signcryption algorithm \( \text{SigEnc} \) to both take and output the identity of the sender and the receiver. Specifically, (1) the signcryption for user \( S \), on input, \((m, \text{ID}_{S'}, \text{ID}_{R'})\), uses \( \text{VEK}_{R'} \) and generates \((u, \text{ID}_{S'}, \text{ID}_{R'})\) provided \( \text{ID}_S = \text{ID}_{S'} \); (2) the de-signcryption for user \( R \), on input \((u, \text{ID}_{S'}, \text{ID}_{R'})\), uses \( \text{VEK}_{S'} \) and outputs \( \tilde{m} \) provided \( \text{ID}_R = \text{ID}_{R'} \). It must be clear from which \( S' \) the message \( \tilde{m} \) came from. Otherwise this will not be able to satisfy the security property described below.

**Security.** To break the Outsider-security between a pair of designated users \( S \) and \( R \), \( A \) is assumed to have all the secret keys beside \( \text{SDK}_S \) and \( \text{SDK}_R \), and has access to the signcryption oracle of \( S \) (which it can call with any \( \text{ID}_{R'} \) and not just \( \text{ID}_R \)) and the de-signcryption oracle for \( R \) (which it can call with any \( \text{ID}_{S'} \) and not just \( \text{ID}_S \)). Naturally, to break the UF-CMA-security, \( A \) has to come up with a valid signcryption \((u, \text{ID}_{S'}, \text{ID}_R)\) of the message \( m \) such that \((m, \text{ID}_S, \text{ID}_R)\) was not queried earlier to the signcryption oracle of \( S \). Similarly, to break IND-gCCA2-security of encryption, \( A \) has to come up with \( m_0 \) and \( m_1 \) such that it can
distinguish $\text{SigEnc}(m_0, \text{ID}_S, \text{ID}_R)$ from $\text{SigEnc}(m_1, \text{ID}_S, \text{ID}_R)$. Of course, given a challenge $(u, \text{ID}_S, \text{ID}_R)$, $\mathcal{A}$ is disallowed to ask the de-signcryption oracle for $R$ a query $(u', \text{ID}_S, \text{ID}_R)$ where $R(u, u') = \text{true}$.

We define Insider-security in an analogous manner, except now the adversary has all the secret keys except $\text{SDK}_S$ when attacking authenticity or $\text{SDK}_R$ when attacking privacy. Also, for UF-CMA-security, a forgery $(u, \text{ID}_S, \text{ID}_{R'})$ of a message $m$ is “new” as long as $(m, \text{ID}_S, \text{ID}_{R'})$ was not queried (even though $(m, \text{ID}_S, \text{ID}_{R''})$ could be queried). Similarly, $\mathcal{A}$ could choose to distinguish signcryptions $(m_0, \text{ID}_{S'}, \text{ID}_R)$ from $(m_1, \text{ID}_{S'}, \text{ID}_R)$ (for any $S'$), and only has the natural restriction on asking de-signcryption queries of the form $(u, \text{ID}_{S'}, \text{ID}_R)$, but has no restrictions on using $\text{ID}_{S''} \neq \text{ID}_{S'}$.

**Extending Signcryption.** We can see that the signcryption algorithms that we use so far have to be upgraded, so that they use the new inputs $\text{ID}_S$ and $\text{ID}_R$ in non-trivial manner. For example, if the $\text{EtS}$ method is used in the multi-user setting, the adversary $\mathcal{A}$ can easily break the gCCA2-security, even in the Outsider-model. Indeed, given the challenge $u = (\text{Sig}_S(e), \text{ID}_S, \text{ID}_R)$, where $e = \text{Enc}_R(m_b)$, $\mathcal{A}$ can replace the sender’s signature with its own by computing $u' = (\text{Sig}_A(e), \text{ID}_A, \text{ID}_R)$ and ask $R$ to de-signcrypt it. Since $\mathcal{A}$ has no restrictions on using $\text{ID}_A \neq \text{ID}_S$ in its de-signcryption oracle queries, $\mathcal{A}$ can effectively obtain the decryption of $e$ (i.e. $m_b$). Similar attack on encryption holds for the $\text{StE}$ scheme, while in $\text{CtE}\&\text{S}$ both the encryption and the signature suffer from these trivial attacks.

It turns out there is a general simple solution to this problem. For any signcryption scheme $\mathcal{SC} = (\text{Gen}, \text{SigEnc}, \text{VerDec})$ designed for the two-user setting (like $\text{EtS}$, $\text{StE}$, $\text{CtE}\&\text{S}$), we can transform it into a multi-user signcryption scheme $\mathcal{SC'} = (\text{Gen}, \text{SigEnc}', \text{VerDec}')$ as follows: $\text{SigEnc}'_S(m, \text{ID}_S, \text{ID}_R) = (\text{SigEnc}_S(m, \text{ID}_S, \text{ID}_R), \text{ID}_S, \text{ID}_R)$, and $\text{VerDec}'_R(u, \text{ID}_S, \text{ID}_R)$ gets $(m, \alpha, \beta) = \text{VerDec}_R(u)$ and outputs $m$ only if $\alpha = \text{ID}_S$ and $\beta = \text{ID}_R$. It is easy to see that the security properties of the two-user signcryption scheme is preserved in the multi-user setting by the transformation; namely, whatever properties $\mathcal{SC}$ has in the two-user setting, $\mathcal{SC}'$ will have in the multi-user setting. (The proof is simple and is omitted. Intuitively, however, the transformation effectively binds the signcryption output to the users, by computing signcryption as a function of the users’ identities.)

Moreover, one can check quite easily that we can be a little more efficient in our compositions schemes. Namely, whatever security was proven in the two-user setting remains unchanged for the multi-user setting as long as we follow these simple changes:

1. Whenever *encrypting* something, include the identity of the *sender* $\text{ID}_S$ together with the encrypted message.
2. Whenever *signing* something, include the identity of the *receiver* $\text{ID}_R$ together with the signed message.
3. On the receiving side, whenever either the identity of the sender or of the receiver do not match what is expected, output $\bot$. 
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Hence, we get the following new analogs for $\text{EtS}$, $\text{StE}$ and $\text{CtE} \& \text{S}$:

- $\text{EtS}$ returns $(\text{Sig}_S(\text{Enc}_R(m, \text{ID}_S), \text{ID}_R), \text{ID}_S, \text{ID}_R)$.
- $\text{StE}$ returns $(\text{Enc}_R(\text{Sig}_S(m, \text{ID}_R), \text{ID}_S), \text{ID}_S, \text{ID}_R)$.
- $\text{CtE} \& \text{S}$ returns $(\text{Sig}_S(c, \text{ID}_R), \text{Enc}_R(d, \text{ID}_S), \text{ID}_S, \text{ID}_R)$, where $(c, d) \leftarrow \text{Commit}(m)$.

8 On CCA2 Security and Strong Unforgeability

This section will be mainly dedicated to the conventional notion of CCA2-attack for encryption. Much of the discussion also applies to a related notion of strong unforgeability, $\text{sUF}$, for signatures. Despite the fact that one specifies the attack model, and the other – the adversary’s goal, we will see that the relation between $\text{gCCA2}$/$\text{CCA2}$, and $\text{UF}$/s$\text{UF}$ notions is quite similar. We will argue that:

1. $\text{gCCA2}$-attack and $\text{UF}$-security are better suited for a “good” definition than their stronger but syntactically ill $\text{CCA2}$ and sUF counterparts; (2) it is unlikely that the extra strength of CCA2 w.r.t. $\text{gCCA2}$ and sUF w.r.t. UF will find any useful applications.

Of course, what is stated above is a subjective opinion. Therefore, we briefly remark which of our previous results for signcryption (stated for $\text{gCCA2}$/UF notions) extend to the CCA2/sUF notions. Roughly, half of the implications still hold, while the other half fails to do so. As one representative example, $\text{EtS}$ is no longer CCA2-secure even if $\mathcal{E}$ is CCA2-secure. A “counter-example” comes when we use a perfectly possible UF-CMA-secure signature scheme $\mathcal{S}$ which always appends a useless bit during signing. By simply flipping this bit on the challenge ciphertext, CCA2-adversary is now “allowed” to use the decryption oracle and recover the plaintext. The artificial nature of this “counter-example” is perfectly highlighted by Theorem 1, which shows that the IND-\text{gCCA2}-security of $\text{EtS}$ is preserved.

**Definitional Necessity.** Even more explicitly, appending a useless (but harmless) bit to a CCA2-secure encryption no longer leaves it CCA2-secure. It seems a little disturbing that this clearly harmless (albeit useless) modification does not satisfy the definition of “secure encryption”. The common answer to the above criticism is that there is nothing wrong if we became overly strict with our definitions, as long as (1) the definitions do not allow for “insecure” schemes; and (2) we can meet them. In other words, the fact that some secure, but “useless” constructions are ruled out can be tolerated. However, as we illustrated for the first time, the conventional CCA2 notion does rule out some secure “useful” constructions as well. For example, it might have led one to believe that the $\text{EtS}$ scheme is generically insecure and should be avoided, while we showed that this is not the case.

**Relation to Non-malleability.** We recall that the concept of indistinguishability is very useful in terms of proving schemes secure, but it is not really “natural”. It is generally believed that a more useful security notion – and the one really
important in applications – is that of non-malleability \cite{13} (denoted NM), which we explain in a second. Luckily, it is known \cite{13,14} that IND-CCA2 is equivalent to NM-CCA2, which “justifies” the use of IND-CCA2 as a simpler notion to work with. And now that we relaxed IND-CCA2 to IND-gCCA2, a valid concern arises that we lose the above equivalence, and therefore the justification for using indistinguishability as our security notion. A closer look, however, reveals that this concern is merely a syntactic triviality. Let us explain.

In essence, NM-security roughly states the following: upon seeing some unknown ciphertext $e$, the only thing the adversary can extract – which bears any relevance to the corresponding plaintext $m$ – is the encryption of this plaintext (which the adversary has anyway). The current formalization of non-malleability additionally requires that the only such encryption $e'$ that $A$ can get is $e$ itself. However, unlike the first property, the last requirement does not seem crucial, provided that anybody can tell that the ciphertext $e'$ encrypts the same message as $e$, by only looking at $e$ and $e'$. In other words, there could possibly be no harm even if $A$ can generate $e' \neq e$: anyone can tell that $\text{Dec}(e) = \text{Dec}(e')$, so there is no point to even change $e$ to $e'$. Indeed, we can relax the formalization of non-malleability (call it gNM) by using a decryption-respecting relation $R$, just like we did for the CCA2 attack: namely, $A$ is not considered successful if it outputs $e'$ s.t. $R(e, e') = \text{true}$. Once this is done, the equivalence between “gNM-CCA2” and IND-gCCA2 holds again.

**Applicational Necessity.** The above argument also indicates that gCCA2-security is sufficient for all applications where chosen ciphertext security matters (e.g., those in \cite{31,9,8}). Moreover, it is probably still a slight overkill in terms of a necessary and sufficient formalization of “secure encryption” from the applicational point of view. Indeed, we tried to relax the notion of CCA2-security to the minimum extent possible, just to avoid the syntactic problems of CCA2-security. In particular, we are not aware of any “natural” encryption scheme in the gap between gCCA2 and CCA2-security. The only thing we are saying is that the notion of gCCA2 security is more robust to syntactic issues, seems more applicable for studying generic properties of “secure encryption”, while also being sufficient for its applications.

**Strong Unforgeability.** Finally, we briefly remark on the concept of sUF-security for signatures. To the best of our knowledge, the extra guarantees of this concept have no realistic applications (while suffering similar syntactic problems as CCA2-security does). Indeed, once the message $m$ is signed, there is no use to produce a different signature of the same message: the adversary already has a valid signature of $m$. The only “application” we are aware of is building CCA2-secure encryption from a CPA-secure encryption, via the $E_tS$ method. As we demonstrated in Theorem \cite{2} sUF-security is no longer necessarily once we accept the concept of gCCA2-security.
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Rijndael is an iterated block cipher that supports key and block lengths of 128 to 256 bits in steps of 32 bits. It transforms a plaintext block into a ciphertext block by iteratively applying a single round function alternated by the addition (XOR) of a round keys. The round keys are derived from the cipher key by means of a key schedule. As a result of the wide trail strategy, the round function of Rijndael consists of three dedicated steps that each have a particular role. Rijndael versions with a block length of 128 bits, and key lengths of 128, 192 and 256 bits have been adopted as the Advanced Encryption Standard (AES).

The main cryptographic criterion in the design of Rijndael has been its resistance against differential and linear cryptanalysis. Differential cryptanalysis exploits differential trails ("characteristics") with high probability. Linear cryptanalysis exploits linear trails ("linear approximation") with high correlations ("bias"). Differential and linear trails have in common that they are both structures that propagate over multiple rounds. We show that in key-alternating ciphers such as Rijndael, their probability/correlation is independent of the value of the key. This greatly simplifies the estimation of the resistance against linear and differential cryptanalysis.

The structure of the Rijndael round function imposes strict upper limits to the correlation and probability of multiple-round trails. By combining diffusion operations based on MDS codes with byte transpositions in the round function, we obtain a provable lower bound of 25 active S-boxes in any four-round trail.

Linear trails and differential trails may combine to give rise to correlation and difference propagation probability values that are significantly higher than those of individual trails. We show the effect of the combination of trails for the case of a fixed key for any iterated block cipher and averaged over all round keys for key-alternating ciphers.

The most powerful attacks against Rijndael are saturation attacks. These attacks exploit the byte-oriented structure of the cipher and can break round-reduced variants of Rijndael up to 6 (128-bit key and state) or 7 rounds.

Rijndael can be completely specified with operations in $\text{GF}(2^8)$. How the elements of $\text{GF}(2^8)$ are represented in bytes can be seen as a detail of the specification, important for interoperability only. We can make abstraction from the representation of the elements of $\text{GF}(2^8)$ and consider a block cipher that operates on strings of elements of $\text{GF}(2^8)$. We call this generalization \texttt{RIJNDAEL-GF}. 
Rijndael is an instance of RIJNDAEL-GF, where the representation of the elements has been specified.

Intuitively, it seems obvious that if Rijndael has a cryptographic weakness, this is inherited by RIJNDAEL-GF and any instance of it. Traditionally, linear and differential cryptanalysis are done at the bit level and hence require to choose one specific representation of GF(2^8). We demonstrate how to conduct differential and linear propagation analysis at the level of elements of GF(2^8), without having to deal with representation issues.
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Abstract. An \((X,Y)\)-random system takes inputs \(X_1, X_2, \ldots \in X\) and
generates, for each new input \(X_i\), an output \(Y_i \in Y\), depending proba-
bilistically on \(X_1, \ldots, X_i\) and \(Y_1, \ldots, Y_{i-1}\). Many cryptographic systems
like block ciphers, MAC-schemes, pseudo-random functions, etc., can be
modeled as random systems, where in fact \(Y_i\) often depends only on \(X_i\),
i.e., the system is stateless. The security proof of such a system (e.g.
a block cipher) amounts to showing that it is indistinguishable from a
certain perfect system (e.g. a random permutation).

We propose a general framework for proving the indistinguishability of
two random systems, based on the concept of the equivalence of two
systems, conditioned on certain events. This abstraction demonstrates
the common denominator among many security proofs in the literature,
allows to unify, simplify, generalize, and in some cases strengthen them,
and opens the door to proving new indistinguishability results.

We also propose the previously implicit concept of quasi-randomness
and give an efficient construction of a quasi-random function which can
be used as a building block in cryptographic systems based on pseudo-
random functions.

Key words. Indistinguishability, random systems, pseudo-random func-
tions, pseudo-random permutations, quasi-randomness, CBC-MAC.

1 Introduction

1.1 Indistinguishability

Indistinguishability of two systems, introduced by Blum and Micali [7] for defining pseudo-random bit generators, is a central concept in cryptographic security definitions and proofs. The simplest distinguisher problem is that for two random variables: The success probability (or advantage) of the optimal distinguisher is just the distance of the two probability distributions. As a slight generalization, one can define indistinguishability for infinite sequences of random variables, e.g. of a pseudo-random bit generator from a true random bit generator [7].

It is substantially more difficult to investigate the indistinguishability of two interactive random systems \(F\) and \(G\) because the distinguisher can adaptively choose its inputs (also called queries) to the system, depending on the outputs seen for previous inputs. Every distinguisher \(D\) defines a pair of generally very
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complex random experiments, one when $D$ queries $F$ and the other one when $D$ queries $G$. A security proof requires to prove an upper bound, holding for every $D$, on the difference of the probability of some event in the corresponding two experiments. In general, this is a hard probability-theoretic problem.

### 1.2 Security Proofs Based on Pseudo-random Functions

The security of many cryptographic systems (e.g., block ciphers, message authentication codes, challenge-response protocols) is based on the assumption that a certain component (e.g. DES, IDEA, or Rijndael) used in the construction is a pseudo-random function (PRF) [8]. Such systems are proven secure, relative to this assumption, by showing that any algorithm for breaking the system can be transformed into a distinguisher for the PRF. For example, in a classic paper, Luby and Rackoff [10] showed how to construct a secure block cipher from any pseudo-random function, and Bellare et al. [2] proved the security of the CBC-MAC. The following general steps can be used to prove the security of a cryptographic system based on a pseudo-random function (cf. Fig. 1):

1. The attacker's capabilities, i.e., the types and number of allowed queries to $S$ are defined. Moreover, security of $S$ is defined by specifying what it means for the attacker to break $S$, and a purely theoretical *perfect system* $P$ is defined which is trivially secure (see examples below).
2. One considers an *idealized system* $I$ obtained from $S$ by replacing the PRF by a truly random function and proves that $I$ and $P$ are information-theoretically indistinguishable: no adaptive computationally unbounded distinguisher algorithm $D$ has a non-negligible advantage unless it queries the system for an infeasibly large (e.g. super-polynomial) number of queries.\(^1\)
3. Hence, because $S$ is computationally indistinguishable from $I$ if the underlying function is pseudo-random, $S$ is also computationally indistinguishable from $P$. Because $P$ is unbreakable, there exists no breaking algorithm for $S$ since it could directly be used as a distinguisher for $S$ and $P$.

---

\(^1\) This is the only technical step in such a proof. It is purely information-theoretic, not involving complexity theory, and is the subject of this paper.
Example 1. For a block cipher the attacker is assumed to obtain the ciphertexts (plaintexts) for adaptively chosen plaintexts (ciphertexts). A perfect block cipher is a truly random permutation on the input space.

Example 2. For a MAC, the attacker may obtain the MAC for arbitrary adaptively chosen messages. A perfect MAC is a random oracle, i.e., a random function from \( \{0, 1\}^* \), the finite-length bit strings, to the \( l \)-bit strings (e.g. \( l = 64 \)).

1.3 Previous Work

Many authors were intrigued by the complexity of certain security proofs in the literature, most notably [10], and have given shorter proofs for these and more general results. It is beyond the scope of this paper to discuss all of these results, but a few are mentioned below. Patarin [14, 15] developed a technique called “coefficient H method” and used it to analyze Feistel ciphers, even with more than four rounds [16]. To the best of our knowledge, the concept of conditioning events in security proofs was first made explicit in [11] and [12] where, using appropriate conditioning events, the proof for the Luby-Rackoff construction and generalizations thereof was shown to boil down to simple collision arguments (but the proof was stated only for non-adaptive distinguishers). Naor and Reingold [18] generalized the Luby-Rackoff constructions. In a sequence of papers (e.g., see [21, 22]), Vaudenay developed decorrelation theory and applied it to the design of block ciphers and the analysis of constructions like the CBC-MAC. Petrank and Rackoff [17] gave a generalized treatment of the CBC-MAC.

1.4 Contributions of the Paper and Sketch of the Framework

This paper defines the natural concept of a random system and proposes a general framework for proving the indistinguishability of two random systems \( F \) and \( G \) by identifying internal events such that, conditioned on these events, \( F \) and \( G \) are equivalent, i.e., have the identical input-output behavior.

The advantage in distinguishing \( F \) and \( G \) with \( k \) queries and unbounded computing power is shown to be at most the probability of success in provoking one of these events \textit{not} to occur (Theorem 1). Under a certain condition, adaptive strategies can be shown to be not more powerful than non-adaptive strategies, thus allowing to eliminate the distinguisher from the analysis (Theorem 2 and Corollary 1).

The framework is illustrated for a few application areas and by giving simple and intuitive analyses and generalizations of some classical results. Due to the high level of abstraction, one can apply the basic techniques in settings where previous proof techniques appeared to be too complex or where changing a small detail in the construction requires a complete rehash of the proof.

Moreover, in some cases one can prove stronger bounds. For instance, under certain conditions one can prove that if a construction involves several components, each indistinguishable from a certain perfect system, then the overall system is distinguishable from its perfect counterpart with probability only the
product (rather than the sum or the maximum) of the maximal distinguishing probabilities of the component systems (Theorem 3).

1.5 A Motivating Example

The security proof [2] for the CBC-MAC (cf. Fig. 6), and several generalizations thereof, will follow as a simple consequence of our framework (see Section 6). Roughly speaking, the proof consists of the following simple steps. First, conditioned on the event that all inputs to the internal random function $R$ (modeling the PRF used in an actual implementation), corresponding to a final block of a message, are distinct, the CBC-MAC behaves like a random oracle, i.e., a perfect MAC. Second, one can hence restrict attention to algorithms trying to prevent this event from occurring by any adaptive choice of the inputs. Third, since the outputs are independent of the inputs, given this event, one can restrict the analysis to non-adaptive strategies, which turn out to be easy to analyze.

1.6 Quasi-randomness

The general idea behind such cryptographic constructions is to “package” a given amount of randomness such that it appears to any observer as a random system $S$ which behaves essentially like a (in some sense) perfect random system $P$ containing a much larger amount of randomness. If $S$ is computationally indistinguishable from $P$, it is generally called pseudo-random (with respect to $P$). Informally, we call $S$ quasi-random (with respect to $P$) if it is indistinguishable from $P$, provided only that the amount of interaction (e.g. the number of queries) is bounded, but with otherwise unbounded computational resources.

An important question, addressed in this paper, is how an efficient quasi-random system $S$ of a certain type can be constructed, using as few random bits as possible, and indistinguishable from the corresponding perfect system $P$ for as many queries as possible.

1.7 Outline of the Paper

In Section 3 we introduce the concepts of a random automaton and of a random system as well as the equivalence of such systems. We also define monotone conditions and event sequences, the conditional equivalence of random systems, cascades of random systems, and the invocation of a random system by another random system. In Section 4 we define the indistinguishability of random systems, prove a few general results on indistinguishability, and discuss the framework for indistinguishability proofs based on conditional equivalence as well as consequences thereof. In Section 5 we apply the framework to the construction of quasi-random functions, and in Sections 6 and 7 to the analysis and security proofs of MAC’s and of pseudo-random permutations, respectively.

The treatment is more general than necessary just for proving the results in Sections 5–7. Due to space limitations, many proofs are omitted (but see [13]).
2 Notation and Preliminaries

Random variables and concrete values they can take on are usually denoted by capital and small letters, respectively. For a set $\mathcal{S}$, an $\mathcal{S}$-sequence is an infinite (or possibly finite) sequence $s = s_1, s_2, \ldots$ of elements of $\mathcal{S}$. Prefixes of sequences (of values or random variables) are denoted by a superscript, e.g. $s^k$ denotes the finite sequence $[s_1, s_2, \ldots, s_k]$. For a list $L$ of random variables over the same alphabet, $\text{dist}(L)$ denotes the event that all values in $L$ are distinct. Let $p_{\text{coll}}(n, k)$ denote the probability that $k$ independent random variables with uniform distribution over a set of size $n$ contain a collision, i.e., that they are not all distinct. Of course, $p_{\text{coll}}(n, k) = 1 - \prod_{i=1}^{k-1} \left( 1 - \frac{i}{n} \right) < \frac{k^2}{2n}$.

In the context of this paper one considers different random experiments, and when analyzing probabilities it is crucial to be precise about which random experiment is considered. The random experiment is usually defined by one or several defining, usually independent, random variables. We will use these defining random variables as superscripts when denoting probabilities. For example, if $F$ denotes the system under investigation and $D$ the distinguisher, then $P_{DF}$ denotes probabilities in the combined random experiment where $D$ queries $F$. In contrast $P_F$ denotes probabilities in the simpler random experiment involving only the selection of $F$, without even considering a distinguisher. If no superscript is used, the random experiment is clear from the context.

We use the following notation for probability distributions. If $A$ and $B$ are events and $U$ and $V$ are random variables with ranges $\mathcal{U}$ and $\mathcal{V}$, respectively, then $P_{U|V}$ denotes the corresponding conditional probability distribution, a function $\mathcal{U} \times \mathcal{V} \to \mathbb{R}^+$. Thus $P_{U|V}(u, v)$ for $u \in \mathcal{U}$ and $v \in \mathcal{V}$ is well-defined (except if $P_{V}(v) = 0$ in which case it is undefined). Note that $P_A$ is equivalent to $P(A)$. For an event $E$, $\overline{E}$ denotes the complement of $E$. Equality of probability distributions means equality as functions, i.e., for all arguments. This extends to the equality of conditional probability distributions, even if one of them contains additional random variables in the conditioning set, meaning that equality holds for all possible values. For example, $P_{Y|X^k} = P_{Y^i|X^i}$ for $k > i$ means that for all $x^k$ and $y^i$, $P_{Y|X^k}(y^i, x^k) = P_{Y^i|X^i}(y^i, x^i)$.

3 Random Systems and Monotone Event Sequences

3.1 Sources, Random Automata, and Random Systems

Definition 1. An $\mathcal{X}$-source $S$ is an infinite sequence $S = S_1, S_2, \ldots$ of random variables $S_i \in \mathcal{X}$, characterized by the sequence $P_{S_i|S_{i-1}}$ of conditional probability distributions. This also defines the distributions $P_S := \prod_{j=1}^{i} P_{S_j|S_{j-1}}$.

In the following we consider systems which take inputs (or queries) $X_1, X_2, \ldots \in \mathcal{X}$ and generate, for each new input $X_i$, an output $Y_i \in \mathcal{Y}$. Such a system can be deterministic or probabilistic, and it can be stateless or contain internal memory. A stateless deterministic system is simply a function $\mathcal{X} \to \mathcal{Y}$. 
Definition 2. A random function \( \mathcal{X} \to \mathcal{Y} \) is a random variable which takes as values functions \( \mathcal{X} \to \mathcal{Y} \). A deterministic system with state space \( \Sigma \) is called an \( (\mathcal{X}, \mathcal{Y}) \)-automaton and is described by an infinite sequence \( f_1, f_2, \ldots \) of functions, with \( f_i : \mathcal{X} \times \Sigma \to \mathcal{Y} \times \Sigma \), where \( (Y_i, S_i) = f_i(X_i, S_{i-1}) \), \( S_i \) is the state at time \( i \), and an initial state \( S_0 \) is fixed. An \( (\mathcal{X}, \mathcal{Y}) \)-random automaton \( F \) is like an automaton but \( f_i : \mathcal{X} \times \Sigma \times \mathcal{R} \to \mathcal{Y} \times \Sigma \) (where \( \mathcal{R} \) is the space of the internal randomness), together with a probability distribution over \( \mathcal{R} \times \Sigma \) specifying the internal randomness and the initial state.\(^2\)

A large variety of constructions and definitions in the cryptographic literature can be interpreted as random functions, including pseudo-random functions, pseudo-random permutations, and MAC schemes. We consider the more general concept of a (stateful) random system because this is just as simple and because distinguishers can also be modeled as random systems.

The observable input-output behavior of a random automaton \( F \) is referred to as a random system. In the following we use the terms random automaton and random system interchangeably when no confusion is possible.

Definition 3. An \( (\mathcal{X}, \mathcal{Y}) \)-random system \( F \) is an infinite\(^3\) sequence of conditional probability distributions \( P_{Y_i|X_i,Y_{i-1}}^F \) for \( i \geq 1 \).\(^4\) Two random automata \( F \) and \( G \) are equivalent, denoted \( F \equiv G \), if they correspond to the same random system, i.e., if \( P_{Y_i|X_i,Y_{i-1}}^F = P_{Y_i|X_i,Y_{i-1}}^G \) for \( i \geq 1 \).\(^5\)

The above definition is very general and captures systems that answer several types of queries (in which case the input set \( \mathcal{X} \) is the union of the query sets) and for which the behavior depends on the index \( i \). Note that a source can be interpreted as a special type of random system for which the input is ignored, i.e., the outputs are independent of the inputs. We will often assume that the input and output alphabets of a random system are clear from the context.

Let us discuss a few special examples of random systems. Throughout, the symbols \( B, R, P, \) and \( O \) are used exclusively for the systems defined below.

\(^2\) \( F \) can also be considered as a random variable taking on as values (\( \mathcal{X}, \mathcal{Y} \))-automata.

\(^3\) Random systems with finite-length input sequences could also be defined.

\(^4\) \( P_{Y_i|X_i,Y_{i-1}}^F \) is a function \( \mathcal{Y} \times \mathcal{X} \times \mathcal{Y} \to \mathbb{R}^+ \) such that, for all \( x^i \in \mathcal{X}^i \) and \( y^{i-1} \in \mathcal{Y}^{i-1} \),

\[ \sum_{y_i \in \mathcal{Y}} P_{Y_i|X_i,Y_{i-1}}^F(y_i, x^i, y^{i-1}) = 1. \]

\(^5\) The distribution \( P_{Y_i|X_i} = \prod_{j=1}^i P_{Y_j|X_j,Y_{j-1}}^F \) is also defined. \( P_{Y_i|X_i,Y_{i-1}}^F(y_i, x^i, y^{i-1}) \) can be undefined for values \( x^i \) and \( y^{i-1} \) with \( P_{Y_{i-1}|X_i}(y^{i-1}, x^i) = 0 \).
Definition 4. An \((X, Y)\)-beacon [19] \(B\) is a random system (actually a source) for which \(Y_1, Y_2, \ldots\) are independent and uniformly distributed over \(Y\), independent of the inputs \(X_1, X_2, \ldots\). A uniform random function (URF) \(R : X \rightarrow Y\) (a uniform random permutation (URP) \(P\) on \(X\)) is a random function with uniform distribution over all functions from \(X\) to \(Y\) (permutations on \(X\)). A \(Y\)-random oracle \(O\) is a random function with input alphabet \(X = \{0, 1\}^*\) with \(P^{O}_{Y, i|X, i}(y, x) = 1/|Y|\) for all \(i \geq 1, x \in X\) and \(y \in Y\).

3.2 Monotone Conditions and Event Sequences

For a given \((X, Y)\)-random function or automaton \(F\), the evaluation of \(Y_i\) usually requires the evaluation of some internal random variables.\(^6\) Consider the internal sequence of random variables \(U_1, U_2, \ldots\). In the sequel it is very useful to consider an internal condition defined, for each \(i\), after input \(X_i\) is entered. As a simple example, the condition could be \(\text{dist}(U_i)\), i.e., that \(U_1, \ldots, U_i\) are all distinct.

Such an internal condition can be modeled as a binary random variable, say \(Z_i\), indicating whether the condition is satisfied \((Z_i = 1)\) or not \((Z_i = 0)\) after input \(X_i\) has been given. If \(Z_i\) is taken as part of the \(i\)th output of \(F\), i.e., the \(i\)th output is the pair \((Y_i, Z_i)\) instead of just \(Y_i\), then this corresponds to a \((X, Y \times \{0, 1\})\)-random system.\(^7\) One can also define several such conditions for \(F\), each corresponding to a binary random variable.

We will only consider monotone conditions, meaning that once it fails to be satisfied it remains so for all future inputs. For example, the condition \(\text{dist}(U_i)\) is obviously monotone. If \(U_i\) is a vector in some vector space, another monotone condition is that \(U_1, \ldots, U_i\) are linearly independent.

For a random automaton \(F\) and a given monotone internal condition we will often be interested in \(F\)’s behavior only as long as the condition is satisfied. For example, a URF behaves like a beacon as long as the inputs are distinct. We therefore consider the monotone sequence \(A = A_0, A_1, A_2, \ldots\) of events, where \(A_i\) is the event that the condition is satisfied (and \(\overline{A}_i\) is the complementary event) and where \(A_0\) is for convenience defined to be the certain event (cf. Fig. 2).

We will also consider two or more monotone conditions simultaneously. For two monotone event sequences (MES) \(A\) and \(B\) defined for \(F\), \(A \wedge B\) denotes the MES defined by \((A \wedge B)_i = A_i \wedge B_i\) for \(i \geq 1\), and \(A \vee B\) is defined analogously.

Definition 5. For MESs \(A\) and \(C\) defined for random automata \(F\) and \(G\), respectively, \(F\) with \(A\) is equivalent to \(G\) with \(C\), denoted \(F^A \equiv G^C\), if \(P^F_{Y, i|X, i} \equiv P^G_{Y, i|X, i}\) for \(i \geq 1\).\(^8\)

We refer to later sections for examples.

---

\(^6\) For example, in the CBC-MAC \(U_i\) could be the input to the internal random function corresponding to the last block of the \(i\)th message.

\(^7\) One can also think of an internal device (or genie) in \(F\) which beeps when the condition fails to be satisfied \((Z_i = 0)\).

\(^8\) Note that \(F^A \equiv G^C\) does not imply \(F \equiv G\).
Definition 6. For a random system $F$ with MES $A = A_0, A_1, A_2, \ldots$, $F$ conditioned on $A$ is equivalent to $G$, denoted $F|A \equiv G$, if $P^F_{Y_i|X^iY^{i-1}A_i} = P^G_{Y_i|X^iY^{i-1}}$ for $i \geq 1$, for all arguments for which $P^F_{Y_i|X^iY^{i-1}A_i}$ is defined. More generally, if $A$ and $B$ are defined for $F$, then we write $F^B|A \equiv G^C$ if $P^G_{Y_iC_i|X^iY^{i-1}C_{i-1}} = P^F_{Y_iB_i|X^iY^{i-1}B_{i-1}A_i}$ for $i \geq 1$.

Definition 7. One can adjoin an MES $C$ to a random system $G$ by defining $C_i$ as depending probabilistically on $X^i$ and $Y^i$, i.e., by a sequence of distributions $P^G_{C_i|X^iY^{i-1}C_{i-1}}$. If an MES $C$ is already defined for $G$, then one can adjoin a further MES $D$ according to a sequence $P^D_{D_i|X^iY^{i}C_iD_{i-1}}$ of distributions.\(^9\)

Lemma 1. (i) If $F^A \equiv G^C$, then $F|A \equiv G|C^{10}$ (but not vice versa).
(ii) If $F|A \equiv G$, then $F^A \equiv G^C$ for some MES $C$ adjoined to $G$.
(iii) More generally, if $F^B|A \equiv G^C$, then $F^{A\wedge B} \equiv G^{C\wedge D}$ for some MES $D$.
(iv) If $F|A \equiv G|C$ and $P^F_{A_i|X^iY^{i-1}A_i} \leq P^G_{C_i|X^iY^{i-1}C_{i-1}}$ for $i \geq 1$ (and for all $x^i$ and $y^i$), then one can adjoin an MES $D$ to $G$ such that $F^A \equiv G^{C\wedge D}$.

Proof. Claim (i) is obvious. Claim (ii) follows from (iii), which follows by defining the MES $D$ via $P^F_{D_i|X^iY^{i}C_iD_{i-1}} = P^F_{A_i|X^iY^{i-1}A_i}$. The proof uses $P^G_{Y_iC_i|X^iY^{i-1}C_{i-1}D_{i-1}} = P^G_{Y_iC_i|X^iY^{i-1}C_{i-1}}$ (since $P^G_{D_{i-1}|X^iY^{i}C_i} = P^G_{D_{i-1}|X^iY^{i-1}C_{i-1}}$) and $P^F_{Y_iC_i|X^iY^{i-1}C_{i-1}} = P^F_{Y_iB_i|X^iY^{i-1}B_{i-1}A_i}$ (from $F^A \equiv G^C$). The proof of (iv) is omitted. \(\square\)

The following lemma states the trivial fact that given that all inputs are distinct, a random function behaves like a beacon. The proof is obvious.

Lemma 2. Let $C$ ($D$) be an MES defined on the inputs (outputs) of a system.
(i) $F|C \equiv F$ for every random system $F$.
(ii) If $F^A \equiv G^B$, then $F^{A\wedge C} \equiv G^{B\wedge C}$ and $F^{A\wedge D} \equiv G^{B\wedge D}$.
(iii) If $C_i$ implies that the first $i$ inputs are distinct, then $R^C \equiv B^C$ and $R|C \equiv B$.

3.3 Cascades and Invocations of Random Systems

Definition 8. The cascade of an $(X, Y)$-random system $F$ and a $(Y, Z)$-random system $G$, denoted $FG$, is the $(X, Z)$-random system defined as applying $F$ to the input sequence and $G$ to the output of $F$ (cf. Fig. 3). For MESs $A$ and $B$ defined for $F$ and $G$, respectively, $A$, $B$, and $A \wedge B$ are defined naturally for $FG$.

Lemma 3. (i) For any source $S$ and any (compatible) $E$ we have $ES \equiv S$.
(ii) If $F|A \equiv G$, then $EF|A \equiv EG$ for any compatible $E$.

\(^9\) Informally, one connects an independent component, characterized by $P^D_{D_i|X^iY^{i}C_iD_{i-1}}$, to the input and output of $G$ and to the indicator random variable of $C$ which generates the indicator random variable for $D$.

\(^{10}\) $F|A \equiv G|C$ should be read as: there exists $H$ such that $F|A \equiv H$ and $G|C \equiv H$. 
Fig. 3. The cascade of an \((X, Y)\)-random system \(F\) and a \((Y, Z)\)-random system \(G\), denoted \(FG\). For \(F^A\) and \(G^B\), \(FG^{A\wedge B}\) is defined naturally.

Fig. 4. A random system \(C(.)\) invoking an internal random system \(F\), then the combined random system is \(C(F)\).

We denote by \(C(.)\) a random system that \textit{invokes} an internal random system (with specified input and output alphabets). If the internal system is \(F\), then the combined random system is \(C(F)\) (cf. Fig. 4). For the evaluation of the output \(Y_i\) for a given input \(X_i\) to \(C(F)\), \(F\) is called zero, one, or several times, where the inputs to \(F\) and even the number of such inputs may depend on the state of \(C(.)\), hence on \(X_1, \ldots, X_i\).

An MES, say \(C = C_0, C_1, C_2, \ldots\), can be defined also for such a system \(C(.)\). If \(A\) is an MES defined for the invoked \(F\), one can associate a natural corresponding MES \(\tilde{A} = \tilde{A}_0, \tilde{A}_1, \tilde{A}_2, \ldots\) with \(C(F)\), where \(\tilde{A}_i\) is the event that the \(A\)-event occurs for \(F\) up to the evaluation of the \(i\)th input to \(C(F)\). If \(F\) is called \(t\) times for each input to \(C(F)\), then \(\tilde{A}_i = A_{ti}\). Let \(m_{C(.)}(k)\) be the maximal number of evaluations of any internal system \(F\) for any sequence of \(k\) inputs to \(C(F)\), if it is defined.

The following lemma states the simple fact that by replacing a random system by an equivalent random system, the overall behavior of a system does not change. Let \(C(.)\) be any random system and let \(F\) and \(G\) be input/output compatible with \(C(.)\). Let \(A, B,\) and \(C\) be defined for \(C(.)\), \(F\) and \(G\), respectively.

**Lemma 4.** (i) If \(F \equiv G\), then \(C(F) \equiv C(G)\) and \(C(F)^C \equiv C(G)^C\).

(ii) If \(F^A \equiv G^B\), then \(C(F)^\tilde{A} \equiv C(G)^\tilde{B}\) and \(C(F)^{A\wedge C} \equiv C(G)^{B\wedge C}\).

**Proof.** The lemma follows directly from the fact that the probability distribution of all random variables and events occurring in \(C(.)\), when including \(A = A_0, A_1, A_2, \ldots\) (or \(B = B_0, B_1, B_2, \ldots\)), is the product of conditional distributions defined by the random system and by \(C(.)\). The conditional distributions

---

11 Formally, \(C(.)\) is not a random system without specifying an argument \(F\).

12 Note, however, that \(F|A \equiv G\) does not imply \(C(F)|\tilde{A} \equiv C(G)\).
defined by $C(.)$ are trivially identical and those defined by $F$ (or $G$) are identical in both cases because of $F^A \equiv G^B$.  

\section{Indistinguishability Proofs for Random Systems}

\subsection{Distinguishers for Random Systems}

We consider the problem of distinguishing two $(\mathcal{X}, \mathcal{Y})$-random systems $F$ and $G$ by means of a computationally unbounded, possibly probabilistic adaptive distinguisher algorithm (or simply distinguisher) $D$ asking at most $k$ queries, for some $k$ (cf. Fig. 5). The distinguisher generates $X_1$ as an input to $F$ (or $G$), receives the output $Y_1$, then generates $X_2$, receives $Y_2$, etc. Finally, after receiving $Y_k$, it outputs a binary decision bit. More formally:

\textbf{Definition 9.} A distinguisher for $(\mathcal{X}, \mathcal{Y})$-random systems is a $(\mathcal{Y}, \mathcal{X})$-random system $D$ together with an initial value $X_1 \in \mathcal{X}$ which outputs a binary decision value after some specified number $k$ of queries to the system. Without loss of generality we can assume that $D$ outputs a binary value after every query and that this sequence is monotone (0 never followed by 1), i.e., we can define the MES $E = E_0, E_1, E_2, \ldots$ where $E_i$ is the event that $D$ outputs 1 after the $i$-th query. Application of $D$ to a random system $F$ (cf. Fig. 5) means that $X_1$ is the first input to $F$, the $i$-th input and output of $D$ are $Y_i$ and $\bar{X}_i$, respectively, and $X_i := \bar{X}_{i-1}$ for $i \geq 2$ is the $i$-th input to $F$.

\textbf{Definition 10.} The maximal advantage, of any distinguisher issuing $k$ queries, for distinguishing $F$ and $G$, is

$$\Delta_k(F, G) := \max_{D} \left| P^{DF}(E_k) - P^{DG}(E_k) \right|.$$ 

We summarize a few simple facts used in many security proofs. The inequalities hold for any compatible random automata or random systems.

\textbf{Lemma 5.} (i) $\Delta_k(F, H) \leq \Delta_k(F, G) + \Delta_k(G, H)$.

(ii) $\Delta_k(C(F), C(G)) \leq \Delta_{k'}(F, G)$, where $k' = m_{C(.)}(k)$.

(iii) $\Delta_k(FF', GG') \leq \Delta_k(F, G) + \Delta_k(F', G')$.

(iv) (Informal.) If $\Delta_k(F, G)$ is negligible in $k$ and $G$ is computationally indistinguishable from $H$, then $F$ is also computationally indistinguishable from $H$. 

Fig. 5. Distinguishing two $(\mathcal{X}, \mathcal{Y})$-random systems $F$ and $G$ by means of a distinguisher $D$. The figure shows the two random experiments under consideration.
Proof. (i) follows by a simple application of the triangle inequality \(|c - a| \leq |b - a| + |c - b|\) for any real \(a, b,\) and \(c,\) applied to \(a = P^D(F_k), b = P^D(G(E_k)),\) and \(c = P^D(H(E_k))\) for any distinguisher \(D.\) To prove (ii), suppose for the sake of contradiction that there exists a distinguisher for \(C(F)\) and \(C(G),\) asking at most \(k\) queries, with advantage greater than \(\Delta_k(F, G)\). By simulating \(C(.)\) one can construct a distinguisher for \(F\) and \(G\) with the same advantage, asking at most \(k'\) queries. This is a contradiction. Now we prove (iii). From (ii) we have \(\Delta_k(FF', GF') \leq \Delta_k(F, G)\) and \(\Delta_k(GF', GG') \leq \Delta_k(F', G')\). Now we apply (i) to the random systems \(FF', GF',\) and \(GG'.\) The proof of (iv) is omitted. □

It is easy to see that the described view of a distinguisher \(D\) is equivalent to an alternative view where \(D\) is given access to a blackbox containing \(F\) or \(G\) with probability \(\frac{1}{2}\) each, where \(D\) must guess which of the two is the case. The best success probability with \(k\) queries is \(\frac{1}{2} + \frac{1}{2}\Delta_k(F, G)\).

### 4.2 Indistinguishability Proofs Based on Conditional Equivalence

In this section we prove that if \(F|A \equiv G\) for some MES \(A\) (or if \(F^A \equiv G^B\)), then a distinguisher \(D\) for distinguishing \(F\) from \(G\) with \(k\) queries (according to the view described above) must provoke the event \(\overline{A}_k\) in \(F\) in order to have a non-zero advantage. Informally this could be proved by assuming a genie sitting inside \(F\) and beeping when it sees that \(\overline{A}_i\) occurs for some \(i.\) The genie’s help can only help since it could always be ignored, and given the genie’s help, the optimal strategy would be to guess “\(F\)” if the genie beeps and to flip a fair coin between \(F\) and \(G\) otherwise. Therefore we consider distinguishers \(D\) that try to provoke the event \(\overline{A}_k\).

**Definition 11.** For a random system \(F\) with MES \(A,\) let

\[
\nu(F, \overline{A}_k) := \max_D P^D(F, \overline{A}_k)
\]

be the maximal probability, for any adaptive strategy \(D,\) of provoking \(\overline{A}_k\) in \(F.\) Moreover, let

\[
\mu(F, \overline{A}_k) := \max_{x^k} P^F(x^k | \overline{A}_k)
\]

be the maximal probability of \(\overline{A}_k\) for non-adaptive algorithms querying \(F\).

**Lemma 6.** (i) \(\mu(F, \overline{A}_k) \leq \nu(F, \overline{A}_k).\)

(ii) If \(F^A \equiv G^B,\) then \(\nu(F, \overline{A}_k) = \nu(G, \overline{B}_k).\)

(iii) \(\nu(F, \overline{A}_k \lor \overline{B}_k) \leq \nu(F, \overline{A}_k) + \nu(F, \overline{B}_k)\) if \(A\) and \(B\) are defined for \(F.\)

(iv) For any system \(C(.)\) with MES \(C,\) invoking \(F,\) \(\nu(C(F), \overline{C}_k) \leq \nu(C(\cdot), \overline{C}_k)^{13}\) and \(\nu(C(F), \overline{A}_k) \leq \nu(F, \overline{A}_k'),\) where \(k' = m_{C(.)}(k).\)

(v) If \(A\) is defined on the inputs of \(F,\) then \(\mu(EF, \overline{A}_k) = \mu(E, \overline{A}_k)\) for any \(E.\)

\(^{13}\nu(C(\cdot), \overline{C}_k)\) is defined as the maximal probability of provoking event \(\overline{C}_k\) in \(C(.)\) for algorithms with full control of the input to \(C(.)\) and the internal interface.
Proof. (i) holds because the set of adaptive strategies includes the non-adaptive ones. Claim (ii) follows from \( \nu(F, \overline{A_k}) = 1 - \nu(F, A_k) \) and \( \nu(G, \overline{B_k}) = 1 - \nu(G, B_k) \), using \( \nu(F, A_k) = \nu(G, B_k) \) which follows from Lemma 4. Claim (iii) is a simple application of the union bound together with the fact that if different systems \( D \) can be used to provoke \( \overline{A_k} \) and \( \overline{B_k} \), this can only improve the success probability. Claim (iv) follows from the fact that \( C(.) \) can be used as a possible algorithm for provoking \( \overline{A_k} \) in \( F \), and similarly \( F \) can be used as the random system in an algorithm for provoking \( \overline{B_k} \) in \( C(.) \). Claim (v) is trivial. \( \square \)

Lemma 7. If \( F^A \equiv G^B \), then for any (compatible) distinguisher \( D \) and any event \( E_k \) defined in \( D \) after \( k \) queries,

\[
|P^{DF}(E_k) - P^{DG}(E_k)| \leq P^{DF}(\overline{A_k}) = P^{DG}(\overline{B_k}).
\]

Proof. Lemma 4 gives \( P^{DF}(E_k \land A_k) = P^{DG}(E_k \land B_k) \leq P^{DG}(E_k) \). Thus

\[
P^{DF}(E_k) = P^{DF}(E_k \land A_k) + P^{DF}(E_k \land \overline{A_k}) \leq P^{DG}(E_k) + P^{DF}(\overline{A_k}).
\]

\( P^{DG}(E_k) \leq P^{DF}(E_k) + P^{DG}(\overline{B_k}) \) follows by symmetry, and \( P^{DF}(\overline{A_k}) = P^{DG}(\overline{B_k}) \) follows from Lemma 4. \( \square \)

Theorem 1. (i) If \( F^A \equiv G^B \) or \( F \land A \equiv G \), then \( \Delta_k(F, G) \leq \nu(F, \overline{A_k}) \).

(ii) If \( F^S \land A \equiv G^C \), then \( \Delta_k(F, G) \leq \nu(F, \overline{A_k} \lor \overline{B_k}) \leq \nu(F, \overline{A_k}) + \nu(G, \overline{C_k}) \).

(iii) If \( F \land A \equiv G \land C \) and \( P^C_{A_i \mid X_i \overline{Y_i-1} A_{i-1}} \leq P^G_{C_i \mid X_i \overline{Y_i-1} C_{i-1}} \) for \( i \geq 1 \), then \( \Delta_k(F, G) \leq \nu(F, \overline{A_k}) \).

Proof. The first claim of (i) is a special case of Lemma 7, where \( D \) is the distinguisher with MES \( E \). The second claim of (i) is a special case of (ii), which is proved as follows. According to Lemma 1 (iii) we have \( F^{A \land B} \equiv G^{C \land D} \) for some MES \( D \) defined for \( G \). Thus we can apply (i). The last inequality of (ii) follows because for any \( D \), \( P^{DF}(\overline{A_k} \lor \overline{B_k}) \leq P^{DF}(\overline{A_k}) + P^{DF}(\overline{B_k} \mid A_k) \), and since \( P^{DF}(\overline{A_k}) \) and \( P^{DF}(\overline{B_k} \mid A_k) \) can be maximized separately by choices of \( D \), this is an upper bound on \( \max_D P^{DF}(\overline{A_k} \lor \overline{B_k}) \). Moreover, \( \max_D P^{DF}(\overline{B_k} \mid A_k) = \max_D P^{DG}(\overline{C_k}) = \nu(G, \overline{C_k}) \). To prove (iii), adjoin the MES \( D \) to \( G \) as in Lemma 1 (iv) and apply (i) of this theorem. \( \square \)

4.3 Adaptive versus Non-adaptive Strategies

It is generally substantially easier to analyze non-adaptive as opposed to adaptive strategies, e.g. for distinguishing two random systems. The following theorem states simple and easily checkable conditions for a random system \( F \) with MES \( A \) which implies that no adaptive strategy for provoking \( \overline{A_k} \) is better than the best non-adaptive strategy. The optimal strategy hence selects (one of) the fixed input sequence(s) \( x^k \) that minimizes \( P^F_{A_k \mid X_k}(x^k) \) (or equivalently, maximizes \( P^F_{\overline{A_k} \mid X_k}(x^k) \)). Hence the system \( D \) (over choices of which the definition of \( \nu(F, \overline{A_k}) \) maximizes) can be eliminated from the analysis.
Theorem 2. If a random system \( F \) with MES \( A \) satisfies
\[
P_{A_i|X^iY^i\sim A_{i-1}}^F = P_{A_i|X^iA_{i-1}}^F
\]
for \( i \geq 1 \), which holds if
\[
P_{Y^i|X^iA_i}^F = P_{Y^i|X^i}^G
\]
for \( i \geq 1 \), for some system \( G \) (actually, \( G \equiv F|A \)), then \( \nu(F, \overline{A_k}) = \mu(F, \overline{A_k}) \).

Corollary 1. (i) If \( A \) is defined on the inputs of \( F \), then \( F \) satisfies (1).
(ii) If \( F \) with \( A \) satisfy (1), then so does \( FG \) with \( A \) for any (compatible) \( G \).
(iii) If \( \nu(F, \overline{A_k}) = \mu(F, \overline{A_k}) \), then \( \nu(FG, \overline{A_k}) = \mu(F, \overline{A_k}) \) for any \( G \).
(iv) If \( A \) is defined on the inputs of \( F \) and \( F|A \equiv U \) for a source \( U \), then
\[
\nu(EF, \overline{A_k}) = \mu(E, \overline{A_k}) \text{ for any } E.
\]
(v) If \( A_{\iota} (B_{\iota}) \) is defined on the inputs (outputs) of \( F \) and \( F^B|A \equiv U^S \) for a source \( U \), then
\[
\nu(EF, \overline{A_k} \lor \overline{B_k}) \leq \mu(E, \overline{A_k}) + \mu(U, \overline{B_k}) \text{ for any } E.
\]
(vi) If \( A \) is defined on the inputs of \( F \) and \( F|A \equiv B \), then for any random system \( C(\cdot) \) such that \( C(B) \equiv B \), \( \nu(C(F), \overline{A_k}) = \mu(C(F), \overline{A_k}) \).

4.4 Exploiting Independent Events

Consider a random system \( C(\cdot, \cdot) \) invoking two independent random systems \( F \) and \( G \) with MESs \( A \) and \( B \), respectively. For each input to \( C(F, G) \), \( F \) and \( G \) can be called several times. For a given \( k \), let \( k' \) and \( k'' \) be the maximal number of invocations of \( F \) and \( G \), respectively, for any input sequence to \( C(F, G) \) of length \( k \).

Theorem 3. If \( C(F, G)|I(\overline{A} \lor \overline{B}) \equiv H \), then
\[
\Delta_k(C(F, G), H) \leq \nu(F, \overline{A_{k'}}) \cdot \nu(G, \overline{B_{k''}}).
\]

Proof. We have
\[
\Delta_k(C(F, G), H) \leq \nu(C(F, G), \overline{A_{k'}} \land \overline{B_{k''}}) = \max_{D} P_{DCFG}^D(\overline{A_{k'}} \land \overline{B_{k''}})
\]
\[
= \max_{D} \left( P_{DCFG}^D(\overline{A_{k'}}) \cdot P_{DCFG}^D(\overline{B_{k''}}|\overline{A_{k'}}) \right)
\]
\[
\leq \max_{D} \left( P_{DCFG}^D(\overline{A_{k'}}) \cdot \max_{D} P_{DCFG}^D(\overline{B_{k''}}|\overline{A_{k'}}) \right) \leq \nu(F, \overline{A_{k'}}) \cdot \nu(G, \overline{B_{k''}}).
\]

The last inequality holds because in the expression on the last line the two maximizations over choices of \( D \) are independent, as opposed to the previous line. We have \( \nu(C(F, G), \overline{A_{k'}}) \leq \nu(F, \overline{A_{k'}}) \) by Lemma 6 (iv) and \( \max_{D} P_{DCFG}^D(\overline{B_{k''}}|\overline{A_{k'}}) \leq \nu(G, \overline{B_{k''}}) \) because for every particular choices for \( D, C, \) and \( F \), the probability of \( \overline{B_{k''}} \) is at most \( \nu(G, \overline{B_{k''}}) \), whether or not \( \overline{A_{k'}} \) occurs for these choices. Thus the bound on \( \nu(G, \overline{B_{k''}}) \) also holds on average. \( \square \)
Corollary 2. Let \( F \) with MES \( A \) and \( G \) with MES \( B \) be random permutations such that \( F|A \equiv P \) and \( G|B \equiv P \). Then \( \Delta_k(FG, P) \leq \nu(F, A_k) \cdot \nu(G, B_k) \).

Proof. We have \( FG|(A \lor B) \equiv P \), hence Theorem 3 can be applied. \( \Box \)

For two \((X, Y)\)-random automata \( F \) and \( G \) and a group operation \(*\) on \( Y \), let \( F \star G \) denote the random automaton obtained by using \( F \) and \( G \) in parallel (with the same input) and combining the two outputs using \(*\).

Corollary 3. If \( F|A \equiv G|B \equiv R \), then \( \Delta_k(F \star G, R) \leq \nu(F, A_k) \cdot \nu(G, B_k) \).

Proof. We have \((F \star G)|(A \lor B) \equiv R\), hence Theorem 3 can be applied. \( \Box \)

5 Applications to Quasi-random Functions

5.1 Quasi-random Functions

Definition 12. For a function \( d : \mathbb{N} \rightarrow \mathbb{R}^+ \), a random function or random system \( F \) is called a \((d(k))\)-quasi-random function \((d(k))\)-QRF for short) if \( \Delta_k(F, R) \leq d(k) \) for \( k \geq 1 \). Quasi-random permutations, beacons and oracles are defined analogously, replacing \( R \) by \( P \), \( B \), and \( O \), respectively.

By concatenating, for any \( w \), \( 2^w \) outputs of a \((d(k))\)-QRF \( \{0,1\}^l \rightarrow \{0,1\}^m \) one obtains a \( \tilde{d}(k)\)-QRF \( \{0,1\}^{l-w} \rightarrow \{0,1\}^{2^m-w} \) for \( \tilde{d}(k) = d(2^w k) \), thus increasing the output size by a factor \( 2^w \) at the expense of reducing the input size by \( w \) bits.

The problem considered in this section is to expand the input size substantially at the sole expense of increasing \( d(k) \) moderately, i.e., to expand a given supply of random bits into a much larger supply of apparently random bits.

This general problem is important because the core of a cryptographic system based on a PRF corresponds to the construction of a quasi-random system of the same type from a URF \( R \). In any such construction, \( R \) can be replaced by a QRF, possibly constructed recursively from smaller QRF’s, where at the lowest level the randomness is replaced by the PRF. This can for instance be used to avoid the birthday problem when collisions are a security issue (see below).

For any \((d(k))\)-QRF \( G : \{0,1\}^L \rightarrow \{0,1\}^M \) constructed from a URF \( R : \{0,1\}^l \rightarrow \{0,1\}^m \) it is obvious that \( d(k) \) cannot be negligible for \( k > 2^l m / M \), i.e., when the internal randomness is exhausted. One could achieve \( d(k) = 0 \) for up to \( k \approx 2^l m / M \) by defining \( G \) as the evaluation of a polynomial whose coefficients are taken from the function table of \( R \), but this construction would be exponentially inefficient since the entire table of \( R \) must be read for each evaluation of \( G \). Efficiency, i.e., the number of evaluations of \( R \) required for one evaluation of \( G \), is an important parameter of a construction. There is a trade-off between the efficiency and the degree \( d(k) \) of indistinguishability.

\[ \text{The corollary also follows from Vaudenay’s nice proof [22] (stated in our terminology) that } \Delta_k(FG, P) \leq \Delta_k(F, P) \cdot \Delta_k(G, P) \text{ for two random permutations } F \text{ and } G. \]
5.2 An Efficient Construction of a Quasi-random Function

We now propose the construction of an efficient QRF $C(F) : \{0,1\}^L \to \{0,1\}^m$ from a QRF $F : \{0,1\}^l \to \{0,1\}^m$, for $L \gg l$. The basic idea for the definition of $C(.)$ is to map an argument to $C(.)$ to a list of $t$ arguments for $F$ and to XOR the corresponding values of $F$. In fact, we can (but need not) use the convention that if a list contains a value more than once, these values are ignored, resulting in fewer than $t$ values being XORed.

One can associate, in a natural manner, with each such set of $t$ values a characteristic vector, with at most $t$-1-entries, in the vector space $\{0,1\}^{2l}$. The described XORing operation corresponds to computing the scalar product of the characteristic vector with the function table of $F$ (interpreted as a vector in $\{0,1\}^m$).

Hence Lemma 11 in the Appendix implies that, given the event that these $k$ vectors (for the $k$ arguments to $C(.)$) are linearly independent, the construction is equivalent to a URF (and also a beacon). Therefore Theorem 1 (i) can be applied.

It only remains to find a mapping $H : \{0,1\}^L \to S$, where $S$ is the subset of the vector space $\{0,1\}^{2l}$ consisting of the vectors of weight at most $t$. The internal randomness of $H$ can actually be taken from the function table of $F$ (say for the $z$ highest values, where $z$ is an appropriate small number). For this to be secure, the mapping $H$ must be restricted slightly to generate vectors with no 1-entry in the last $z$ coordinates.

Lemma 12 in the Appendix shows that $H$ can be implemented by using a $2t$-wise random function $E : \{0,1\}^L \times \{1,\ldots,t\} \to \{0,\ldots,2^l-z-1\}$. For an argument $x \in \{0,1\}^L$ of $H$, $E(x,i)$ for $1 \leq i \leq t$ is evaluated and the corresponding characteristic vector is formed.\(^\text{15}\) Note that the $z$ unit vectors with 1-entries in one of the top $z$ positions must also be taken into account in Lemma 12, but they are of course linearly independent of the $k$ vectors discussed above.

Hence we have outlined the proof of the following theorem.

Theorem 4. For a $d(k)$-QRF $F$, $C(F)$ is a $d(k)$-QRF for $d(k) = k\left(\frac{kt}{2^l}\right)^t + d(tk + z)$.

The term $k(kt/2^l)^t$ is very small, even for $k \gg 2^{l/2}$ for which collisions among random values in the input space of $F$ would be very probable. This was called “security beyond the birthday barrier” in [1].\(^\text{16}\) Already for moderate values of $t$, the described construction achieves a negligible $d(k)$ for $k \approx 2^{t/(t+1)}$, i.e., far beyond the birthday barrier.

The above construction ideas apply in other contexts as well, for instance the use of some values of a PRF as the key of another component in a manner that

\(^{15}\) Such a function $E$ can for instance be obtained by evaluation of a polynomial of degree $2t$ over an appropriate finite field of size at least $t2^L$.

\(^{16}\) This fact was pointed out already in [12], Theorem 2, where the basic idea of XOR-ing several values of a function to go beyond the birthday bound was proposed.
does not compromise security. Note that the security of the XOR-MAC [3] and of other constructions based on linearly independent inputs (e.g. [1]) follow directly from Lemma 11 as well as a (non-adaptive) analysis of the linear independence event. For the XOR-MAC the analysis of this event is trivial.

6 Applications to MAC’s

A secure MAC-scheme is a PRF $\mathcal{M} \rightarrow \{0,1\}^l$ for $\mathcal{M} = \cup_{i=1}^{L} \{0,1\}^i$ for some maximal message length $L$ and an appropriate security parameter $l$. If $L = \infty$, then this corresponds to a pseudo-random oracle.

A very natural construction originating in [23] and used in many later papers (e.g. see [5, 20] and the discussion and references therein) is to apply an $\epsilon$-almost universal hash function $\mathbf{U} : \mathcal{M} \rightarrow \mathcal{X}$ for some $\mathcal{X}$ to the message and to apply a PRF $\mathbf{F} : \mathcal{X} \rightarrow \{0,1\}^l$ to the result. Such a scheme has two keys, those of $\mathbf{U}$ and $\mathbf{F}$, but in fact the $\mathbf{U}$-key can be obtained by evaluating $\mathbf{F}$ for an appropriate number $z$ of fixed arguments, as follows easily from our framework. More precisely, $\mathbf{U}(.)$ is a random system\footnote{This is a cascade $\mathbf{UF}$, but this notation is incorrect because $\mathbf{U}$ depends on $\mathbf{F}$.} invoking $\mathbf{F}$ some $z$ times to set up the key of $\mathbf{U}$ and then applies it to the input.\footnote{As an alternative, a fixed value of $\mathbf{F}$ could be used as the key to generate the key of $\mathbf{U}$ pseudo-randomly. The security of such a scheme follows also from our analysis.} Of course, the key can be cached so that only one evaluation of $\mathbf{F}$ is needed for each input.

The security proof of such a scheme is trivial in our framework. The following theorem implies that $\mathbf{U}(\mathbf{F})$ is a computationally secure MAC for any PRF $\mathbf{F}$.

**Theorem 5.** For a $d(k)$-QRF $\mathbf{F}$, $\mathbf{U}(\mathbf{F})$ is a $\bar{d}(k)$-QRO for $\bar{d}(k) = \epsilon(k+z)^2/2 + d(k+z)$.

**Proof.** Define $A_i$ as the event that all inputs to $\mathbf{F}$ are distinct, including the $z$ fixed values needed for the key setup for $\mathbf{U}$. Lemma 5 (i) implies $\Delta_k(\mathbf{U}(\mathbf{F}), \mathbf{R}) \leq \Delta_k(\mathbf{U}(\mathbf{F}), \mathbf{U}(\mathbf{R})) + \Delta_k(\mathbf{U}(\mathbf{R}), \mathbf{R})$. Lemma 5 (ii) implies $\Delta_k(\mathbf{U}(\mathbf{F}), \mathbf{U}(\mathbf{R})) \leq d(k+z)$. Moreover, $\mathbf{U}(\mathbf{R})|A \equiv \mathbf{R}$ and hence, using Theorem 1 (i), $\Delta_k(\mathbf{U}(\mathbf{R}), \mathbf{R}) \leq \nu(\mathbf{U}(\mathbf{R}), \mathbf{A_R})$. Using Corollary 1 (vi) together with $\mathbf{R|R} \equiv \mathbf{B}$ and $\mathbf{U}(\mathbf{B}) \equiv \mathbf{B}$ gives $\nu(\mathbf{U}(\mathbf{R}), \mathbf{A_R}) = \mu(\mathbf{U}(\mathbf{R}), \mathbf{A_R})$, hence one can restrict attention to non-adaptive strategies. Now, for any fixed input sequence to $\mathbf{U}(\mathbf{R})$, $A_k$ is the union of $(\binom{k+z}{2}) < (k+z)^2/2$ collision events, each with probability at most $\epsilon$. Application of the union bound concludes the proof.\hfill \Box

As a further demonstration of the general applicability of the framework, we give a simple security proof of a generalized version of the CBC-MAC (e.g., see Fig. 6 and [2]), with which we assume the reader is familiar. We do not wish to make an a priori assumption about the maximal message length, hence we need a prefix-free encoding $\sigma : \{0,1\}^* \rightarrow \{0,1\}^*$ of the binary strings which does not significantly expand the length. A good choice is to prepend a block encoding

\footnote{P(\mathbf{U}(x) = \mathbf{U}(x')) \leq \epsilon \text{ for any } x \neq x'. Actually, \mathbf{U} must satisfy }$P(\mathbf{U}(x) = y) \leq \epsilon$ for any $x$ and $y$ (which is usually the case).
A true prefix-free encoding given message as the MAC-value for that message. If \( F \) is a \( d(k) \)-QRF, then \( C(F) \) is a \( \tilde{d}(k) \)-quasi-random oracle for \( \tilde{d}(k) = n2^{-(l+1)} + d(n) \), where \( n \) is the total number of blocks of all \( k \) messages issued by the distinguisher.

**Proof.** Lemma 5 (i) implies \( \Delta_k(C(F), O) \leq \Delta_k(C(F), C(R)) + \Delta_k(C(R), O) \). Lemma 5 (ii) implies \( \Delta_k(C(F), C(R)) \leq d(n) \). Consider the event \( A_i \) that all inputs to \( F \) are distinct, up to and including the processing of the \( i \)-th message, except those inputs to \( F \) that are trivially equal because the prefix of the actual message processed so far is also a prefix of a previous message. Because due to \( \sigma \) no (encoded) message is a prefix of another message, \( A_i \) implies that for a given message \( x_i \) the last input to \( F \) (for \( x_i \)) is distinct from all previous inputs to \( F \) (for \( x_{i-1} \)). Hence \( C(R)|A \equiv O \) and by Theorem 1 (i) we have \( \Delta_k(C(R), O) \leq \nu(C(R), \overline{A_k}) \). Equation (2) is satisfied (for \( G = B \)) for all \( i \) since \( P_{Y_i|X_i=A_i}^{C(R)} \) is the uniform distribution over \( \{\{0,1\}^l\}^i \) for all input values (resulting in \( A_i \) being satisfied). Hence \( \nu(C(R), \overline{A_k}) = \mu(C(R), \overline{A_k}) \) and one can restrict attention to non-adaptive strategies, which are easy to analyse.

For any given \( k \) input messages \( x_1, \ldots, x_k \) of arbitrary lengths, but consisting of a total of \( n \) blocks, \( \overline{A_k} \) corresponds to the event that a collision occurs among

---

**Fig. 6.** The CBC-MAC. The \( \{0,1\}^*, \{0,1\}^l \)-random system \( C(F) \) is defined by applying some prefix-free encoding \( \sigma \) to the message, then padding the result with 0’s to complete the last block, then applying the CBC feedback construction with a random function (or more generally a random automaton) \( F \), and taking the last output (for a given message) as the MAC-value for that message.

---

\( \sigma : \{0,1\}^* \rightarrow \{0,1\}^* \) can be obtained as follows. Let \( \overline{n} \) be the standard binary representation of the integer \( n \), and let \( l(x) \) be the length of the binary string \( x \). It is not difficult to see that the mapping \( \sigma : \{0,1\}^* \rightarrow \{0,1\}^* \) defined by \( r = l(\overline{l(x)}) - 1 \) and \( \sigma(x) := 0^r1|| l(x)||x \) is prefix-free. For instance, \( \sigma(1100010111100) = 00011011100010111001 \). This encoding is efficient: \( l(\sigma(x)) \approx l(x) + 2\log l(x) \). It can be improved to \( l(\sigma(x)) \approx l(x) + \log l(x) \) by using the encoding \( x \mapsto \sigma(l(x)||x) \).

---
The proof goes through for more general versions of the CBC-MAC. For example, a PIP can for instance be implemented by interpreting all quantities as elements of a finite field \( F \) and setting \( Q(x) = ax + b \) for random \( a, b \in F \) with \( a \neq 0 \).

7 Applications to the Analysis of Random Permutations

7.1 Random Permutations

For a random permutation, the inverse is also a random permutation and is denoted by \( Q^{-1} \). Remember that \( P \) denotes a uniform random permutation. Let \( (E, G) \) be any pair of (possibly dependent) random permutations.

**Lemma 8.** (i) \( EPG \equiv P \). Moreover, if \( Q|A \equiv P \), then \( EQG|A \equiv P \).

(ii) For a MES \( C \) defined on the outputs of \((X, Y)\)-random systems such that \( C_i \) implies that the first \( i \) outputs are distinct, we have \( R|C \equiv P|C \) and \( R^C \equiv P^{C\wedge D} \) for some MES \( D \) adjoined to \( P \).

**Proof.** \( EPG \equiv P \) is a special case of the second statement when \( A_i \) is the certain event for all \( i \). We have \( EQG|A \equiv EPG \) for any two fixed permutations \( E \) and \( G \) because \( E \) and \( G \) simply correspond to relabelings of the input and output alphabets of \( Q \). Hence this equivalence also holds if the pair \( (E, G) \) is a random variable. Now we prove (ii). We have \( R|C \equiv P|C \) since conditioned on the output being distinct, both \( R \) and \( P \) generate completely new random outputs. Moreover, \( P^R_{C_i|X^iY^{i-1}C_{i-1}} \leq P^P_{C_i|X^iY^{i-1}C_{i-1}} \) is a simple consequence of the fact that for a given \( X^i \) with distinct values (i.e., \( \text{dist}(X_1, \ldots, X_i) \)), only \( Y^i \) with distinct values are consistent with \( P \), whereas other values for \( Y^i \) are consistent with \( R \), but \( C_i \) cannot hold for these \( Y^i \). Now apply Lemma 1 (iv).

**Definition 13.** A pairwise independent permutation (PIP) is a random permutation such that for any two inputs \( x \) and \( x' \), \( Q(x) \) and \( Q(x') \) are a completely random pair of (distinct) values.

7.2 Two Feistel Rounds with Random Functions

Let \( R \) be a set and let \( * \) be a group operation on \( R \). Typically \( R = \{0, 1\}^l \) for some \( l \) and \( * \) is bitwise XOR. We now consider permutations on \( R^2 \), i.e., on

\[ n - w(x^k) \] independent and uniformly random values, where \( w(x^k) \) is the total number of blocks in the messages \( x_1, \ldots, x_k \in \{0, 1\}^l \) which belong to a prefix (say of \( x_i \)) that was also the prefix of a previous message \( x_1, \ldots, x_{i-1} \) (see above), i.e., \( P^R_{C_i|X^i}(x^k) = p_{\text{coll}}(2^{l}, n - w(x^k)) \leq p_{\text{coll}}(2^{l}, n) \leq n^2 2^{-(l+1)} \).

The proof goes through for more general versions of the CBC-MAC. For example, in addition to letting the input to \( F \) be the current message block XORRed with the previous output of \( F \), as in the CBC-MAC, one could XOR in any further function of all the previous message blocks and all the previous outputs of \( F \) (except the last). Such a modification could make sense if one considers the risk that \( F \) might not be a PRF and hence wants to build in extra complexity for heuristic security.

Much of this section can be generalized to the more general concept of a permutation random system, i.e., a \((X, X')\)-random system \( Q \) which for all \( i \) is a random permutation on \( X^i \).

However, the pair \( (E, G) \) is, as always, assumed to be independent of \( Q \).

A PIP can for instance be implemented by interpreting all quantities as elements of a finite field \( F \) and setting \( Q(x) = ax + b \) for random \( a, b \in F \) with \( a \neq 0 \).
Fig. 7. Left side: Notation for random systems whose inputs and outputs are pairs. $A_i := \text{dist}(T^i)$ and $B_i := \text{dist}(U^i)$. Right side: Special case; two Feistel rounds with random systems $H$ and $K$, denoted $M(H, K)$.

pairs which can be considered as “left” and “right” halves, or as high and low part when the pair is interpreted as a single element of, say, a field. For any random function $F : \mathcal{R}^2 \to \mathcal{R}^2$ we can define the following random variables (see Figure 7, left): $(S_i, T_i)$ is the $i$-th input and $(U_i, V_i)$ are the $i$-th output. We define two MES, $A_i := \text{dist}(T^i)$ and $B_i := \text{dist}(U^i)$, used throughout Section 7.

For two random functions $\mathcal{R} \to \mathcal{R}$, $H$ and $K$, let $M(H, K)$ be the $\mathcal{R}^2$-random permutation defined by two Feistel rounds with $H$ and $K$ (see Figure 7, right).\textsuperscript{25} More precisely, $U_i = S_i \ast H(T_i)$ and $V_i = T_i \ast K(U_i)$. Let $\mathcal{R} : \mathcal{R}^2 \to \mathcal{R}^2$ be a URF, and let $\mathcal{R}'$ and $\mathcal{R}''$ be URF’s $\mathcal{R} \to \mathcal{R}$. We have

Lemma 9. $M(\mathcal{R}', \mathcal{R}'')^{A \wedge B} \equiv B^{A \wedge B} \equiv R^{A \wedge B} \equiv P^{A \wedge B \wedge D}$ for some MES $D$.

Proof. Given $A_i$, the joint distribution of $(U_i, V_i)$ and $B_i$ is identical for $M(\mathcal{R}', \mathcal{R}'')$, for $B$, and for $\mathcal{R}$, independent of the input: $U_i$ and $V_i$ are independent new random values and $B_i$ is determined by $U_i$. Hence $M(\mathcal{R}', \mathcal{R}'')^{A \wedge B} \equiv B^{A \wedge B} \equiv R^{A \wedge B}$. The last equivalence follows from $R^B \equiv P^{B \wedge D}$ (Lemma 8 (ii)) and because $A$ is defined on the inputs and thus Lemma 2 (ii) can be applied. \qed

7.3 Mono-directional Luby-Rackoff and Naor-Reingold

The following theorem generalizes the one-directional Luby-Rackoff [10] and Naor-Reingold [18] results (cf. Fig. 8 left) and follows easily from our framework.

Theorem 7. Let $L := EM(R', R'')$ for some random permutation $E$. Then $\Delta_k(L, P) \leq \mu(E, A_k) + p_{\text{coll}}(|\mathcal{R}|, k)$. If $E$ is a PIP (Naor-Reingold) or if $E$ is a Feistel round with another random function $R'''$ (Luby-Rackoff), then $\Delta_k(L, P) \leq 2 \cdot p_{\text{coll}}(|\mathcal{R}|, k) < k^2/|\mathcal{R}|$.

Proof. Using Lemma 9 and Lemma 4 we obtain

$$L^{A \wedge B} \equiv EB^{A \wedge B} \equiv EP^{A \wedge B \wedge D} \tag{3}$$

\textsuperscript{25} This can easily be generalized from random functions to random automata.
(with the events $A_i$ defined internally). Lemma 8 (i) yields the first step of
\[ \Delta_k(L, P) = \Delta_k(L, EP) \leq \nu(L, \overline{A_k} \lor \overline{B_k}) = \nu(EB, \overline{A_k} \lor \overline{B_k}) \]
and the next two steps follow from (3) and Theorem 1 (i), and from (3) and
Lemma 6 (ii), respectively. Now obviously (and by Corollary 1 (v)), \( \nu(EB, \overline{A_k} \lor \overline{B_k}) \leq \mu(E, A_k) + \mu(B, B_k) \) where \( \mu(B, B_k) = p_{\text{coll}}(|R|, k) \). The second claim follows by a trivial analysis of a collision event among \( k \) random values.

Remark. Theorem 7, besides being more general, is also slightly stronger than
that of [18] and [10] (see also [9]) where an additional term \( k^2/|R|^2 \) appears
on the right side. This weaker bound would in our context be obtained by proving
\( \Delta_k(L, R) < k^2/|R| \) and then using \( \Delta_k(R, P) \leq k^2/|R|^2 \). One could also append
an additional random permutation $G$, as follows directly from Corollary 1 (iii).

7.4 Bidirectional Permutations

Definition 14. For an $X$-random permutation $Q$, let $\langle Q \rangle$ be the bidirectional permutation\(^{26}\) $Q$ with access from both sides (i.e., one can query both $Q$ and $Q^{-1}$). More precisely, $\langle Q \rangle$ is the random function $X \times \{0, 1\} \rightarrow X$ defined as follows:
\[ \langle Q \rangle(U_i, D_i) = \begin{cases} Q(U_i) & \text{if } D_i = 0 \\ Q^{-1}(U_i) & \text{if } D_i = 1 \end{cases} \]
If $A$ is defined for $Q$, $A$ can also be defined naturally for $\langle Q \rangle$: Let $V_i := \langle Q \rangle(U_i, D_i)$, and let $X_i$ and $Y_i$ be the $i$-th input and output of $Q$ (i.e., if $D_i = 0$, then $X_i = U_i$ and $Y_i = V_i$, and if $D_i = 1$, then $Y_i = U_i$ and $X_i = V_i$). Recall that
\[ P_{Y_{i+1}A_{i+1}|X_iY_iA_{i+1}} = P_{Q_{Y_{i+1}A_{i+1}|X_iY_iA_{i+1}}}. \]
Now we let
\[ P_{\langle Q \rangle_{Y_{i+1}A_{i+1}|X_iY_iA_{i+1}}} := P_{Q_{Y_{i+1}A_{i+1}|X_iY_iA_{i+1}}}. \]

Lemma 10. For any random permutation $F$ and $G$,
(i) \( \Delta_k(F, G) \leq \Delta_k(\langle F \rangle, \langle G \rangle) \).\(^{27}\)

\(^{26}\) This definition is motivated by considering a block cipher which in a mixed
chosen-plaintext and chosen-ciphertext attack can be queried from both sides.

\(^{27}\) \( \Delta_k(\langle F \rangle, \langle G \rangle) \) can be much larger than \( \Delta_k(F, G) \) because inverse queries may help
the distinguisher significantly.
(ii) If $F \equiv G$, then $F^{-1} \equiv G^{-1}$ and $\langle F \rangle \equiv \langle G \rangle$.

(iii) More generally, $F^A \equiv G^B$ implies $\langle F \rangle^A \equiv \langle G \rangle^B$.

**Proof.** Claim (i) follows from the fact that being able to query from both sides can only help the distinguisher. Proof of claim (ii): the behavior of a random permutation $Q$ uniquely determines the behavior of $Q^{-1}$ and hence also of $(Q)$. Claim (iii) follows because if $F^A \equiv G^B$, then $P_{F^A | X^i Y^i A_{i-1}} = P_{G^B | X^i Y^i B_{i-1}}$ and thus $P_{\langle F \rangle^A | U^i D^i V^i A_{i-1}} = P_{\langle G \rangle^B | U^i D^i V^i B_{i-1}}$. \hfill $\square$

The following theorem generalizes Theorem 3.2 of [18] in several ways. The proof is omitted.

**Theorem 8.** Let $L$ be defined as $L := EM(R', R') G^{-1}$ (cf. Fig. 8 right).

(i) If $E$ and $G^{-1}$ are independent PIP's, then $\Delta_k(\langle L \rangle, \langle P \rangle) < k^2/|R|$. 

(ii) If $E$ is a PIP and $G = E^{-1}$, then $\Delta_k(\langle L \rangle, \langle P \rangle) < 4k^2/|R|$. 

(iii) If $R' = R''$, i.e., $L := EM(R', R') E^{-1}$, then $\Delta_k(\langle L \rangle, \langle P \rangle) < 8k^2/|R|$. 

(iv) Moreover, if $R = GF(q)$ is a field and $E$ is also derived from $R'$ by a linear polynomial $ax + b$ over $GF(q^2)$ with $a$ and $b$ defined by $a = (R(\xi_1)||R(\xi_2))$ and $b = (R(\xi_3)||R(\xi_4))$ for some fixed $\xi_1, \xi_2, \xi_3, \xi_4 \in GF(q)$, then $\Delta_k(\langle L \rangle, \langle P \rangle) < 8(k + 1)^2/|R| + 1/|R|^2$. 

8 Conclusions

We have described a general framework for indistinguishability proofs of the most general form of random systems. The purpose of the framework is to prove results at the most general and abstract level, and this leads to substantial simplifications in actual security proof (making them for example tractable for a textbook) and to new security proofs that before may have appeared unrealistic. It would be a pleasure to see the framework at work in future security proofs.

We suggest as an open problem to find constructions of QRF’s from QRF’s better than that of Section 5, i.e., with either higher security (degree of indistinguishability) or lower complexity (number of evaluations of $F$), or both. However, it is possible that this construction is quite close to optimal.
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Appendix

Lemma 11. Let $U = [U_1, \ldots, U_n]$ with $U_i \in GF(q)$ be a vector of random variables with uniform distribution $GF(q)^n$, and define the random function $K : GF(q)^n \rightarrow GF(q)$ as the scalar product of the input vector $x = [x_1, \ldots, x_n] \in GF(q)^n$ and $U$,

$$K(x) = \langle x, U \rangle = \sum_{j=1}^{n} x_j U_j.$$  

Then $K^A \equiv R^A \equiv B^A$ with $A_i$ as the event that $x_1, \ldots, x_i$ are linearly independent.

Proof. For a list $v^k = [v_1, \ldots, v_k]$ of vectors in a finite-dimensional vector space, let $\text{span}(v^k)$ denote the subspace spanned by $v_1, \ldots, v_k$ and let $\text{dim}(v^k)$ denote its dimension. If $v_1, \ldots, v_k$ are linearly independent, then $\text{dim}(v^k) = k$.

Let $T \subseteq GF(q)^n$ be a set of input vectors to $K$, and let $K(T)$ denote the corresponding list of values of $K$. We prove$^{28}$ that $H(K(T)) = \text{dim}(T)r$, where $r = \log q$. This clearly implies that for any set of linearly independent vectors the corresponding function values have maximal entropy, as is to be proved. Linear dependence implies functional dependence, hence $H(K(T)) = H(K(\text{span}(T))) = H(K(\text{span}(B)))$, where $B$ is any basis of $\text{span}(T)$ and has cardinality $B = \text{dim}(T)$. Thus $H(K(T)) \leq \text{dim}(T)r$. On the other hand, it follows from linear algebra that $T$ can be complemented by a set $T'$ of size $n - \text{dim}(T)$ such that $T \cup T'$ spans the entire space $GF(q)^n$. Hence $H(K|K(T)) \leq (n - \text{dim}(T))r$. Because $H(K) = H(K(T)) + H(K|K(T)) = nr$ we must have equality in the two previous inequalities.  

Let $S_n := \{1, \ldots, n\}$. The characteristic vector in $\{0, 1\}^n$ of a subset $S'$ of $S_n$ has a 1 at position $i$ if and only if $i \subseteq S'$. For multi-sets or lists of elements of $S_n$, we define the characteristic vector to have a 1-entry only for those elements of $S_n$ that occur exactly once.

The proof of following lemma is straight-forward.

Lemma 12. If $kt$ elements of $S_n$ are selected $b$-wise independently (for $b \geq 2t$) and interpreted as $k$ lists of $t$ elements, $V_i = [V_{i1}, \ldots, V_{it}]$ for $1 \leq i \leq k$, then their characteristic vectors $W_1, \ldots, W_k$ are linearly independent with probability at least $1 - k \left( \frac{kt}{n} \right)^t$.

---

$^{28}$ See [6] for definitions of the entropy $H(X)$ and the conditional entropy $H(X|Y)$. 
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Abstract. We consider the symmetric encryption problem which manifests when two parties must securely transmit a message $m$ with a short shared secret key. As we permit arbitrarily powerful adversaries, any encryption scheme must leak information about $m$ – the mutual information between $m$ and its ciphertext cannot be zero. Despite this, we present a family of encryption schemes which guarantee that for any message space in $\{0,1\}^n$ with minimum entropy $n - \ell$ and for any Boolean function $h : \{0,1\}^n \rightarrow \{0,1\}$, no adversary can predict $h(m)$ from the ciphertext of $m$ with more than $1/n^\omega(1)$ advantage; this is achieved with keys of length $\ell + \omega(\log n)$. In general, keys of length $\ell + s$ yield a bound of $2^{-\Theta(s)}$ on the advantage. These encryption schemes rely on no unproven assumptions and can be implemented efficiently.

1 Introduction

One of the simplest and most secure encryption systems is the one time pad: two parties who have agreed on a uniformly selected secret key $s \in \{0,1\}^n$ can exchange a single message $m \in \{0,1\}^n$ by transmitting $m \oplus s$, this parity being taken componentwise. If we think of the message $m$ and the secret key $s$ as independent random variables, then it is easy to see that the message $m$ and the ciphertext $m \oplus s$ are uncorrelated: we say that this encryption system offers perfect secrecy.

One unfortunate consequence of this absolute security guarantee is that any such system must use a fresh secret key $s \in \{0,1\}^n$ for each new message of length $n$. Indeed, regardless of the system employed, if a uniformly selected message $m \in \{0,1\}^n$ is encrypted with a key of length $k < n$, then at least $n - k$ bits of “information” about $m$ have leaked into the ciphertext. (See, e.g., [25] for a formal discussion of message equivocation.) Despite this, we construct a family of encryption systems utilizing short keys which guarantee that for any message space with sufficient min-entropy, no adversary can predict any Boolean function of the message $m$ with non-negligible advantage; specifically, if the message space has min-entropy $n - \ell$, and secret keys of length $\ell + s$ are utilized, no Boolean function can be predicted with advantage $2^{-\Theta(s)}$. These systems rely on no unproven assumptions, and encryption (and decryption) can be computed efficiently. The precise notion of security is described below.
Of course, if a pseudorandom generator exists, then it is possible to construct encryption systems with satisfactory security guarantees against resource-bounded adversaries, even when the length of the message $m$ exceeds the length of the key. A traditionally accepted notion of security in this resource-bounded case is that of semantic security [11], though a number of stronger (and important) notions exist (see, e.g., [4, 9, 17, 19]). A system with semantic security guarantees that observation of $E(m)$, the encryption of a message $m$, offers essentially no advantage to a bounded adversary in predicting any Boolean function of the message $m$. (This Boolean function may be some specific bit of $m$, or, perhaps, a complicated function capturing some global property of $m$.) Furthermore, this guarantee is offered regardless of the a priori distribution of the message $m$.

In the last section of the paper, we discuss some potential applications of the information-theoretic encryption systems of Sects. 3 and 4 to this complexity-theoretic framework. Specifically, we observe that a hybrid approach can reduce the complexity of the resulting system at the expense of weakening (in a controlled fashion) the notion of semantic security. Finally, we mention that if the adversary is space-limited and the parties have access to a long public random string, strong privacy guarantees can be obtained with short keys [15, 2].

Returning to the case for unbounded adversaries, we say that an encryption system offers entropically bounded security if for all message distributions with sufficient min-entropy, and all pieces of partial information $h : \{0,1\}^* \rightarrow \{0,1\}$, observation of the ciphertext of $m$ offers no adversary non-negligible advantage in prediction of $h(m)$. If the definition is strengthened so that it applies for all message spaces and the error terms in the advantage are removed, then we exactly recover the definition of perfect secrecy. (See the next section for precise definitions.) Initially, we give a simple encryption system offering entropic security in the case when the adversary has no a priori information about the message (i.e., the message distribution is uniform); the scheme can be realized with keys of length $\omega(\log n)$. We then show that for message spaces with min-entropy $n - \ell$, an encryption system offering entropically bounded security can be realized with keys of length $\ell + \omega(\log n)$.

The two main theorems in the article, Theorem 2 and Theorem 3, are both instantiations of common paradigms in cryptography. The first is an information-theoretic variant of the standard practice of encrypting a short seed which is then used for a pseudorandom generator (in our case, this will be an $\epsilon$-biased space). The second is a variant of the “simple embedding schemes” often used in practice, where a message is encrypted by applying a one-way permutation after a suitable (bijective) hash function. The system of Bellare and Rogaway [5] is also theoretical evidence for the quality of such schemes.

In Sect. 2 we give basic definitions, including a brief discussion of $\epsilon$-biased spaces, universal hash functions, and the Fourier transform over $\mathbb{Z}_2^n$, which will be used in the main results, presented in Sects. 3 and 4. In Sect. 5, we discuss some applications of these theorems to resource-bounded encryption systems.
2 Definitions

Definition 1. A pair \((\mathcal{E}, \mathcal{D})\) is a symmetric encryption system with parameters \((\ell_s, \ell_e)\) if

1. \(\ell_s : \mathbb{N} \to \mathbb{N}\) and \(\ell_e : \mathbb{N} \to \mathbb{N}\) are functions, determining the length of the secret key and the length of the encryption for messages of length \(n\),
2. \(\mathcal{E} = \{E_n : \{0,1\}^n \times \{0,1\}^{\ell_e(n)} \to \{0,1\}^{\ell_e(n)} \mid n \geq 1\}\) is the family of encryption functions, and
3. \(\mathcal{D} = \{D_n : \{0,1\}^{\ell_e(n)} \times \{0,1\}^{\ell_s(n)} \to \{0,1\}^n \mid n \geq 1\}\) is the family of decryption functions,

so that for all \(n \geq 1\), \(m \in \{0,1\}^n\), and \(s \in \{0,1\}^{\ell_s(n)}\), \(D_n(E_n(m,s),s) = m\).

When the length \(n\) of the message can be inferred from context, we write \(E(m,s)\) \((D(m,s))\) rather than \(E_n(m,s)\) \((D_n(m,s))\). When an encryption system is clear from context, we let \(S_n\) denote the random variable uniform on the set \(\{0,1\}^{\ell_e(n)}\).

As defined above, encryption and decryption are deterministic; in Sect. 4 we shall consider the case when the encryption algorithm may depend on some private randomness.

Definition 2. A message space \(\mathcal{M}\) is a sequence of random variables \(\mathcal{M} = \{M_n \mid n \geq 1\}\) so that \(M_n\) takes values in \(\{0,1\}^n\). (When we couple \(\mathcal{M}\) with an encryption system, we always assume that \(M_n\) and \(S_n\) are independent.)

A symmetric encryption system \((\mathcal{E}, \mathcal{D})\) with parameters \((\ell_s, \ell_e)\) is said to possess perfect secrecy if for all message spaces \(\mathcal{M}\), all \(n > 0\), and all \(e \in \text{im } E_n\), \(\Pr[M_n = m] = \Pr[M_n = m \mid E(M_n, S_n) = e]\). An equivalent definition of perfect secrecy is the following:

Definition 3 (Perfect Secrecy). A symmetric encryption system \((\mathcal{E}, \mathcal{D})\) with parameters \((\ell_s, \ell_e)\) is said to possess perfect secrecy if for all \(\mathcal{M}\), all \(n \geq 1\), and all functions \(f : \{0,1\}^{\ell_e(n)} \to \{0,1\}\), there is a random variable \(G_f\), independent of \(M_n\), so that for every \(h : \{0,1\}^n \to \{0,1\}\),

\[
\Pr[f(E(M_n, S_n)) = h(M_n)] = \Pr[G_f = h(M_n)].
\]

Intuitively, this asserts that if there is an adversary \(f\) which can predict some Boolean function of \(m\) based on the ciphertext of \(m\), then there is another adversary \(G_f\) which can predict this same Boolean function of \(m\) without even witnessing the ciphertext. (If one suitably changes this definition so that the function \(f\) and the random variable \(G_f\) are polynomial time computable and allows for negligible error, then one obtains the notion of semantic security.)

A random variable \(M_n\) taking values in \(\{0,1\}^n\) has min-entropy \(n - \ell\) when \(\forall m_o \in \{0,1\}^n\), \(\Pr[M_n = m_o] \leq 2^{-n+\ell}\). A message space \(\mathcal{M}\), is said to have min-entropy \(n - \ell(n)\) when the random variable \(M_n\) possesses this property for each \(n\).
We say that an encryption system possesses $\ell(n)$-entropic security if for every message space $M$ with min-entropy $n - \ell(n)$, every $n > 0$, and all functions $f : \{0, 1\}^{\ell(n)} \to \{0, 1\}$, there is a random variable $G_f$, independent of $M_n$, so that for every $h : \{0, 1\}^n \to \{0, 1\}$,

$$|\Pr[f(E(M_n)) = h(M_n)] - \Pr[G_f = h(M_n)]| = n^{-\omega(1)}.$$

Observe that if no constraint is placed on the min-entropy in $M$ and the $n^{-\omega(1)}$ error term is removed, we recover the definition of perfect secrecy. We will construct two encryption systems, $\mathcal{(E^u, D^u)}$ and $\mathcal{(E^k, D^k)}$, so that

- $E^u$ possesses 0-entropic security (i.e., provides security when the message space is uniform) and uses keys of length $w(n)\log n$, where $w(n)$ is any function tending to infinity. $E^u$ and $D^u$ can be computed in time $O(w(n)n \log^{1+c} n)$ for any $c > 0$.
- $E^k$ possesses $\ell$-entropic security (i.e., provides security when the message space has min-entropy $n - \ell$) so long as $\ell(n) \leq k(n) - \omega(\log n)$ and uses keys of length $k(n)$. $E^k$ and $D^k$ can be computed in time $O(n \log^2 n \log \log n)$.

These constructions make use of $\epsilon$-biased sample spaces and universal hash functions, defined below.

### 2.1 $\epsilon$-Biased Sample Spaces

**Definition 5.** A set $S \subseteq \{0, 1\}^n$ is called $\epsilon$-biased (or an $\epsilon$-biased sample space) if for all nonempty $\alpha \subset [n] = \{1, \ldots, n\}$, $\left|\text{Exp}_{s \in S} \left[\prod_{a \in \alpha} (-1)^{s_a}\right]\right| \leq \epsilon$.

Small sets with these properties were initially constructed by Naor and Naor [16] and Peralta [18]. We will use a construction, due to Alon, Goldreich, Håstad and Peralta [1], which gives an $\epsilon$-biased sample space in $\{0, 1\}^n$ of size about $(\frac{n}{\epsilon})^2$.

The sample space is given as the image of a certain function $\sigma_{n,m} : \mathbb{F}_{2^m} \times \mathbb{F}_{2^m} \to \{0, 1\}^n$. (Here $\mathbb{F}_{2^n}$ denotes the finite field with $2^n$ elements.) To define $\sigma$, let $\text{bin} : \mathbb{F}_{2^m} \to \{0, 1\}^m$ be a bijection satisfying $\text{bin}(0) = 0^m$ and $\text{bin}(x + y) = \text{bin}(x) \oplus \text{bin}(y)$, where $\alpha \oplus \beta$ denotes the componentwise exclusive or of $\alpha$ and $\beta$. Then $\sigma(x, y) = r = (r_0, \ldots, r_{n-1})$, where $r_i = \langle \text{bin}(x^i), \text{bin}(y)\rangle_2$, the inner product, modulo two, of $x^i$ and $y$. The size of the sample space is $2^{2m}$. Let $S_{n,m} \subseteq \{0, 1\}^n$ be the collection of points so defined. They show that

**Theorem 1 ([1]).** $S_{n,m} = \text{im} \sigma_{m,n}$ is $\frac{n-1}{2^{2m}}$-biased.

Observe that when $m = \lceil \log n e^{-1} \rceil$, $\frac{n-1}{2^{2m}} \leq \epsilon$. As elements of $S_{m,n}$ are constructed during the encryption (and decryption) phase of the 0-entropic encryption system, we analyze the complexity of computing the function above. First, we need to find an irreducible polynomial $p$ of degree $m$ over the finite field $\mathbb{F}_2$. As the degree of the polynomial will correspond to the quantity $\epsilon$, we can be somewhat flexible concerning the degree of the irreducible polynomial and use an explicit family: for each $c \in \mathbb{N}$, the polynomial $p_c(x) = x^{2^m} + x^m + 1$, where $m = 3^c$, is irreducible over $\mathbb{F}_2$. (See [14] Exercise 3.96.) Computation of $\sigma = \sigma_{m,n}$ for a
pair \((x, y)\) is performed on a component by component basis: given \(x^i\), computation of \(x^{i+1}\) requires a single multiplication in \(\mathbb{F}_{2^m} \cong \mathbb{F}_2[x]/(p_c)\). Using fast polynomial multiplication, computing this product takes \(O(m \log m \log \log m)\) time (see \cite{22}, or the discussion in \cite{3} p. 232)). As \(p_c\) is sparse (it has only 3 nonzero terms), reducing this result modulo \(p_c\) requires \(O(m)\) time. Hence computation of \(\sigma(x, y)\) requires \(O(nm \log m \log \log m)\) time. In order for \(S = \text{im } \sigma\) to be \(\epsilon\)-biased, we take \(m\) to be the smallest integer of form \(2 \cdot 3^r\) larger than \(\lceil \log(n/\epsilon) \rceil\); in this case the above running time is \(O(n \log(n/\epsilon) \log(n/\epsilon) \log \log(n/\epsilon))\).

To simplify notation, we let \(\sigma_{n,\epsilon}\) denote \(\sigma_{n, m}\) for this value of \(m\).

### 2.2 \(k\)-Wise Independent Permutations

**Definition 6.** A family of permutations \(\mathcal{P} \subset \{f : X \to X\}\) is a family of \(k\)-wise independent permutations \([24]\) if for all distinct \(s_1, \ldots, s_k \in X\) and all distinct \(t_1, \ldots, t_k \in X\), \(\Pr_{\phi \in \mathcal{P}}[\forall i, \phi(s_i) = t_i] = \prod_{i=0}^{k-1} \frac{1}{|X| - i}\).

We will use a family of 3-wise independent permutations, described below. See Rees \cite{20} for a more detailed description.

Let \(V\) be a two-dimensional vector space over \(\mathbb{F}\), a finite field. For two non-zero vectors \(v\) and \(w\) in this space, we write \(v \sim w\) when \(v = cw\) for some \(c \in \mathbb{F}\) (so that the two vectors span the same one-dimensional subspace). This is an equivalence relation; we write \([v]\) for the equivalence class containing \(v\). Projective 2-space over \(\mathbb{F}\) is then \(P_2(\mathbb{F}) = \{[v] \mid v \neq 0\}\). We let \(\text{GL}_2(\mathbb{F})\) denote the set of non-singular \(2 \times 2\) matrices over \(\mathbb{F}\), and \(\text{PGL}_2(\mathbb{F}) = \text{GL}_2(\mathbb{F})/\{cI \mid c \in \mathbb{F}\}\), where \(I\) is the identity matrix. An element \(\phi\) of \(\text{PGL}_2(\mathbb{F})\) acts on \(P_2(\mathbb{F})\) in a natural (and well-defined) way, mapping \([v]\) to \([\phi(v)]\). It is not difficult to show that for any distinct \([u_1],[u_2],[u_2] \in P_2(\mathbb{F})\) and any distinct \([v_1],[v_2],[v_2] \in P_2(\mathbb{F})\), there is in fact a unique \(\phi \in \text{PGL}_2(\mathbb{F})\) so that \(\phi([u_i]) = [v_i]\) for each \(i\). In particular, \(\text{PGL}_2(\mathbb{F})\) is a 3-wise independent family of permutations. As multiplication and inversion in a finite field \(\mathbb{F}_p\), for a prime \(p\), may be accomplished in time \(O(\log p(\log \log p)^2 \log \log \log p)\) time \([23][21]\), evaluation of an element \(\phi \in \text{PGL}_2(\mathbb{F}_p)\) also has this complexity.

**Proposition 1.** \(\text{PGL}_2(\mathbb{F}_p)\) is a 3-wise independent set of permutations of \(P_2(\mathbb{F}_p)\).

### 2.3 Fourier Analysis of Boolean Functions

Let \(L(\mathbb{Z}_2^n) = \{f : \mathbb{Z}_2^n \to \mathbb{R}\}\) denote the set of real valued functions on \(\mathbb{Z}_2^n = \{0, 1\}^n\). Though our interest shall be in Boolean functions, it will be temporarily convenient to consider this richer space. \(L(\mathbb{Z}_2^n)\) is a vector space over \(\mathbb{R}\) of dimension \(2^n\), and has a natural inner product: for \(f, g \in L(\mathbb{Z}_2^n)\), define \(\langle f, g \rangle = 2^{-n} \sum_{x \in \{0,1\}^n} f(x)g(x)\). For a subset \(\alpha \subset \{1, \ldots, n\}\), define the function \(\chi_{\alpha} : \{0,1\}^n \to \mathbb{R}\) so that \(\chi_{\alpha}(x) = \prod_{a \in \alpha} (-1)^{x_a}\). These functions \(\chi_{\alpha}\) are the characters of \(\mathbb{Z}_2^n = \{0, 1\}^n\). Among their many wonderful properties is the fact that the characters form an orthonormal basis for \(L(\mathbb{Z}_2^n)\). To see this, observe that \(\forall \alpha \subset [n], \sum_{x \in \{0,1\}^n} \chi_{\alpha}(x) = 2^n\) when \(\alpha = \emptyset\), and 0 otherwise. Furthermore,
for \( \alpha, \beta \subset [n] \), \( \chi_\alpha(x)\chi_\beta(x) = \chi_{\alpha \oplus \beta}(x) \), where \( \alpha \oplus \beta \) denotes the symmetric difference of \( \alpha \) and \( \beta \), so that \( \langle \chi_\alpha, \chi_\beta \rangle = 1 \) when \( \alpha = \beta \), and 0 otherwise. Considering that there are \( 2^n \) characters, pairwise orthogonal, they span \( L(\mathbb{Z}_2^n) \), as promised. Any function \( f : \{0,1\}^n \rightarrow \mathbb{R} \) may then be written in terms of this basis: \( f = \sum_\alpha \hat{f}_\alpha \chi_\alpha \), where \( \hat{f}_\alpha = \langle f, \chi_\alpha \rangle \) is the projection of \( f \) onto \( \chi_\alpha \). These coefficients \( \hat{f}_\alpha, \alpha \subset [n] \), are the Fourier coefficients of \( f \), and, as we have above observed, uniquely determine the function \( f \).

Given the above, it is easy to establish the Plancherel equality:

**Proposition 2.** Let \( f \in L(\mathbb{Z}_2^n) \). Then \( \sum_\alpha \hat{f}_\alpha^2 = \frac{1}{2^n} \sum_x f(x)^2 \).

As always, \( \hat{f}_\emptyset = \text{Exp}[f] \) and, when the range of \( f \) is \( \{ \pm 1 \} \), \( \sum_\alpha \hat{f}_\alpha^2 = \| f \|_2^2 = 1 \).

### 3 Security for Uniformly Distributed Message Spaces

We begin by constructing a simple encryption system offering security in the case when the adversary has no a priori knowledge concerning the message (i.e., the message space is uniform). The next section will develop a more flexible encryption system which can tolerate general message distributions, so long as they have sufficient min-entropy.

**Theorem 2.** Let \((\mathcal{E}^u,\mathcal{D}^u)\) be the encryption system given by \( \mathcal{D}^u(m,s) = E^u_n(m,s) = m \oplus \sigma_{n,\epsilon}(s) \) where \(|m| = n\) and \( s \) is selected randomly in the domain of \( \sigma_{n,\epsilon} \) (so \(|s| = O(\log ne^{-1})\)). Then for \( \epsilon = n^{-\omega(1)} \), this encryption system offers 0-entropic security. \( E^u_n \) and \( D^u_n \) can be computed in time \( O(n \log(n/\epsilon) \log \log(n/\epsilon)) \).

**Proof.** For \( n \geq 1 \), let \( M_n \) be uniform on \( \{0,1\}^n \); when \( n \) is understood we drop the subscripts. For simplicity, we treat \( h \) as a function with range \( \{ \pm 1 \} \) rather than \( \{0,1\} \). We must show that for every \( f : \{0,1\}^n \rightarrow \{ \pm 1 \} \), there is a random variable \( G_f \), independent of \( M \), so that for all functions \( h : \{0,1\}^n \rightarrow \{ \pm 1 \} \)

\[
|\Pr[f(M) \oplus \sigma(S)] = h(M)] - \Pr[G_f = h(M)]| \leq n^{-\omega(1)}.
\]

(Here \( S \) is uniform on the domain of \( \sigma_{n,\epsilon} \)) The random variable \( G_f \) is defined in terms of the function \( f \); though \( G_f \) is independent of \( M \), \( G_f \) will predict \( h(M) \) nearly as well as does \( f \). Let \( M' \) be uniform on \( \{0,1\}^n \) and independent of \( M \) (and \( S \)). Define \( G_f = f(M') \); then \( \Pr[G_f = h(M)] = \Pr[f(M') = h(M)] \). We begin with a lemma providing an upper bound on this prediction probability which is independent of \( f \):

**Lemma 1.** Let \( T(m) = \text{Exp}_S[h(m \oplus \sigma(S))] - \text{Exp}_{M'}[h(M')] \); then

\[
|\Pr[f(M') = h(M)] - \Pr[f(M) = h(M) \oplus \sigma(S)]| \leq \frac{1}{2} \text{Exp}[|T(M)|].
\]
Proof. Define $c(m, m')$ so that $c(m, m') = 1$ when $f(m) = h(m')$ and $0$ if $f(m) \neq h(m')$. As $h(\cdot)$ takes values in the set $\{ \pm 1 \}$, we can rewrite $c(m, m') = \frac{1}{2}[1 + f(m)h(m')]$ and

$$
|\Pr[f(M') = h(M)] - \Pr[f(M) = h(M \oplus \sigma(S))]|
= \left| \Exp_{M,M'}[c(M, M')] - \Exp_{M,S}[c(M, M \oplus \sigma(S))] \right|
= \left| \Exp_M \left[ \frac{f(M)}{2} \left( \Exp_{M'}[h(M')] - \Exp_S[h(M \oplus \sigma(S))] \right) \right] \right|
\leq \frac{1}{2} \Exp_M \left[ \Exp_{M'}[h(M')] - \Exp_S[h(M \oplus \sigma(S))] \right] = \frac{1}{2} \Exp_M[|T(M)|].
$$

We apply the second moment method to control $\Exp_M[|T(M)|]$. Observe that $\Exp_M[h(M)] = \hat{h}_\emptyset$, so

$$
T(m) = \Exp_S \left[ \sum_{\alpha \neq \emptyset} \hat{h}_\alpha \chi_\alpha(m \oplus \sigma(S)) \right] = \sum_{\alpha \neq \emptyset} \hat{h}_\alpha \Exp_S[\chi_\alpha(m \oplus \sigma(S))] = \sum_{\alpha \neq \emptyset} \hat{h}_\alpha \chi_\alpha(m) \Exp_S[\chi_\alpha(\sigma(S))].
$$

Then $\Exp_M[T(M)] = \sum_{\alpha \neq \emptyset} \hat{h}_\alpha \Exp_M[\chi_\alpha(\sigma(S))] \Exp_M[\chi_\alpha(M)] = 0$. Now, the random variables $\hat{h}_\alpha \chi_\alpha(M \oplus \sigma(S))$ and $\hat{h}_\beta \chi_\beta(M \oplus \sigma(S))$ are pairwise independent (recall that $M$ is uniform) so that

$$
\Var_M[T(M)] = \Exp_M \left[ \sum_{\alpha \neq \emptyset} \hat{h}_\alpha \chi_\alpha(M) \Exp_S[\chi_\alpha(\sigma(S))] \right]
= \sum_{\alpha \neq \emptyset} \hat{h}_\alpha^2 \Exp_S[\chi_\alpha(\sigma(S))]^2 \Var_M[\chi_\alpha(M)] \leq \epsilon^2 \sum_{\alpha \neq \emptyset} \hat{h}_\alpha^2 \leq \epsilon^2
$$

by the Plancherel equality (see Section 2.3) and the fact that $\Var_M[\chi_\alpha(M)] = 1$. Now, applying Chebyshev’s inequality, we have $\Pr[|T(M)| > \lambda] < \epsilon^2 \lambda^{-2}$.

Selecting $\lambda = \epsilon^2 \frac{3}{2}$, we have

$$
\Exp_M[|T(M)|] \leq \Pr[|T(M)| > \lambda] \cdot \max_m |T(m)| + \Pr[|T(M)| \leq \lambda] \cdot \lambda
\leq \epsilon^2 \frac{3}{2} \cdot 2 + (1 - \epsilon^2 \frac{3}{2}) \cdot \lambda \leq 3 \epsilon^2.
$$

Hence $|\Pr[f(M \oplus \sigma(S)) = h(M)] - \Pr[G_f = h(M)]| < \frac{3}{2} \epsilon^2$. As $\epsilon = n^{-\omega(1)}$, this completes the proof. The bound on $|s|$ and the running time of $E_u$ and $D_u$ follow from Section 2.7.1. □
4 Security for Entropically Rich Message Spaces

In this section we describe a symmetric encryption system offering \( \ell \)-entropic security; keys of length \( \ell + \omega(\log n) \) suffice. In preparation, we will slightly enrich our notion of symmetric encryption system by allowing the encryption function(s) to be stochastic: for each \( n \), \( E_n \) may depend on \( m \), the message, \( s \), the secret key, and \( \phi \), some private random coins of the encryption function. To keep the notation uniform, we let \( \Phi_n \) be the random variable on which \( E_n \) may depend. \( \Phi_n \) is independent of \( M_n \) and \( S_n \).

For convenience, we will assume that the message space is \( \mathbb{Z}_{p+1} \) for a prime \( p \). (So we treat \( M = \{ M_p \mid p \text{ prime} \} \), where \( M_p \) is a random variable taking values in \( \mathbb{Z}_{p+1} \).) To keep our notation uniform, we let \( n = \log(p + 1) \) and then say that \( M_p \in \mathbb{Z}_{p+1} \) has min-entropy \( n - \ell \) if \( \Pr[M_p = m_0] \leq 2^{-n+\ell} \). Now, we select an artificial bijection \( L : \mathbb{Z}_{p+1} \to \mathbb{P}_2(\mathbb{F}_p) \), so that

\[
L(z) = \left[ \begin{array}{c} 1 \\ z \end{array} \right], \quad \text{for } 0 \leq z \leq p - 1, \quad \text{and} \quad L(p) = \left[ \begin{array}{c} 0 \\ 1 \end{array} \right].
\]

\( L \) can be computed in linear time; \( L^{-1} \) can be computed by single inversion modulo \( p \). Having fixed this bijection, we will treat the 3-wise independent functions \( \mathbb{P}_2(\mathbb{F}_p) \), described in Sect. 2.2, as if they act on \( \mathbb{Z}_{p+1} \).

**Theorem 3.** Let \((E^k, D^k)\) be the encryption system with \( E^k_p(m, s; \phi) = (\phi(m) + s, \phi) \), where the message \( m \in \mathbb{Z}_{p+1} \), \( s \) is the secret key, chosen in the set \( \{0, 1, \ldots, 2^k - 1\} \subset \mathbb{Z}_{p+1} \), and \( \phi \) is an element of \( \mathbb{P}_2(\mathbb{F}_p) \) selected at random by \( E^k_n \). (Here + is modulo \( p + 1 \).) Decryption is defined analogously. Then if \( k = \ell + \omega(\log n) \), this encryption system offers \( \ell \)-entropic security. Furthermore, \( E^k_n \) and \( D^k_n \) can be computed in time \( O(n \log^2 n \log \log n) \).

**Proof.** We need to show that for every message space \( M \) of sufficient min-entropy and every \( f : \text{im} E^k_p \to \{0, 1\} \), there is a random variable \( G_f \), independent of \( M_p \), such that for all functions \( h : \mathbb{Z}_{p+1} \to \{0, 1\} \)

\[
\left| \Pr[f(\Phi(M) + S, \Phi) = h(M)] - \Pr[G_f = h(M)] \right| \leq \frac{1}{n^{\omega(1)}}.
\]

Here \( S \) is uniform on \( K = \{0, \ldots, 2^k - 1\} \subset \mathbb{Z}_{p+1} \) and \( \Phi \) is uniform on \( \mathbb{P}_2(\mathbb{F}_p) \); \( \Phi, S, \) and \( M \) are independent.

We define the random variable \( G_f \), which can predict \( h(M) \) nearly as well as can \( f \) even without observing \( E(M, S; \Phi) \). As in the proof above, let \( M', S', \) and \( \Phi' \) be a random variables with the same distributions as \( M, S, \) and \( \Phi \); all independent. Define the random variable \( G_f = f(\Phi'(M') + S', \Phi') \). Observe that

\[
\Pr[G_f = h(M)] = \Pr[f(\Phi'(M') + S', \Phi') = h(M)] = \Pr[f(\Phi(M') + S, \Phi) = h(M)].
\]

We begin by recording an analogue of Lemma \( \Box \) for this cryptosystem which allows us to remove the dependence on \( f \).
Lemma 2. For any $h : \mathbb{Z}_{p+1} \rightarrow \{0, 1\}$ and $f : \mathbb{Z}_{p+1} \times \text{PGL}_2(\mathbb{F}_p) \rightarrow \{0, 1\}$,

$$\left| \Pr \left[ f(\Phi(M) + S, \Phi) = h(M') \right] - \Pr \left[ f(\Phi(M) + S, \Phi) = h(M) \right] \right| \leq \left| \left( \text{Exp} \left[ h(M') \right] \right) - \text{Exp} \left[ h(M') | \Phi(M') + S' = \Phi(M) + S \right] \right| .$$

Proof. For simplicity, use two new functions $\Bar{f}$ and $\Bar{h}$ which take values in $\{\pm 1\}$ rather than $\{0, 1\}$. Let $\bar{f}(x) = 2f(x) - 1$ and $\bar{h}(x) = 2h(x) - 1$. Then

$$\left| \Pr \left[ f(\Phi(M) + S, \Phi) = h(M') \right] - \Pr \left[ f(\Phi(M) + S, \Phi) = h(M) \right] \right| = \left| \left( \text{Exp} \left[ \bar{f}(\Phi(M) + S, \Phi) \Bar{h}(\bar{M}') \right] \right) - \text{Exp} \left[ \bar{f}(\Phi(M) + S, \Phi) \Bar{h}(\bar{M}) \right] \right|$$

$$= \left| \left( \text{Exp} \left[ \bar{f}(\Phi(M) + S, \Phi) \Bar{h}(\bar{M}') \right] \right) - \text{Exp} \left[ \bar{f}(\Phi(M) + S, \Phi) \Bar{h}(\bar{M}) \right] \right|$$

$$= \frac{1}{2} \left| \sum_{e \in \mathbb{Z}_{p+1}} \Pr[\Phi(M) + S = e] \cdot \bar{f}(e, \Phi) \right|$$

$$\leq \frac{1}{2} \text{Exp} \left[ \sum_{e \in \mathbb{Z}_{p+1}} \Pr[\Phi(M) + S = e] \left| \text{Exp} \left[ \Bar{h}(\bar{M}') \right] - \text{Exp} \left[ \Bar{h}(\bar{M}) \right] \right| \left| \Phi(M) + S = e \right| \right]$$

Observe now that for any functions $g_1 : \mathbb{Z}_{p+1} \rightarrow \mathbb{R}$ and $g_2 : \mathbb{Z}_{p+1} \rightarrow \mathbb{Z}_{p+1}$,

$$\sum_{e} \Pr_x [g_2(x) = e] \text{Exp}_x [g_1(g_2(x)) | g_2(x) = e] = \text{Exp}_x [g_1(g_2(x))] ;$$

the statement of the lemma follows. \(\square\)

Now, for an element $s_0 \in K$, let $K_{s_0} = \{s - s_0 \mod (p + 1) | s \in K\}$. Then define

$$G_{m, \phi}^{s_0} = \text{Exp}_M \left[ h(M) \right] - \text{Exp}_M, S' \left[ h(M) | \phi(M) + (S' - s_0) = \phi(m) \right] ,$$

where $S' - s_0$ is uniform on $K_{s_0}$. From the lemma above, it suffices to show that for every $s_0 \in K$, $\text{Exp}_{M, \phi}[G_{m, \phi}^{s_0}]$ is small. So fix $s_0 \in K$. We let $p_m = \Pr[M = m]$. For a message $m_0 \in \mathbb{Z}_{p+1}$ and an element $w_0 \in \mathbb{Z}_{p+1}$, let $\mathcal{P}_{w_0\rightarrow m_0} = \{ \phi \in \text{PGL}_2(\mathbb{F}_p) | \phi(m_0) = w_0 \}$. We will handle each of these “slices” of $\text{PGL}_2(\mathbb{F}_p)$ separately. For any permutation $\phi$ in $\mathcal{P}_{w_0\rightarrow m_0}$ we can consider the sums

$$A_0^\phi = \sum_{m \in \phi^{-1}(w_0 + K_{s_0})} p_m \quad \text{and} \quad B_0^\phi = \sum_{m \in \phi^{-1}(w_0 + K_{s_0})} p_m \cdot h(m) ;$$

then

$$\frac{B_0^\phi}{A_0^\phi} = \text{Exp}_M \left[ h(M) | \phi(M) \in w_0 + K_{s_0} \right] . \quad (1)$$
(Here $w_0 + K_{s_0}$ denotes the set $\{w_0 + s \mod (p + 1) \mid s \in K_{s_0}\}$.) We would like to see that this quotient is well-behaved (i.e., near the expected value of $h(M)$) for most $\phi$.

Let $\Phi_0$ be a uniform random variable in $\mathcal{P}_{m_0 \to w_0}$ and let $X_m$ be the random variable taking the value $p_m$ if $\Phi_0(m) \in w_0 + K_{s_0}$, and 0 otherwise. Then $\sum_{m \in \mathbb{Z}_{p+1}} X_m = A_{\Phi_0}$ and $\sum_{m \in h^{-1}(1)} X_m = B_{\Phi_0}$ so that

\[
\exp[A_{\Phi_0}] = \exp[p_{m_0} + \sum_{m \neq m_0} X_m] = p_{m_0} + \sum_{m \neq m_0} (\Pr[\Phi_0(m) \in w_0 + K_{s_0}] \cdot p_m)
\]

Hence $\frac{2^k - 1}{p+1} \leq \exp[A_{\Phi_0}] \leq p_{m_0} \left(1 - \frac{2^k - 1}{p+1}\right) + \frac{2^k - 1}{p+1} \leq 2^{-n+k} + p_{m_0}$. Let $\overline{h} = \exp[h(M)]$; then, similarly,

$\overline{h} \cdot \frac{2^k - 1}{p+1} \leq \exp[B_{\Phi_0}] \leq \overline{h} \cdot \frac{2^k - 1}{p+1} + p_{m_0} \left(1 - \frac{2^k - 1}{p+1}\right)$.

Recalling that the distribution of $M$ has min-entropy $n - \ell$,

\[
\frac{\exp[B_{\Phi_0}]}{\exp[A_{\Phi_0}]} - \overline{h} \leq \frac{2^\ell}{2^k - 1} ,
\]

and similarly,

\[
\frac{\exp[B_{\Phi_0}]}{\exp[A_{\Phi_0}]} - \overline{h} \geq \frac{\overline{h} \cdot (2^k - 1)}{2^k + (p + 1) \cdot p_{m_0} - 1} - \overline{h} \geq -2^{-k+\ell} .
\]

Hence,

\[
\left|\frac{\exp[B_{\Phi_0}]}{\exp[A_{\Phi_0}]} - \overline{h}\right| \leq 2 \cdot 2^{-k+\ell} .
\]

We wish to insure that $A_{\Phi_0}$ and $B_{\Phi_0}$ are close to their expected values. In preparation for applying Chebyshev’s inequality, we compute their variances. We have

\[
\text{Var}_{\Phi_0}[A_{\Phi_0}] = \text{Var}_{\Phi_0} \left[\sum_{m \in \mathbb{Z}_{p}} X_m\right] = \sum_{m \neq m_0} \text{Var}_{\Phi_0}[X_m] + \sum_{m_1 \neq m_2 \neq m_0} \text{Cov}_{\Phi_0}[X_{m_1}, X_{m_2}] .
\]

Now, $\sum_{m \neq m_0} \text{Var}[X_m] \leq \sum_{m \neq m_0} \exp[X_m^2] \leq 2^{-2n+k+\ell}$, and these variables are pairwise negatively correlated (so that $\text{Cov}[X_{m_1}, X_{m_2}] < 0$ for $m_1 \neq m_2$, both distinct from $m_0$). Then, $\text{Var}_{\Phi_0}[A_{\Phi_0}] < 2^{-2n+k+\ell}$. Similarly, $\text{Var}_{\Phi_0}[B_{\Phi_0}] < \overline{h} \cdot 2^{-2n+k+\ell}$. Observe that 3-wise independence is required here.

By Chebyshev’s inequality we have

\[
\Pr_{\Phi_0} \left[ \left| A_{\Phi_0} - \exp[A_{\Phi_0}] \right| \geq \delta_a \right] \leq \frac{\text{Var}_{\Phi_0}[A_{\Phi_0}]}{\delta_a^2} < \frac{2^k}{2^{2n-\ell} \cdot \delta_a^2} ,
\]

(2)
and
\[
\Pr_{\Phi_0} \left[ |B_0^{\Phi_0} - \Exp[B_0^{\Phi_0}]| \geq \delta_b \right] \leq \frac{\Var[B_0^{\Phi_0}]}{\delta_b^2} < \frac{7}{2^{2n-\ell}} \cdot \frac{2^k}{\delta_b^2}.
\] (3)

If \( \phi \) is an element of \( \mathcal{P}_0 \) for which both
\[
|A_0^{\phi} - \Exp[A_0^{\phi}]| \leq \delta_a \quad \text{and} \quad |B_0^{\phi} - \Exp[B_0^{\phi}]| \leq \delta_b,
\]
we have in particular, from equation (1),
\[
\frac{\Exp_{\Phi_0}[B_0^{\Phi_0}]}{\Exp_{\Phi_0}[A_0^{\Phi_0}]} - \Exp_M[h(M) \mid \phi(M) \in w_0 + K_{s_0}] \leq \frac{2(\delta_a + \delta_b)}{\Exp_{\Phi_0}[A_0^{\Phi_0}]} \leq 2(\delta_a + \delta_b) \cdot 2^{n-k},
\]
(assuming that \( \delta_a, \delta_b < 1/2 \)). When \( \delta_a = \delta_b = \epsilon \cdot 2^{n-k} \), this is the statement that
\[
\Exp_M[h(M) \mid \phi(m) \in w_0 + K_{s_0}] - \Exp_M[h(m)] < \epsilon_1 + 2 \cdot 2^{-k+\ell}.
\]
For this fixed \( s_0 \), we say that \((\phi, w) \in \P_{2}(p) \times \Z_{p+1}\) is \( \epsilon \)-concealing if
\[
\Exp_M[h(M) \mid \phi(M) \in w + K_{s_0}] - \frac{H}{\epsilon} < \epsilon.
\]
From inequalities (2) and (3), for any fixed \( m_0, w_0 \) and \( \epsilon_1 > 0 \) we see that
\[
\Pr[(\Phi_0, w_0) \text{ is not } (\epsilon_1 + 2 \cdot 2^{-k+\ell})\text{-concealing}] \leq \frac{2 \cdot 2^k}{2^{2n-\ell} \cdot \delta_a^2} < \frac{2^5}{\epsilon_1^2 \cdot 2^{k-\ell}}.
\]
Now, for any fixed \( m_0 \) and \( \epsilon > 2 \cdot 2^{-k+\ell} \),
\[
\Pr[(\Phi, \Phi(M)) \text{ is } \epsilon\text{-concealing}]
= \sum_w \Pr[\Phi \in \mathcal{P}_m \rightarrow w] \cdot \Pr[(\Phi, w) \text{ is } \epsilon\text{-concealing} \mid \Phi \in \mathcal{P}_m \rightarrow w]
\geq 1 - \frac{2^5}{\epsilon^2 \cdot 2^{k-\ell} - 4\epsilon + 4 \cdot 2^{-k+\ell}}.
\]
For a random pair \((m, \phi)\), we will (lower) bound the probability that \((\phi, \phi(m))\) is \( \epsilon \)-concealing pair for \( s_0 \), since \( \Exp_M, \Phi[\Gamma_M^{s_0} \Phi] \) is no greater than
\[
\epsilon \Pr[(\Phi, \Phi(M)) \text{ is } \epsilon\text{-concealing}] + (1 - \Pr[(\Phi, \Phi(M)) \text{ is } \epsilon\text{-concealing}]) .
\]
For specific \( m \), we define \( Y_m \) to be the random variable taking the value 1 if \((\Phi, \Phi(m))\) is \( \epsilon \)-concealing, and 0 otherwise. Now,
\[
\Pr[(\Phi, \Phi(M)) \text{ is } \epsilon\text{-concealing}] = \Exp_{M, \Phi}[Y_M] = \sum_m p_m \cdot \Exp_{\Phi}[Y_m] = \sum_m p_m \Pr[(\Phi, \Phi(m)) \text{ is } \epsilon\text{-concealing}] \geq 1 - \frac{2^5}{\epsilon^2 \cdot 2^{k-\ell} - 4\epsilon + 4 \cdot 2^{-k+\ell}}.
\]
so that for all $\epsilon > 2 \cdot 2^{-k+\ell}$, $\text{Exp}_{M,\Phi}[|G_{M,\Phi}^{s_0}|] \leq \epsilon(1 - \delta) + \delta < \epsilon + \delta$, where

$$\delta^{-1} = 2^{-5 \cdot (2^{k-\ell} - 4\ell + 4 \cdot 2^{-k+\ell})}. $$

Select $\epsilon = 4 \cdot 2^{-k+\ell}$. As $k = \ell + \omega(\log n)$, we can be guaranteed that $\epsilon = n^{-\omega(1)}$ and so for all $s$, $\text{Exp}_{M,\Phi}[|G_{M,\Phi}^{s_n}|] = n^{-\omega(1)}$. Hence, $\text{Exp}_{M,\Phi,S}[|G_{m,\Phi}^{s_n}|] = n^{-\omega(1)}$, which, considering the above lemma, completes the proof. Note that if, in general, the keys have length $\ell + s$, the advantage is bounded by $2^{-\Theta(s)}$.

\[ \square \]

5 Applications to Asymmetric Encryption

In many practical situations requiring public-key cryptography, encryption and decryption (with, e.g., RSA) are so expensive that they are used only to exchange a session key, which is then fed into some cheaper symmetric system. A similar approach is possible with the systems above.

As mentioned in the introduction, a natural analogue of the notion of perfect secrecy for resource-bounded adversaries is the notion of semantic security. This is the guarantee that no bounded adversary can predict any piece of partial information about the message with non-negligible advantage. There are a range of complexity-theoretic assumptions which can give rise to such systems. In general, stronger assumptions allow implementations with improved efficiency. Firstly, constructions are possible under “generic” assumptions, e.g., existence of a one-way trapdoor permutation \[7\]. Under the stronger assumption that factoring is hard, a system of Blum and Goldwasser \[6\] based on the Rabin functions ($x \mapsto x^2 \mod pq$) encrypts (in a semantically secure fashion) an $n$-bit message in time $O(nk \text{ poly}(\log k))$. Here $k$ is the security parameter of the system. (It is interesting to note that under assumptions of a presumably stronger flavor, Cramer and Shoup \[8\] show that a constant number of exponentiations over a group suffice to encrypt a group element, in such a way that the resulting system is secure against even (adaptive) chosen ciphertext attack. In particular, hardness of the Diffie-Hellman decision problem is sufficient.)

As the encryption schemes of Theorem \[8\] are quite efficient, it is interesting to consider the (public-key) system obtained by applying an extant public key system to securely transmit the (short) shared key of $E^b$. Specifically, if $E_{\text{pub}}$ is the encryption algorithm for a public key system offering semantic security, one can study the behavior of the scheme which encrypts a message $m$ as $(\phi(m) + z, \phi, E_{\text{pub}}(z; P, R))$; here $P$ denotes the public key, $R$ the random string required for $E$, and $z$ the and $\phi$ the variables of Theorem \[8\]. If, for example, the public key system is taken to be that of Blum and Goldwasser mentioned above, the hybrid system has running time $O([\ell + w(k) \log k]k \text{ poly}(\log k) + n \text{ poly}(\log n))$, where $w$ is any function which tends to infinity. (Here $k$ is the security parameter of the system. Note, however, that the resulting security guarantee will be weaker than that of semantic security: it requires message spaces of min-entropy $n - \ell$.

The proof of security for this system follows the proof of Theorem \[8\] except that one needs to initially argue that availability of the semantically secure encryption of the secret key does not interfere with the security guarantee. This
fact relies on a variant of an “elision” lemma originally proved in [11], for which we give a new, streamlined proof.

For definitions of public-key cryptosystem, semantic security, and indistinguishability of encryptions we refer the reader to [11].

We shift notation in this section to agree with [12]: when \( x \) is a variable and \( S \) a random variable, \( x \leftarrow S \) denotes the assignment of \( x \) according to \( S \). If \( S \) is simply a set, we abuse the notation by allowing \( S \) to represent the random variable uniform on \( S \). In the sequel, we will use the term “algorithm” to refer to a probabilistic polynomial time Turing machine. Furthermore, a “message generator” is an algorithm which, given \( 1^k \), produces an output in the set \( \{0, 1\}^n \) (determined by the random coins of \( M \)), where \( n \) is polynomially bounded in \( k \).

Whenever a probability is expressed it is understood that the random coins of any algorithm appearing inside the brackets are to be included in the probability space. When the underlying probability space of a variable is clear from context, we may simply write \( \Pr_{x}[P(x)] \), or elide \( x \) altogether. A public-key encryption scheme is described by a triple \((G, E, D)\): here \( G \) is a key generator algorithm which, given \( 1^k \), generates a pair \((P, S)\); \( E(m, P, R) \) is the encryption algorithm, operating on a message \( m \), the public key \( P \), and a random string \( R \); and \( D(c, S) \) is the decryption algorithm, operating on a ciphertext \( c \) and the private key \( S \).

The following lemma, which generalizes the original elision lemma of [11], is due to [10]. We give a streamlined proof which improves upon previous proofs in the sense that it requires no sampling on the part of the constructed algorithm \( F \), in the proof below. It gives an error bound which depends only on a natural 2-norm of the message distribution. Roughly, the lemma asserts that a cryptosystem offering indistinguishability of encryptions possesses the property that any efficient computation performed with observation of an encryption, and, perhaps, some related information, may as well have been performed without it. In the system mentioned above (coupling \( E_b \) with \( E_{\text{pub}} \)), this allows us to disregard the fact that the bounded adversary has witnessed a semantically secure encryption of the shared secret key \( s \); the result is a security guarantee of the form appearing in Theorem 3 but for efficient adversaries.

**Lemma 3.** Let \((G, E, D)\) denote an encryption system possessing indistinguishability of encryptions. Then for every message space \( M \) and algorithm \( A \), there is an algorithm \( B \) so that for all polynomials \( Q_1 \), all efficiently computable \( f : \{0, 1\}^* \rightarrow \{0, 1\}^* \), and every polynomial \( Q_2 \), \( \exists k_0, \forall k > k_0 \) and \( \forall h : \{0, 1\}^* \rightarrow \{0, 1\}^* \),

\[
\Pr[A(1^k, P, f(s, m), E(m; P, R)) = h(s, m)] \leq \Pr[B(1^k, f(s, m)) = h(s, m)] + \frac{1}{Q_2(k)}.
\]

The first probability is taken over \( m \leftarrow M(1^k), (P, S) \leftarrow G(1^k), s \leftarrow \{0, 1\}^{Q_1(k)}, \) and \( R \). The second probability is taken over \( m \leftarrow M(1^k) \) and \( s \leftarrow \{0, 1\}^{P(k)} \).
Proof. The algorithm $B$ uses $A$ as a black box: given $1^k$ and $f(s, m)$, $B$ proceeds as follows: generate $m' \leftarrow M(1^k)$, $(P, S) \leftarrow G(1^k)$, and a random string $R$ of appropriate length; return $v = A(1^k, P, f(s, m), E(m'; P, R))$.

Observe that $\Pr[B(1^k, f(s, m)) = h(s, m)]$ is exactly the probability $\Pr[A(1^k, P, f(s, m), E(m'; P, R)) = h(s, m)]$. In this case, the lemma is a consequence of the following claim:

Claim. For every message space $M$, efficient algorithm $A$, every polynomial $Q_1$, efficiently computable $f : \{0, 1\}^* \rightarrow \{0, 1\}^*$, and every polynomial $Q_2$, $\exists k_0, \forall k > k_0$ and $\forall h : \{0, 1\}^* \rightarrow \{0, 1\}^*$,

$$\Pr[A(1^k, P, f(s, m), E(m; P, R)) = h(s, m)] \leq \Pr[A(1^k, P, f(s, m), E(m'; P, R)) = h(s, m)] + \frac{1}{Q_2(k)},$$

where each probability is taken over $m \leftarrow M(1^k), m' \leftarrow M(1^k), (P, S) \leftarrow G(1^k), s \leftarrow \{0, 1\}^{Q_1(k)}$, and $R$.

Proof (of Claim). Suppose not. Then there is a polynomial $Q_2$, a message space $M$, and an algorithm $A$, a polynomial $Q_1$ and a function $f$ so that $\forall k_0, \exists k > k_0$,

$$\Pr_{s, m, R, P}[A(1^k, P, f(s, m), E(m; P, R)) = h(s, m)] > \Pr_{s, m, m', R, P}[A(1^k, P, f(s, m), E(m'; P, R)) = h(s, m)] + \epsilon$$

where $\epsilon = \epsilon(k) = \frac{1}{Q_2(k)}$. For a pair of messages $m, m'$, define $P_{m, m'}$ to be the probability $\Pr_{s, R, P}[A(1^k, P, f(s, m), E(m'; P, R)) = h(s, m)]$ and $P_{m, *} = \Exp_{m'}[P_{m, m'}]$. Observe, then, that

$$\Pr_{s, m, R, P}[A(1^k, P, f(s, m), E(m; P, R)) = h(s, m)] = \Exp_{m}[P_{m, m}],$$

and

$$\Pr_{s, m, m', R, P}[A(1^k, P, f(s, m), E(m'; P, R)) = h(s, m)] = \Exp_{m}[P_{m, *}].$$

In particular, $\Exp_{m}[P_{m, m}] - \Exp_{m}[P_{m, *}] > \epsilon$.

Now, we build an algorithm $F$ which, given random $m_0$ and $m_1$, can distinguish an encryption of $m_0$ from one of $m_1$. The algorithm $F$ proceeds as follows: given $m_0, m_1$ and $\alpha = E(m_j; P, R)$, (i.) $j$ is chosen uniformly in $\{0, 1\}$, $s$ is chosen uniformly in $\{0, 1\}^{P(n)}$, and $R$ is chosen uniformly among strings of appropriate length, (ii.) $E(m_j; P, R)$ and $f(s, m_0)$ are computed, (iii.) $A(1^k, f(s, m_0), E(m_j; P, R))$ is simulated, resulting in the value $v_j$, and $A(1^k, f(s, m_0), \alpha)$ is simulated, resulting in the value $v$, and, finally, (iv.) if $v = v_j$, the $j$ is output; otherwise $1 - j$ is output.

Let $I_n = \{A(1^k, P, f(s, m'), E(m; P, R)) \mid m, m' \in \{0, 1\}^n, s \in \{0, 1\}^{Q_1(n)}, R\}$ be values that algorithm $A$ can take, when restricted to those inputs possible when $|m| = n$. Then, for $v \in I_n$, let

$$D_{m', m}(v) = \Pr_{R, P}[A(1^k, P, f(s, m'), E(m; P, R)) = v],$$
so that \( P_{m',m} = \exp_s [D^{s'}_{m',m}(h(s,m'))] \). Now, for a particular pair \( m_0, m_1 \), the probability \( \Pr[F(m_0, m_1, \alpha) = i] \) is

\[
\sum_{i' = 0}^{1} \sum_{j' = 0}^{1} \Pr[i = i' \land j = j'] \cdot \Pr[F(m_0, m_1, \alpha) = i' \mid i = i', j = j']
\]

\[
= \exp_s \left[ \frac{1}{4} \sum_v D^{s}_{m_0,m_0}(v)^2 + 2(1 - \sum_v D^{s}_{m_0,m_0}(v) \cdot D^{s}_{m_0,m_1}(v)) + \sum_v D^{s}_{m_0,m_1}(v)^2 \right]
\]

\[
\geq \frac{1}{2} + \frac{1}{4} \cdot \left( \exp_s \left[ D^{s}_{m_0,m_0}(h(s,m_0)) - D^{s}_{m_0,m_1}(h(s,m_0)) \right] \right)^2.
\]

which is \( \frac{1}{2} + \frac{1}{4} \cdot (P_{m_0,m_0} - P_{m_0,m_1})^2 \). Here inequality \( \geq \) follows because \( \exp[X]^2 \) never exceeds \( \exp[X^2] \) for any random variable. Then

\[
\Pr_{m_0,m_1} [F(m_0, m_1, \alpha) = i] \geq \exp_{m_0,m_1} \left[ \frac{1}{2} + \frac{1}{4} \cdot (P_{m_0,m_0} - P_{m_0,m_1})^2 \right]
\]

\[
\geq \frac{1}{2} + \frac{1}{4} \cdot \left( \exp_{m_0,m_1} \left[ P_{m_0,m_0} - P_{m_0,m_1} \right] \right)^2 = \frac{1}{2} + \frac{1}{4} \cdot \left( \exp_{m_0,m_0} \left[ P_{m_0,m_0} - \exp_{m_0,m_1} \left[ P_{m_0,m_1} \right] \right] \right)^2
\]

\[
= \frac{1}{2} + \frac{1}{4} \cdot \left( \exp_m \left[ P_{m,m} \right] - \exp_{m,m} \right)^2 \geq \frac{1}{2} + \frac{\epsilon^2}{4}.
\]

Hence \((E,D)\) does not offer indistinguishability of encryptions. \( \Box \)

As mentioned above, the Lemma follows immediately from the Claim. \( \Box \)
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Abstract. We investigate the possibility of cryptographic primitives over nonclassical computational models. We replace the traditional finite field \(F_n^*\) with the infinite field \(\mathbb{Q}\) of rational numbers, and we give all parties unbounded computational power. We also give parties the ability to sample random real numbers. We determine that secure signature schemes and secure encryption schemes do not exist. We then prove more generally that it is impossible for two parties to agree upon a shared secret in this model. This rules out many other cryptographic primitives, such as Diffie-Hellman key exchange, oblivious transfer and interactive encryption.

1 Introduction

In the classical model of cryptography, parties represent data as a sequence of bits, and have a small set of bit operations to work with. Usually some parties are restricted to a polynomial number of operations in the size of a security parameter. In our model, all parties start with the field of rational numbers \(\mathbb{Q}\), and have a certain set of operations to work with. We will consider the standard sets of field operations \{+,-,\,*\,/\}. We give all parties the ability to sample a uniform distribution of real numbers over a bounded interval. Furthermore, all parties have unbounded computational power; that is to say, all parties can perform any finite number of field operations.

It is critical that we give all parties the ability to sample from a uniform distribution of real numbers so that they can generate random secrets that are unpredictable to an adversary. Otherwise any “secret” used by one party could be generated by another party. Indeed, the rational numbers are countable. Therefore, any adversary could simply enumerate elements of his field until he encounters another party’s secret since he has unbounded computational time. When we allow sampling from the reals, we are allowing parties to sample from an uncountable domain. Therefore, an adversary cannot simply enumerate the elements of his field to find another party’s secret.

The existence of many cryptographic primitives, such as signature schemes, encryption schemes, and identification protocols, depends on the existence of one-way functions and trapdoor functions. In [5] Rompel shows that one-way functions are necessary and sufficient for secure signature schemes to exist in...
the standard computational model. The proof relies on the bit-representation of numbers in the number field the parties are working in. In our model, bit-representations play no role. Parties are equipped with infinite-precision registers with the ability to perform any field operation on irrational numbers in constant time.

We do not need to speculate about the existence of one-way functions in this model. Over the rational numbers, a party can sample a random real number \( r \) and publish its square \( r^2 \). It is impossible to deduce \( r \) to infinite precision from \( r^2 \) and \( \mathbb{Q} \) using only the operations \{+, -, *, /\}. Even if one were to sample real numbers, there are only a countable number of real numbers that could help one deduce \( r \) from \( \mathbb{Q}(r^2) \), but we’re drawing from an uncountable set. Hence, there is zero probability of deducing \( r \) from \( r^2 \) and \( \mathbb{Q} \), so the function \( f(r) \rightarrow r^2 \), where \( r \) is a real number, is a one-way function in this model.

Given that we have one-way functions, it is only natural to ask which cryptographic primitives are possible. In [2], an elegant proof of knowledge was presented over the ruler-compass constructible points, and then extended to an authentication protocol. What, if any other, primitives are possible over the ruler-compass constructible points? In our model, we will see that authentication protocols exist but secure signatures schemes and public-key encryption schemes do not. We conjecture the same to be true of the ruler-compass constructible points.

Section 2 covers some standard techniques in modern algebra, focusing mainly on the theory of field extensions. The theorems presented in this section are crucial to understanding the impossibility proofs in the remaining sections. Section 3 presents an authentication protocol in this model. Section 4 shows that secure encryption schemes do not exist and section 5 shows the same for secure signature schemes. Finally, Section 6 shows more generally that it is impossible to share a secret in this model.

2 Algebraic Preliminaries

The proof of knowledge presented in [2] over the ruler-compass constructible points is based on the idea that trisecting an arbitrary angle is impossible with only a ruler and a compass. Although it is well-known that one cannot trisect an arbitrary angle, the proof is not well-known. Proving that signature schemes and encryption schemes are not possible over the rationals requires field-theoretic techniques similar to those used in [1] where angle trisection is shown to be impossible. We state and develop some of these techniques here. We assume familiarity with the definition of a field. We shall restrict our attention to infinite subfields of the real numbers.

A real number \( x \) is said to be algebraic over a field \( F \) if \( x \) is a root of a polynomial \( p(t) \), with coefficients in \( F \) in the indeterminate \( t \). If no such polynomial exists, \( x \) is said to be transcendental over \( F \). For example, \( \sqrt{2} \) is algebraic over \( \mathbb{Q} \) because it satisfies the polynomial \( p(t) = t^2 - 2 \). We can think of a transcendental element over a field \( F \) as a “variable” over that field. For example,
the symbol “y” and the number π are transcendental over \(\mathbb{Q}\) because they do not satisfy a polynomial \(p(t)\) with rational coefficients [4]. A new field can be obtained by taking the set-theoretic union of the elements of \(F\) with \(x\), then closing up under all of the field operations \{+, -, *, /\}. This new field, denoted \(F(x)\), is the minimal field containing \(F\) and \(x\), i.e., the intersection of all fields containing \(F\) and \(x\).

The new field \(F(x)\) can be thought of as a vector space over \(F\). A basis for this vector space is a set of elements \(\{v_α\}\) such that every element of \(F(x)\) can be written as a unique finite linear combination of the form \(f_1v_{α_1} + f_2v_{α_2} + \ldots + f_nv_{α_n}\), where \(f_i \in F\) for all \(i\). The dimension of this vector space is defined as the number of elements in any basis. If \(x\) is algebraic over \(F\), then there exists a polynomial \(q(t)\) of minimal degree such that \(q(x) = 0\). It is a theorem of algebra [3] that, if \(x\) is algebraic over \(F\) and \(q(t)\) denotes its minimal polynomial over \(F\), then the set \(\{1, x, x^2, x^3, \ldots, x^{n-1}\}\) forms a basis for the extension field \(F(x)\) viewed as a vector space over \(F\), where \(n\) is the degree of \(q(t)\). Hence, the dimension of this vector space is equal to the degree of \(q(t)\). Call this degree the degree of the field extension \(F(x)/F\) and denote it by \([F(x) : F]\). If \(x\) is transcendental over \(F\), then there is no finite basis of \(F(x)\) over \(F\). In this case \([F(x) : F] = \infty\). Furthermore, the elements of \(F(x)\) constitute the set of all elements of the form \(p(x)/q(x)\), \(q(x) \neq 0\), where \(p\) and \(q\) are polynomials with coefficients in \(F\) in the indeterminate \(x\).

More generally, any field extension \(K/F\) can be viewed as a vector space over \(F\). The degree \([K : F]\) of this extension denotes the (possibly infinite) number of elements in any basis of \(K/F\). It is a well-known fact that if we have the field inclusions \(F \subset L \subset K\), then the degree \([K : F]\) of the extension \(K/F\) is equal to the product of the degrees \([K : L]\) and \([L : F]\). We will use this fact frequently and refer to it as the Tower Law. For example, since \(\sqrt{2}\) is irrational, it does not lie in \(\mathbb{Q}\). It satisfies the polynomial \(p(t) = t^2 - 2\). Clearly, \(p(t)\) is the polynomial of minimal degree of \(\sqrt{2}\) over \(\mathbb{Q}\), as otherwise there would be a polynomial \(q(t) = q_1t + q_2\), such that \(q(\sqrt{2}) = q_1\sqrt{2} + q_2 = 0\), implying \(\sqrt{2} = -q_2/q_1\) and therefore that \(\sqrt{2}\) is rational. Hence, \([\mathbb{Q}(\sqrt{2}) : \mathbb{Q}] = 2\). It is not hard to see that \(\sqrt{3}\) is not in the field \(\mathbb{Q}(\sqrt{2})\) (indeed, \(\sqrt{3} \neq q_1 + q_2\sqrt{2}\) for any \(q_1, q_2\) in \(\mathbb{Q}\)). Since \(\sqrt{3}\) satisfies the polynomial \(p(t) = t^2 - 3\) over \(\mathbb{Q}\), it also satisfies this polynomial over \(\mathbb{Q}(\sqrt{2})\), and since it is not contained in \(\mathbb{Q}(\sqrt{2})\), this polynomial has minimal degree. Hence, we have the field inclusions \(\mathbb{Q} \subset \mathbb{Q}(\sqrt{2}) \subset \mathbb{Q}(\sqrt{2}, \sqrt{3})\), where \([\mathbb{Q}(\sqrt{2}) : \mathbb{Q}] = 2\) and \([\mathbb{Q}(\sqrt{2}, \sqrt{3}) : \mathbb{Q}(\sqrt{2})] = 2\), so by the Tower Law \([\mathbb{Q}(\sqrt{2}, \sqrt{3}) : \mathbb{Q}] = 4\). A basis of \(\mathbb{Q}(\sqrt{2}, \sqrt{3})\) as a vector space over \(\mathbb{Q}\) is \(\{1, \sqrt{2}, \sqrt{3}, \sqrt{6}\}\).

Also note that if \([K : F] = 1\), then \(K = F\). Indeed, \([K : F] = 1\) implies that there is only one element in any basis of \(K\) over \(F\). Consider the set \(\{1\}\), where 1 is the identity element of \(F\). Trivially, this is a linearly independent set, and since we know the size of any basis is one, \(\{1\}\) also spans \(K\) over \(F\), so \(\{1\}\) is a basis. Any element of \(K\) can be written as \(f \cdot 1\), for \(f \in F\). This implies \(K = F\).
Given a field extension $F(x)/F$, we can adjoin another element $y$ to the field $F(x)$, obtaining the field $F(x)(y)$. It is a standard fact that $F(x)(y) = F(y)(x)$. We will let $F(x, y) = F(x)(y) = F(y)(x)$.

We now define the algebraic closure of a field. Consider an infinite field $F$. Consider the set $S$ of all polynomials $p(t)$ with coefficients in $F$ in the indeterminate $t$. Suppose we take the minimal field containing $F$ and adjoin all the roots of all the polynomials of $S$. This new field will be called the algebraic closure of $F$. For the countably infinite fields we shall be dealing with, it is known \[4\] that the cardinality of the algebraic closure of $F$ is also countable.

We will need some specific facts concerning transcendental field extensions. Let $x$ be transcendental over a field $F$ and let $K = F(x)$. Then any element $u \in K$ can be written as $p(x)/q(x)$, where $p$ and $q$ are relatively prime polynomials with coefficients in $F$ in the indeterminate $x$. We have that $F(u) \subset K$. In \[4\] it is shown that the degree $[K : F(u)]$ equals $\max\{\deg(p(x)), \deg(q(x))\}$.

We will also need some specific results concerning the intermediate fields of a field extension. A field $L$ such that $F \subset L \subset K$ is called an intermediate field of the field extension $K/F$. If $x$ is transcendental over $K$, it is clearly transcendental over $F$ since $F \subset K$. Conversely, if every element $k \in K$ is algebraic over $F$ and if $x$ is transcendental over $F$, it is also transcendental over $K$. This follows from the transitivity property of being algebraic, namely, if $x$ is algebraic over $K$, and $K$ is algebraic over $F$, then $x$ is algebraic over $F$ \[4\].

Suppose $x$ is transcendental over $F$, and $K$ is an algebraic extension of $F$, then the intermediate fields $L$ of $K/F$ are in bijective correspondence with the intermediate fields of $K(x)/F(x)$. The bijection sends an intermediate field $L$ of $K/F$ to the intermediate field $L(x)$ of $K(x)/F(x)$. The inverse sends an intermediate field $G$ of $K(x)/F(x)$ to $G \cap K$. The intuition behind this fact is that $x$, being transcendental over $F$, plays no role in factoring the minimal polynomials of elements of $K$ over $F$. Since the intermediate fields of $K(x)/F(x)$ are determined by these polynomials, the intermediate fields of $K(x)/F(x)$ are exactly those of $K/F$ with the additional element $x$ adjoined. This result also holds if $K$ is a transcendental extension of $F$ and $x$ is transcendental over $K$. See \[4\] for more details.

The final theorem that we will need, due to Lüroth \[4\], states that if $x$ is transcendental over a field $F$, then the intermediate fields $L$ of the field extension $F(x)/F$ all have the form $F(u)$, where $u$ has the form $p(x)/q(x)$, where $p$ and $q$ are polynomials with coefficients in $F$ and $q \neq 0$.

3 An Identification Protocol

Here is a simple zero-knowledge proof of knowledge similar to that in \[2\]. Suppose Alice wishes to identify herself to Bob. She samples a random real number $r$ and publishes $p = r^2$. Because finding the exact square root of $r^2$ over $\mathbb{Q}$ with only the operations $\{+, -, *, /\}$ is impossible, Alice knows she is the only one who knows $r$. Also, even if parties are allowed to sample random real numbers, the
probability is zero that any number sampled will help an adversary compute $r$ from $Q$ and $r^2$. Here’s the protocol:

1. Alice samples a real number $s$. She gives Bob $t = s^2$.
2. Bob flips a coin and tells Alice the result.
3. - If Bob said “heads”, then Alice gives Bob $s$, and Bob checks that $s^2 = t$.
   - If Bob said “tails”, then Alice gives Bob $u = rs$, and Bob checks that $u^2 = pt$.

We sketch a proof of the three properties of zero-knowledge: completeness, soundness, and zero-knowledge. For completeness, note that if Alice and Bob follow the protocol, then Bob always accepts Alice’s proof of identity. For soundness, note that anyone impersonating Alice cannot respond to both of Bob’s challenges because he cannot know both $s$ and $rs$, as otherwise he could compute $(rs)/s = r$, contradicting the fact that it is not possible to compute $r$ given only $Q$ and $r^2$ in our model of computation. Hence, with each iteration of the above protocol an impersonator can succeed with probability at most $1/2$. After $k$ iterations, the probability that Bob will be fooled by the impersonator is at most $2^{-k}$.

To show the protocol is zero-knowledge, we construct a simulator to produce transcripts of Bob’s view in the protocol. Bob’s views are of the form $(t, “heads”, s)$ or $(t, “tails”, u)$. The first can be simulated by choosing $s$ at random and setting $t$ to be $s^2$. The second can be simulated by choosing $u$ at random and taking $t$ to be $u^2/p$. As stated in [2], even if Bob is to use a nonuniform distribution, his view can be simulated by probing and resetting him. If $k$ rounds are executed in series, the expected number of trials of the simulator is $2^k$. If $k$ flips are sent in parallel, then the expected number of trials is $2^k$; this is not a problem since there are no complexity assumptions in our computational model.

4 The Impossibility of Secure Public-Key Encryption Schemes

We now address the possibility of secure encryption schemes in this model. We would like an encrypter to be able to encrypt an arbitrary real number of his choice, even after the public and secret keys have been generated. Intuitively, such encryption schemes cannot exist because both the message space and the ciphertext space are uncountably infinite, whereas the set of numbers that are “algebraically dependent” on any finite set of secret keys is only countably infinite. Since all parties are restricted to finite time, only a finite set of secret keys can be generated. Hence, the trapdoor information that comes with knowledge of the set of secret keys can only help decrypt a countable number of messages. We now formalize this intuition.

We first consider a special scenario. Suppose Alice starts with the field $Q$. She then samples a random real number $SK$ to be her secret key. She now has the field $Q(SK)$. Suppose she then performs some finite number of field operations in the field $Q(SK)$ to compute her public key $PK$, another element
of $\mathbb{Q}(SK)$. She then publishes $PK$. We first consider the case when the degree $[\mathbb{Q}(SK) : \mathbb{Q}(PK)]$ is finite.

We would like Bob to be able to encrypt an arbitrary real number $m$ using Alice’s public key $PK$, generating a ciphertext $c$. Given the ciphertext $c$ and $PK$, we do not want an adversary to be able to decrypt $c$ to obtain the original message $m$. However, we do want Alice to be able to use her secret key $SK$, together with $c$, to decrypt $c$ and recover the original message $m$. Collecting this information, we have the following tower of fields:

$$\mathbb{Q}(PK, c) \subset \mathbb{Q}(PK, m) \subset \mathbb{Q}(SK, c).$$

Indeed, the inclusion $\mathbb{Q}(PK, c) \subset \mathbb{Q}(PK, m)$ holds because, given $PK$ and $m$, the encrypter can compute $c$ with only field operations, and hence $c \in \mathbb{Q}(PK, m)$. The inclusion $\mathbb{Q}(PK, m) \subset \mathbb{Q}(SK, c)$ holds because, given $SK$ and $c$, the legitimate decrypter Alice can recover $m$ with only field operations.

Let’s now inspect the degrees of these field extensions. Set $n = [\mathbb{Q}(SK) : \mathbb{Q}(PK)]$. Then $[\mathbb{Q}(SK, c) : \mathbb{Q}(PK, c)]$ is at most $n$, since adjoining $c$ to both fields can only reduce the degree of the minimal polynomial of $SK$ over $\mathbb{Q}(PK)$. We show that $\mathbb{Q}(SK, c) = \mathbb{Q}(SK, m)$. We know $\mathbb{Q}(SK, c) \supset \mathbb{Q}(SK, m)$ from the tower of fields above. Furthermore, given $SK$ anyone can recompute $PK$ since $\mathbb{Q}(PK) \subset \mathbb{Q}(SK)$, and given $PK$ and $m$ anyone can recompute $c$. Therefore, $\mathbb{Q}(SK, m) \supset \mathbb{Q}(SK, c)$. We deduce that $[\mathbb{Q}(SK, c) : \mathbb{Q}(PK, m)] = [\mathbb{Q}(SK, m) : \mathbb{Q}(PK, m)]$. Since $m$ is a general real number, $[\mathbb{Q}(SK, m) : \mathbb{Q}(PK, m)]$ also equals $n$. Applying the Tower Law, we have that $[\mathbb{Q}(PK, m) : \mathbb{Q}(PK, c)][\mathbb{Q}(SK, c) : \mathbb{Q}(PK, m)] = [\mathbb{Q}(SK, c) : \mathbb{Q}(PK, c)]$. Since $[\mathbb{Q}(SK, c) : \mathbb{Q}(PK, c)]$ is at most $n$, and since $[\mathbb{Q}(SK, c) : \mathbb{Q}(PK, m)]$ is exactly $n$, we see that $[\mathbb{Q}(PK, m) : \mathbb{Q}(PK, c)]$ must equal 1. Hence, $\mathbb{Q}(PK, m) = \mathbb{Q}(PK, c)$. Therefore the message $m$ lies in the adversary’s field. Since the adversary has unbounded computational time, and since his field $\mathbb{Q}(PK, c)$ is countable, he can enumerate each of the elements of his field and run the public encryption algorithm on each of them until he finds the unique message $m$ which encrypts to $c$.

Hence, for the above scenario, any encryption scheme is not secure. So we modify the scenario in a couple of ways. Suppose instead of a single secret key $SK$ and a single public key $PK$, Alice uses $n$ secret keys $SK_1, ..., SK_n$, and $m$ public keys $PK_1, ..., PK_m$. If each $SK_i$ is algebraic over $\mathbb{Q}(PK_1, ..., PK_m)$, $[\mathbb{Q}(SK_1, ..., SK_n) : \mathbb{Q}(PK_1, ..., PK_m)]$ will still be finite. Replacing $SK$ with $SK_1, ..., SK_n$ and $PK$ with $PK_1, ..., PK_m$ in the above argument, we conclude that even in this case secure encryption is not possible. Note that since all parties are restricted to a finite number of operations, there can be at most a finite number of public and secret keys generated.

For now, we will continue to assume that the degree of the legitimate decrypter’s field over the adversary’s field is finite. For convenience, we will assume that there is one secret key $SK$ and one public key $PK$. From the results in the previous paragraph, the following arguments easily generalize to the case of multiple public-secret keys in so long as each secret key is algebraic over the field $\mathbb{Q}(PK_1, ..., PK_m)$ where $m$ is the number of public keys. Whereas before we
restricted the encrypter to field operations when encrypting a message \(m\), we now allow the encrypter to sample real numbers as he encrypts and we allow the adversary to sample real number as well.

We first show that giving the adversary the power to sample real numbers will not help him. The encrypter will have the field \(\mathbb{Q}(PK,m,r_1,...,r_m)\) where \(r_i\) is a sampled real number for all \(i\). Note that the number of real numbers sampled is necessarily finite. Now, the adversary has the field \(\mathbb{Q}(PK,c) \subset \mathbb{Q}(PK,m,r_1,...r_m)\). For the adversary to gain anything by sampling real numbers, he must be able to generate, via sampling and field operations, an element of \(\mathbb{Q}(PK,m,r_1,r_2,...,r_m) \setminus \mathbb{Q}(PK,c)\). Suppose he draws \(m\) random reals \(s_1,...,s_m\). He now has the field \(\mathbb{Q}(PK,c,s_1,...,s_m)\). Every element of his field has the form \(p(PK,c,s_1,...,s_m)/q(PK,c,s_1,...,s_m)\), for \(p\) and \(q\) polynomials with rational coefficients in the indeterminates \(PK,c,s_1,...,s_m\). To generate an element \(y\) in \(\mathbb{Q}(PK,m,r_1,...,r_m) \setminus \mathbb{Q}(PK,c)\), we must have some expression \(p(PK,c,s_1,...,s_m)/q(PK,c,s_1,...,s_m) = y\). We know that \(p/q\) is not in \(\mathbb{Q}(PK,c)\) since \(y\) is assumed not to lie in \(\mathbb{Q}(PK,c)\). Note that not all of the coefficients of the \(s_i\) in the expression \(p/q\) can be zero and not all of the \(s_i\) in \(p\) can cancel with those in \(q\); for example, we cannot have the cancellation \((s_1 + s_2)/(2(s_1 + s_2)) = 1/2\), for then \(p/q\) would actually be an element of \(\mathbb{Q}(PK,c)\). But then we have found a nontrivial relation among the \(s_i\) over the field \(\mathbb{Q}(PK,c)\). If the \(s_i\) are random real numbers, this occurs with probability zero since the field \(\mathbb{Q}(PK,c)\) is countable, whereas the real numbers are uncountable. Hence, sampling does not help the adversary.

We now allow the encrypter to probabilistically encrypt; that is to say, we give him the ability to sample real numbers. We still necessarily have the tower of fields \(\mathbb{Q}(PK,c) \subset \mathbb{Q}(PK,m) \subset \mathbb{Q}(SK,c)\), where, if the encryption scheme is to be secure, then each of the above inclusions must be a proper inclusion. However, the encrypter’s field is no longer \(\mathbb{Q}(PK,m)\), but rather \(\mathbb{Q}(PK,m,r_1,...r_m)\), where each \(r_i\) is a sampled real number. However, the argument given above still implies that the inclusions in this tower cannot be proper. That is to say, \(\mathbb{Q}(PK,c) = \mathbb{Q}(PK,m)\). Hence, even if the adversary is not able to recover the original field \(\mathbb{Q}(PK,m,r_1,...r_m)\) of the encrypter, he can still recover \(\mathbb{Q}(PK,m)\) and hence recover \(m\).

We now consider the case where \([\mathbb{Q}(SK) : \mathbb{Q}(PK)]\) is infinite. We still want the inclusions in the tower of fields

\[
\mathbb{Q}(PK,c) \subset \mathbb{Q}(PK,m) \subset \mathbb{Q}(SK,c),
\]
to be proper.

We want both to be able to encrypt an arbitrary real number \(m\) and to have a ciphertext \(c\) decrypt to a unique message \(m\). Hence, the number of distinct ciphertexts is at least as large as the number of distinct messages. These observations imply that the number of possible ciphertexts is uncountably infinite. Since any element \(y\) which is algebraic over \(\mathbb{Q}(SK)\) is in the algebraic closure of \(\mathbb{Q}(SK)\), and since the algebraic closure of \(\mathbb{Q}(SK)\) is countable, there is zero probability that the ciphertext \(c\) will be algebraic over \(\mathbb{Q}(SK)\). Hence, \(c\) is transcendental over \(\mathbb{Q}(SK)\) with probability 1.
Since \( c \) is transcendental over \( \mathbb{Q}(SK) \), and hence over \( \mathbb{Q}(PK) \), the intermediate fields of \( \mathbb{Q}(SK, c)/\mathbb{Q}(PK, c) \) are of the form \( L(c) \), where \( L \) is an intermediate field of \( \mathbb{Q}(SK)/\mathbb{Q}(PK) \). By Lüroth’s theorem, all intermediate fields of \( \mathbb{Q}(SK)/\mathbb{Q}(PK) \) have the form \( \mathbb{Q}(u) \), where \( u \) has the form \( p(SK)/q(SK) \), for \( p \) and \( q \) are polynomials with coefficients in \( \mathbb{Q} \) in the indeterminate \( SK \) and \( q \neq 0 \). For the inclusions in the above tower of fields to be proper, \( \mathbb{Q}(PK, m) \) must be of the form \( \mathbb{Q}(u, c) \). But \( u \) has the form \( p(SK)/q(SK) \) with \( u \not\in \mathbb{Q}(PK, c) \), and such a \( u \) is impossible for the encrypter to generate since all he has are \( PK \) and \( m \), which are each algebraically independent of \( SK \). Even if he were to sample real numbers, he has zero probability of generating an element of the form \( p(SK)/q(SK) \), and therefore \( \mathbb{Q}(PK, m) \) cannot contain an element of the form \( p(SK)/q(SK) \), and therefore \( \mathbb{Q}(PK, m) \) is forced to equal \( \mathbb{Q}(PK, c) \).

5 The Impossibility of Secure Signature Schemes

We now shift our attention to the possibility of secure signature schemes in this model. We will show the strongest possible result, that even one-time signature schemes cannot exist.

We first need to define exactly what we mean by a signature scheme. We would like the signer to be able to sign an arbitrary real number \( m \) that is not fixed at the time of key generation. If we were to remove this constraint and instead allow the signer to specify a finite sequence of messages \( m_1, ..., m_N \) which he would like to be able to sign with a given keypair, secure signature schemes would in fact be possible. A secure signature scheme can be built on the fact that finding a square root of an arbitrary real number \( r \) is impossible in the field \( \mathbb{Q}(r^2) \). Let Alice be the signer, Bob the verifier. Here’s the protocol:

1. Initialization: Alice decides upon a finite sequence of messages \( (m_1, m_2, ..., m_N) \) she would like to be able to sign with the public-secret keypair she is about to create. She then samples \( N \) real numbers \( r_1, r_2, ..., r_N \). The ordered set \( (r_1, r_2, ..., r_N) \) forms Alice’s secret key. Alice publishes the two ordered sets \( (r_1^2, r_2^2, ..., r_N^2) \) and \( (m_1, m_2, ..., m_N) \).
2. Signing: To sign the message \( m_i \) for \( 1 \leq i \leq N \), Alice sends the pair \( (m_i, r_i) \).
3. Verifying: Bob verifies the pair \( (m_i, s) \) by computing \( i \) from \( m_i \) and checking that \( s^2 = r_i^2 \).

It is easy to verify the security of the above signature scheme. Also, since all parties are given unbounded computational time, \( N \) can be chosen to be arbitrarily large.

We can improve this signature scheme by reducing the number of real numbers sampled to exactly one. This more efficient protocol is based on the fact that finding an \( n \)th root of an arbitrary real number \( r \) is impossible in the field \( \mathbb{Q}(r) \). Here’s the protocol:

1. Initialization: Alice decides upon a finite ordered set of messages \( (m_1, m_2, ..., m_N) \) she would like to sign with the key pair she is about to generate. She
then calls the subroutine \textit{primeConvolve}(N), described below to get the ordered set \((n_1, n_2, ..., n_N)\) and the integer \(P\). She samples a real number \(r\), which is her secret key. She publishes the ordered sets \((m_1, m_2, ..., m_N)\) and \((n_1, n_2, ..., n_N)\) along with the real number \(r^P\) and the integer \(P\).

2. Signing: To sign the message \(m_i\) for \(1 \leq i \leq N\), Alice sends the pair \((m_i, u^n)\).
3. Verifying: Bob verifies the pair \((m_i, s)\) by computing \(i\) from \(m_i\) and checking that \(s^{(P/n_i)} = r^P\).

We describe the subroutine \textit{primeConvolve}(N) in English. For every nonempty subset \(S\) of \(\{1, 2, ..., N\}\), the subroutine chooses a unique prime \(p_S\). It then defines \(t_i\) for \(1 \leq i \leq N\) to be the product \(\Pi_{i\in S}p_S\). Finally, it returns the ordered set \((t_1, ..., t_n)\) and the product \(\Pi_{S\subseteq\{1,...,N\}}p_S\).

\textit{PrimeConvolve}(N) is used to thwart a gcd attack by an adversary who uses an adaptive chosen-message attack. \textit{PrimeConvolve}(N) generates a set \(T\) of \(N\) elements with the property that \(\forall T' \subset T\), the gcd \((y \in T')\) does not divide \(x\) for \(x \in T \setminus T'\). For example, calling \textit{primeConvolve}(3) could return the set

\[(2 \cdot 7 \cdot 11 \cdot 17, 3 \cdot 7 \cdot 13 \cdot 17, 5 \cdot 11 \cdot 13 \cdot 17)\]

and the product \(2 \cdot 3 \cdot 5 \cdot 7 \cdot 13 \cdot 17\). If, for example, messages \(m_1\) and \(m_2\) have been signed, then an adversary will learn \(r^{(2 \cdot 7 \cdot 11 \cdot 17)}\) and \(r^{(3 \cdot 7 \cdot 13 \cdot 17)}\), from which he can compute gcd\((r^{(2 \cdot 7 \cdot 11 \cdot 17)}, r^{(3 \cdot 7 \cdot 13 \cdot 17)}) = r^{(7 \cdot 17)}\). This is the smallest power of \(r\) that can be obtained by the adversary if \(r\) was chosen to be a random real number. Now, \(7\) does not divide \(5 \cdot 11 \cdot 13 \cdot 17\); so an adversary cannot compute \(r^{(5 \cdot 11 \cdot 13 \cdot 17)}\) so it is not possible for him to forge message \(m_3\).

The above two signature schemes suffer because the message space is fixed to a finite subset of the real numbers at the time of key generation. We now show that, if we remove this constraint and instead allow Alice the ability to sign arbitrary real numbers after the time of key generation, then even one-time schemes are not secure.

Suppose Alice starts with the field \(\mathbb{Q}\). She then samples a random real number \(SK\) that will be her secret key. She is left with the field \(\mathbb{Q}(SK)\). Suppose she then performs some finite number of field operations in the field \(\mathbb{Q}(SK)\) to compute her public key \(PK\), another element of \(\mathbb{Q}(SK)\). She then publishes \(PK\). We consider the case where the degree \([\mathbb{Q}(SK) : \mathbb{Q}(PK)]\) is finite. Let \(m\) be the message to be signed, \(\sigma(m)\) its signature. For the moment, suppose that \(\sigma(m)\) can be generated from \(\mathbb{Q}(SK, m)\) with field operations alone. We would like the inclusions in the following tower of fields to be proper:

\[\mathbb{Q}(PK, m) \subset \mathbb{Q}(PK, m, \sigma(m)) \subset \mathbb{Q}(SK, m)\]

The leftmost field is known by an adversary trying to forge the signature \(\sigma(m)\). The rightmost field is known by the legitimate signer Alice. The field in between is known by all after \(m\) has been signed. If the inclusion \(\mathbb{Q}(PK, m) \subset \mathbb{Q}(PK, m, \sigma(m))\) were not proper, the adversary could run the public verification algorithm on each element of his field to determine if it is in fact a valid signature for \(m\). Since his field is enumerable, he will find \(\sigma(m)\) in finite time.
We also want the inclusion $\mathbb{Q}(PK, m, \sigma) \subset \mathbb{Q}(SK, m)$ to be proper. Otherwise, after viewing one signature $\sigma(m)$, anyone could enumerate through the field $\mathbb{Q}(PK, m, \sigma(m))$ to discover Alice’s secret key $SK$.

Since $m$ is a general real, $m$ is transcendental over $\mathbb{Q}(SK)$, and hence over $\mathbb{Q}(PK)$. Therefore, the intermediate fields of $\mathbb{Q}(SK, m)/\mathbb{Q}(PK, m)$ all have the form $L(m)$, where $L$ is an intermediate field of $\mathbb{Q}(SK)/\mathbb{Q}(PK)$. Now, in the case $[\mathbb{Q}(SK) : \mathbb{Q}(PK)]$ finite, there are only a finite number of intermediate fields of $\mathbb{Q}(SK)/\mathbb{Q}(PK)$. After one message $m$ has been signed, the public learns the field $\mathbb{Q}(PK, m, \sigma(m)) = L(m)$ for some $L$. Hence, given any future message $m'$ to be signed, the probability that the signature $\sigma(m')$ is in the field $L(m')$ is nonzero. Since an adversary has learned the field $L$, he can simply adjoin the message $m'$ to the field $L$, obtaining the field $L(m')$. He can then enumerate elements of this field until he finds $\sigma(m')$, which can be verified using the public verification algorithm. The probability that he forges an arbitrary future message $m'$ is nonzero. Therefore, after obtaining the signature for only one message, there is a nonnegligible probability that the signature of any future message can be forged. Hence, even one-time signature schemes are not possible in this model.

We now allow parties to sample real numbers. Intuitively, sampling real numbers cannot help the adversary since only a countable subset of the real numbers helps, and he is drawing from an uncountable set; see Section 3.2 for more detail. Now, if the signer is allowed to sample real numbers, the tower of fields changes to

$$\mathbb{Q}(PK, m) \subset \mathbb{Q}(PK, m, \sigma(m)) \subset \mathbb{Q}(SK, m, r).$$

For the signature scheme to be secure, each of the above inclusions must be a proper inclusion. We may not have the inclusion $\mathbb{Q}(PK, m, \sigma(m)) \subset \mathbb{Q}(SK, m)$, so the argument given above does not apply. Note, however, if there exists a message $m$ whose signature $\sigma(m)$ does not lie in the field $\mathbb{Q}(SK, m)$, then it is necessarily transcendental over $\mathbb{Q}(PK, m)$. This assertion follows from Lüroth’s theorem; see Section 2. But then there can be no public verification algorithm involving $PK, m$, and $\sigma(m)$ over $\mathbb{Q}$ since $\sigma(m)$ does not satisfy any algebraic relation over $\mathbb{Q}(PK, m)$.

Finally, we consider the case where $[\mathbb{Q}(SK) : \mathbb{Q}(PK)]$ is infinite. The analysis in this case is similar to that given in the previous case where we allowed the signer to use randomness. As always, we want the inclusions in the following tower of fields to be proper:

$$\mathbb{Q}(PK, m) \subset \mathbb{Q}(PK, m, \sigma(m)) \subset \mathbb{Q}(SK, m)$$

Since $SK$ is transcendental over $\mathbb{Q}(SK)$, Lüroth’s theorem tells us that the only intermediate fields of $\mathbb{Q}(SK)/\mathbb{Q}(PK)$ are transcendental extensions of $\mathbb{Q}(PK)$. Therefore, all intermediate fields of $\mathbb{Q}(SK, m)/\mathbb{Q}(PK, m)$ are transcendental extensions of $\mathbb{Q}(PK, m)$. If the signature scheme is to be secure, $\sigma(m)$ cannot be in $\mathbb{Q}(PK, m)$. Then $\mathbb{Q}(PK, m, \sigma(m))$ would necessarily be a transcendental extension of $\mathbb{Q}(PK, m)$, and hence, $\sigma(m)$ would be transcendental over $\mathbb{Q}(PK, m)$. As we argued previously, in this case, there can be no public veri-
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6 The Impossibility of Secret Sharing

We now generalize the impossibility of public-key encryption in this model to the impossibility of sharing a secret. The impossibility of sharing a secret will immediately rule out public-key encryption, interactive encryption, Diffie-Hellman key exchange, and oblivious transfer. We will consider an arbitrary two-party protocol and show that no such protocol establishes a shared secret.

A protocol between Alice and Bob consists of a sequence of steps. Let $F_A$ be the field generated by Alice and let $F_B$ be the field generated by Bob. During each step information may be revealed to the public. Let $F_P$ be the field generated by the public information. There are two types of steps, either Alice (Bob) selects a random element thereby extending her associated field or Alice (Bob) transmits an element from her field to Bob (Alice). Due to the transmission a transmitted element is revealed to the public.

**Step 1.** A trancedental element $x$ over $\mathbb{Q}(F_A, F_B)$ is selected by Alice:

$$(F_A, F_B, F_P) \rightarrow (F_A(x), F_B, F_P),$$

or a trancedental element $x$ over $\mathbb{Q}(F_A, F_B)$ is selected by Bob:

$$(F_A, F_B, F_P) \rightarrow (F_A, F_B(x), F_P).$$

**Step 2.** Alice selects an element $x$ in $F_A$ and transmits it to Bob:

$$(F_A, F_B, F_P) \rightarrow (F_A, F_B(x), F_P(x)),$$

or Bob selects an element $x$ in $F_B$ and transmits it to Alice:

$$(F_A, F_B, F_P) \rightarrow (F_A(x), F_B, F_P(x)).$$

To show the impossibility of secret sharing over rational numbers we need to prove

$$F_A \cap F_B = F_P \quad (1)$$

after each step of the protocol. In other words all shared information can be computed by the public by means of field operations. In the unbounded computing model there does not exist a secret since the field $F_P$ is countable. We need to prove that (1) is invariant under steps 1 and 2.

In the remainder we assume w.l.o.g. that Bob selects $x$ in both steps. Steps 1 and 2 are invariant under:

**Invariant 1.** $F_A$, $F_B$, and $F_P$ are fields such that $F_P \subseteq F_A \cap F_B$. Furthermore $F_A = \mathbb{Q}(A)$ and $F_B = \mathbb{Q}(B)$ for finite sets of real numbers $A$ and $B$. 
In general however, we can not prove that $F_A \cap F_B = F_P$ is invariant under step 2. For example, take $F_A = \mathbb{Q}(\sqrt{6}, \sqrt{15})$, $F_B = \mathbb{Q}(\sqrt{2}, \sqrt{5})$, $F_P = \mathbb{Q}$, and $x = \sqrt{2} \in F_B$. Clearly, $F_A(x) = \mathbb{Q}(\sqrt{2}, \sqrt{3}, \sqrt{5})$ implying that $F_A(x) \cap F_B = \mathbb{Q}(\sqrt{2}, \sqrt{5})$ while $F_P(x) = \mathbb{Q}(\sqrt{2})$.

Thus in order to prove that (1) is invariant under steps 1 and 2 we need to introduce a stronger invariant.

**Lemma 1.** Let $G \subseteq F$ be fields such that $[G(v) : G] = [F(v) : F]$. Then either $v$ is transcendental over $F$ or there exists a basis $\mathcal{X} = \{1, v, v^2, \ldots, v^{n-1}\}$ of $F(v)$ over $F$ which is also a basis of $G(v)$ over $G$.

**Proof.** The basis $\mathcal{X}$ of $F(v)$ over $F$ is linear independent over $G \subseteq F$. Since $[G(v) : G] = [F(v) : F]$ and $\mathcal{X}$ does not depend on $F$, $\mathcal{X}$ is a basis of $G(v)$ over $G$. □

Now we are ready to formulate the stronger invariant.

**Invariant 2.** There exist real numbers $a_i$, $1 \leq i \leq n$, such that

$$F_B = F_P(a_1, a_2, \ldots, a_n)$$

and

$$\mathbb{Q}(F_A, F_B) = F_A(a_1, a_2, \ldots, a_n)$$

with

$$[F_A(a_1, \ldots, a_{i+1}) : F_A(a_1, \ldots, a_i)] = [F_P(a_1, \ldots, a_{i+1}) : F_P(a_1, \ldots, a_i)]$$

for all $0 \leq i \leq n - 1$.

Initially, $F_A = F_B = F_P = \mathbb{Q}$ and invariant 2 holds for $n = 0$. The next lemmas will be used to prove that invariant 2 implies 1.

**Lemma 2.** Let $G \subseteq F$ and let $v$ be transcendental over $F$. Then $F \cap G(v) = G$.

**Proof.** Let $x \in G(v)$. Then there exist polynomials $f(.)$ and $g(.)$ with coefficients in $G \subseteq F$ and $g(v) \neq 0$ such that $x = f(v)/g(v)$. If $x$ is also in $F$ then either $v$ is algebraic over $F$ or $f(v)/g(v)$ does not depend on $v$, that is $x \in G$. □

We define the vector space

$$G[\mathcal{X}] = \left\{ x = \sum_{\gamma \in \mathcal{X}} x_\gamma \cdot \gamma : x_\gamma \in G \right\} .$$

If $\mathcal{X}$ is a basis of $G(v)$ over $G$ then $G(v) = G[\mathcal{X}]$.

**Lemma 3.** Let $G \subseteq F$ and let $\mathcal{X}$ be a finite linear independent set over $F$ with $1 \in \mathcal{X}$. Then $F \cap G[\mathcal{X}] = G$. 
Proof. Let \( x \in G[\mathcal{X}] \). Then there exist coefficients \( x_\gamma \in G \subseteq F \) such that 
\[
x = \sum_{\gamma \in \mathcal{X}} x_\gamma \gamma.
\]
If \( x \) is also in \( F \) then \( x = x_1 \in G \) since \( \mathcal{X} \) is linearly independent over \( F \).

Theorem 1. Invariant 2 implies \( F_A \cap F_B = F_P \).

Proof. Let \( F_i = F_A(a_1, \ldots, a_i) \) and \( G_i = F_P(a_1, \ldots, a_i) \). By lemma 1 invariant 2 implies either \( a_{i+1} \) is trancedental over \( F_i \) or there exists a basis \( \mathcal{X} \) of \( F_i(a_{i+1}) \) over \( F_i \) which is also a basis of \( G_i(a_{i+1}) \) over \( G_i \). According to lemmas 2 and 4 respectively, \( F_i \cap G_i(a_{i+1}) = G_i \). Since \( F_A \subseteq F_i, F_A \cap G_i(a_{i+1}) \subseteq G_i \), that is
\[
F_A \cap G_{i+1} = F_A \cap G_i(a_{i+1}) \subseteq F_A \cap G_i.
\]
Hence,
\[
F_P \subseteq F_A \cap F_B = F_A \cap G_n \subseteq \ldots \subseteq F_A \cap G_0 = F_A \cap F_P = F_P.
\]

The next invariant is like invariant 2 where the \( A \)'s and \( a \)'s are interchanged with the \( B \)'s and \( b \)'s. Because of the symmetry theorem 1 also holds for this invariant.

Invariant 3. There exist real numbers \( b_i \), \( 1 \leq i \leq m \), such that
\[
F_A = F_P(b_1, b_2, \ldots, b_n)
\]
and
\[
\mathbb{Q}(F_A, F_B) = F_B(b_1, b_2, \ldots, b_m)
\]
with
\[
[F_B(b_1, \ldots, b_{i+1}) : F_B(b_1, \ldots, b_i)] = [F_P(b_1, \ldots, b_{i+1}) : F_P(b_1, \ldots, b_i)]
\]
for all \( 0 \leq i \leq m - 1 \).

The next lemmas are used to show that invariants 2 and 3 are equivalent. The proof of Lemma 5 is left to the appendix.

Lemma 4. Consider the chain of fields \( G \subseteq H \subseteq F \) and suppose that \([F(v) : F] = [G(v) : G] \). Then \([F(v) : F] = [H(v) : H] = [G(v) : G] \).

Proof. According to lemma 1 either \( v \) is trancedental over \( F \) or there exists a basis \( \mathcal{X} \) of \( F(v) \) over \( F \) which is also a basis of \( G(v) \) over \( G \). If \( v \) is trancedental over \( F \) then it is also trancedental over its subfields \( G \) and \( H \) in which case \([F(v) : F] = [H(v) : H] = [G(v) : G] = \infty \). If \( \mathcal{X} \) is a basis over \( F \) then it is linear independent over \( H \), hence \([H(v) : H] \geq [F(v) : F] \). If \( \mathcal{Y} \) is a basis over \( H \) then it is linear independent over \( G \), hence \([G(v) : G] \geq [H(v) : H] \). Since \([F(v) : F] = [G(v) : G] \), equalities hold everywhere.

\( \square \)
Lemma 5. Let $G$ be a field. If $[G(u, v) : G(u)] = [G(v) : G]$ then also $[G(v, u) : G(v)] = [G(u) : G]$.

Theorem 2. Invariants 2 and 3 are equivalent.

Proof. Suppose that invariant 2 holds. By invariant 1 there exist real numbers $b_i$, $1 \leq i \leq m$, such that $F_A = F_P(b_1, b_2, \ldots, b_m)$. Let $H_{i,j} = F_P(a_1, \ldots, a_i)(b_1, \ldots, b_j)$, $F_i = F_A(a_1, \ldots, a_i)$, and $G_i = F_P(a_1, \ldots, a_i)$. Notice that $H_{n,j} = F_B(b_1, \ldots, b_j)$, $H_{0,j} = F_P(b_1, \ldots, b_j)$, and $H_{n,m} = Q(F_A, F_B)$. Clearly, $G_i \subseteq H_{i,j} \subseteq H_{i,j}(b_{j+1}) \subseteq F_i$. By using invariant 2 and twice applying lemma 4 we obtain

$$[F_i(a_{i+1}) : F_i] = [H_{i,j}(b_{j+1}, a_{i+1}) : H_{i,j}(b_{j+1})] = [H_{i,j}(a_{i+1}) : H_{i,j}] = [G_i(a_{i+1}) : G_i].$$

By lemma 5 we conclude $[H_{i,j}(b_{j+1}, a_{i+1}) : H_{i,j}(a_{i+1})] = [H_{i,j}(b_{j+1}) : H_{i,j}]$, that is

$$[H_{i+1,j+1} : H_{i+1,j}] = [H_{i,j+1} : H_{i,j}].$$

Repeating this process gives

$$[H_{n,j+1} : H_{n,j}] = [H_{0,j+1} : H_{0,j}],$$

which is equivalent to invariant 3. □

Notice that the above proof holds for all real numbers $b_i$, $1 \leq i \leq m$, such that $F_A = F_P(b_1, b_2, \ldots, b_m)$. We may reformulate both invariants accordingly.

Now we are ready to prove the correctness of both invariants under steps 1 and 2. Consider step 1. Bob selects a transcendental element $x$ over $Q(F_A, F_B)$. Take $a_{n+1} = x$. Notice that

$$[Q(F_A, F_B)(x) : Q(F_A, F_B)] = [Q(F_B)(x) : Q(F_B)]. \tag{2}$$

Hence, invariant 2 holds again:

$$F_B(x) = F_P(a_1, \ldots, a_{n+1})$$

and

$$Q(F_A, F_B(x)) = Q(F_A, F_B)(x) = F_A(a_1, \ldots, a_{n+1})$$

together with the corresponding degree requirements.

Consider step 2. Bob selects an element $x \in F_B$ which he transmits to Alice. Invariant 3 holds prior to this step: $F_A = F_P(b_1, \ldots, b_m)$ and $Q(F_A, F_B) = F_B(b_1, \ldots, b_m)$ with

$$[F_B(b_1, \ldots, b_{i+1}) : F_B(b_1, \ldots, b_i)] = [F_P(b_1, \ldots, b_{i+1}) : F_P(b_1, \ldots, b_i)]$$
for $0 \leq i \leq m-1$. Notice that $F_P \subseteq F_P(x) \subseteq F_B$. By repeatedly applying lemma 4 we obtain

$$[F_B(b_1, \ldots, b_{i+1}) : F_B(b_1, \ldots, b_i)] = [F_P(x)(b_1, \ldots, b_{i+1}) : F_P(x)(b_1, \ldots, b_i)]$$

for $0 \leq i \leq m-1$. Since $F_A(x) = F_P(x)(b_1, \ldots, b_m)$ and $\mathbb{Q}(F_A(x), F_B) = \mathbb{Q}(F_A, F_B) = F_B(b_1, \ldots, b_m)$, invariant 3 holds again. By theorem 2 both invariants hold again after each step.

**Theorem 3.** Invariants 2 and 3 are invariant under steps 1 and 2.

The proof of the invariants being invariant under step 1 only requires the condition (2), which is satisfied for step 1 because $x$ is transcendental over $\mathbb{Q}(F_A, F_B)$.

### 7 Conclusion

In summary, we have shown that although authentication protocols and one-way functions exist in this model, secure signature schemes, secure encryption schemes, and secret sharing schemes do not. If we replace the operations $\{+,-,\ast, /\}$ with the operations $\{+,-,\ast, /, x^y\}$, where $x^y$ denotes the operation of raising an arbitrary number $x$ to an arbitrary power $y$, we are able to recover many cryptographic primitives, such as Diffie-Hellman Key Exchange, secure signature schemes, and secure encryption schemes. Of course we still allow all parties the ability to sample real numbers. We would like to determine a set of necessary and sufficient conditions for a set of operations to admit certain cryptographic primitives.
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A Proof of Lemma 5

If \([G(u, v) : G(u)] = [G(v) : G] < \infty\) then the proof follows from

\[
[G(u, v) : G(u)][G(v) : G] = [G(u, v) : G] = [G(v, u) : G(v)][G(v) : G].
\]

If \([G(u, v) : G(u)] = [G(v) : G] = \infty\) then \(v\) is transcendental over \(G(u)\). We distinguish two cases. Firstly, if \(u\) is transcendental over \(G(v)\) then it is also transcendental over \(G\), hence, \([G(v, u) : G(v)] = [G(u) : G] = \infty\).

Secondly, suppose that \(u\) is algebraic over \(G(v)\). We will show that \(u\) is algebraic over \(G\) and that a basis of \(G(u)\) over \(G\) is also linearly independent over \(G(v)\), which implies \([G(u) : G] \leq [G(v, u) : G(v)]\). A basis \(X = \{1, u, u^2, \ldots, u^{n-1}\}\) of \(G(v, u)\) over \(G(v)\) exists and is also linearly independent over \(G\) and part of \(G(u)\), which implies \([G(u) : G] \geq [G(v, u) : G(v)]\) and equality must hold.

We are in the case that \(v\) is transcendental over \(G(u)\) and \(u\) is algebraic over \(G(v)\). Then there exist a finite and strictly positive number of non-zero coefficients \(u_i \in G(v)\) such that \(0 = \sum_i u_i \cdot u^i\). Each coefficient \(u_i\) is in \(G(v)\) and can be expressed as \(u_i = f_i(v)/g_i(v)\), where \(f_i(.)\) and \(g_i(.)\) are polynomials with coefficients in \(G\). Define \(h_i(v) = f_i(v) \prod_{j \neq i} g_j(v)\). Then \(\sum_i h_i(v) \cdot u^i = 0\). Polynomial \(h_i(.)\) has coefficients in \(G\), therefore \(h_i(v) = \sum_j h_{i,j} \cdot v^j\) for finitely many non-zero coefficients \(h_{i,j} \in G\). We obtain

\[
0 = \sum_j \left\{ \sum_i h_{i,j} \cdot u^i \right\} \cdot v^j.
\]

The inner sums are in \(G(u)\). Since \(v\) is transcendental over \(G(u)\), these inner sums are equal to 0. If \(u\) is transcendental over \(G\) then all coefficients \(h_{i,j} = 0\). This implies that \(h_i(v) = 0\). All \(f_j(v) \neq 0\), therefore \(g_j(v) = 0\), hence, \(u_j = 0\). However, there is a strictly positive number of non-zero coefficients \(u_j\). Concluding, \(u\) is not transcendental but algebraic over \(G\).

Since \(u\) is algebraic over \(G\) there exists a finite basis \(X\) of \(G(u)\) over \(G\) with \(G(u) = G[X]\). We want to show that \(X\) is linearly independent over \(G(v)\). Suppose that \(\sum_{\gamma \in X} x_\gamma \cdot \gamma = 0\) for some \(x_\gamma \in G(v)\). For the coefficients \(x_\gamma\) there exist polynomials \(f_\gamma(.)\) and \(g_\gamma(.)\) with coefficients in \(G\) with \(g_\gamma(v) \neq 0\) such that \(x_\gamma = f_\gamma(v)/g_\gamma(v)\). Define \(h_\gamma(v) = f_\gamma(v) \prod_{\sigma \neq \gamma} g_\sigma(v)\). Then \(\sum_{\gamma \in X} h_\gamma(v) \cdot \gamma = 0\). Polynomial \(h_\gamma(.)\) has coefficients in \(G\), therefore \(h_\gamma(v) = \sum_j h_{\gamma,j} \cdot v^j\) for finitely many non-zero coefficients \(h_{\gamma,j} \in G\). We obtain

\[
0 = \sum_j \left\{ \sum_{\gamma \in X} h_{\gamma,j} \cdot \gamma \right\} \cdot v^j.
\]

The inner sums are in \(G[X] = G(u)\). Since \(v\) is transcendental over \(G(u)\), these inner sums are equal to 0. Set \(X\) is linearly independent over \(G\), hence, all coefficients \(h_{\gamma,j} = 0\). This implies that \(h_\gamma(v) = 0\). All \(f_\sigma(v) \neq 0\), therefore \(g_\gamma(v) = 0\), hence, \(x_\gamma = 0\).
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Abstract. This paper shows an extensive software performance analysis of dedicated hash functions, particularly concentrating on Pentium III, which is a current dominant processor. The targeted hash functions are MD5, RIPEMD-128-160, SHA-1-256-512 and Whirlpool, which fully cover currently used and future promising hashing algorithms. We try to optimize hashing speed not only by carefully arranging pipeline scheduling but also by processing two or even three message blocks in parallel using MMX registers for 32-bit oriented hash functions. Moreover we thoroughly utilize 64-bit MMX instructions for maximizing performance of 64-bit oriented hash functions, SHA-512 and Whirlpool. To our best knowledge, this paper gives the first detailed measured performance analysis of SHA-256, SHA-512 and Whirlpool.
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1 Introduction

A one-way and collision resistant hash function is one of the most important cryptographic primitives that require utmost speed particularly in software due to its heavy use for creating a digital finger printing of a long message. Historically the first constructions of hash functions were based on strong block ciphers and many efforts have since been done for their design and proof of security. However since this design approach does not necessarily result in fast hash functions in practice and often their hashing speed is much slower than underlying block ciphers, many “dedicated hash functions” suitable for software implementation on modern processors have been proposed and are now widely used in real world applications.

Therefore, performance analysis of hash functions in real environments is recognized as an important research topic and many studies have been done on this topic. Among them, a paper presented at CRYPTO’96 by Bosselaers et al. [BGV96] showed an excellent fast implementation and performance evaluation of dedicated hash functions (of that time) on the Pentium processor, which was a dominant processor at the time of the publication. They also gave a thorough critical path analysis of the MD-family, particularly concentrated on SHA-1 in the paper presented at Eurocrypt’97 [BGV97].
Recently NIST published three new dedicated hash functions with a larger hash size; SHA-256, SHA-384 and SHA-512 [FIP01], of which SHA-386 is essentially a truncation of the hashed value of SHA-512. These new hash functions have much more complex structure than SHA-1. Also in the European NESSIE project, a new 512-bit hash function Whirlpool was proposed [BR00]. The structure of Whirlpool is very similar to Rijndael, where the block size of its underlying block cipher is 512. All these new hash algorithms are under discussion for an inclusion in the next version of the ISO/IEC 10118 standard.

The purpose of this paper is to include these new generations as well as currently used dedicated hash functions and give an extensive performance analysis with actual implementations and measured cycle counts in a real processor platform. We particularly concentrate on the Pentium III processor, but most of our programs also run on Pentium II and Celeron in the same efficiency since these processors largely share their internal architecture. Note that Pentium 4 has a new architecture with richer SIMD instructions (but some instructions take a larger number of cycles now), which we do not deal with in this paper.

For the 32-bit oriented hash functions (MD5, RIPEMD-128, RIPEMD-160, SHA-1 and SHA-256), we perform not only a straightforward coding using 32-bit x86 registers, but also give an implementation method that enables fast parallel hashing of two or even three independent message blocks in parallel using 64-bit MMX registers (and x86 registers simultaneously) on Pentium III. Specifically, the two-block parallel method assigns the two blocks to upper and lower 32-bit halves of the MMX registers, and the three-block parallel method moreover assigns the third block to the x86 registers. For the 64-bit oriented hash functions (SHA-512 and Whirlpool), we fully utilize the MMX registers and instructions to extract maximal hashing performance. For another example of an optimization of a cryptographic algorithm using the MMX technology, see [Lip98].

The internal architecture of Pentium II/III is totally different from that of Pentium. Coding on Pentium was a programmers’ paradise; estimating a cycle count of a given piece of code is not very difficult and, consequently, serious efforts to optimize a program by carefully arranging instructions were always rewarded. Unfortunately this is not the case for Pentium II/III. Intel documented the hardware architecture of Pentium II/III well [Int01] [Int02] [Int03], but still it is no longer possible to correctly predict how many cycles a given code takes without an actual measurement. This is partly due to an out-of-order execution nature of the processor, and also probably due to undocumented and unknown pipeline stall factors that only the hardware designers of Pentium II/III know.

In our experiences, even a well tuned-up code on Pentium II/III usually runs 10%-15% slower than what we expect. Filling this gap is a programmers’ nightmare; it is a groping task with endless trial and error and very often such efforts are not rewarded at all. So in our implementations of hash functions, we first tried to write a code so that its data dependency chain could be as short as possible, and then re-scheduled the code to remove possible pipeline stall factors until the measured performance became up to 10%-15% slower than our best (fastest) estimation. This means that if a long dependency chain dominates
Table 1. Feature of dedicated hash functions

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>Endianess</th>
<th>Message Block Size (bits)</th>
<th>Digest Size (bits)</th>
<th>Word Size (bits)</th>
<th>The Number of Steps</th>
<th>Message Scheduling</th>
</tr>
</thead>
<tbody>
<tr>
<td>MD5</td>
<td>Little</td>
<td>512</td>
<td>128</td>
<td>32</td>
<td>64</td>
<td>NO</td>
</tr>
<tr>
<td>RIPEMD-128</td>
<td>Little</td>
<td>512</td>
<td>128</td>
<td>32</td>
<td>2 × 64</td>
<td>NO</td>
</tr>
<tr>
<td>RIPEMD-160</td>
<td>Little</td>
<td>512</td>
<td>160</td>
<td>32</td>
<td>2 × 80</td>
<td>NO</td>
</tr>
<tr>
<td>SHA-1</td>
<td>Big</td>
<td>512</td>
<td>160</td>
<td>32</td>
<td>80</td>
<td>YES</td>
</tr>
<tr>
<td>SHA-256</td>
<td>Big</td>
<td>512</td>
<td>256</td>
<td>32</td>
<td>64</td>
<td>YES</td>
</tr>
<tr>
<td>SHA-512</td>
<td>Big</td>
<td>1024</td>
<td>512</td>
<td>64</td>
<td>80</td>
<td>YES</td>
</tr>
<tr>
<td>Whirlpool</td>
<td>Neutral</td>
<td>512</td>
<td>512</td>
<td>-</td>
<td>10^*</td>
<td>YES</td>
</tr>
</tbody>
</table>

(*) Since Whirlpool has an architecture based on a block cipher, we will use the term “round” instead of “step” in this paper.

speed of an algorithm, Pentium may run in a smaller number of cycles than Pentium II/III.

Our implementation and performance measurement results show that, for MD5 and the RIPEMD family, the three-block parallel hashing on Pentium III reduces a cycle count of one block operation significantly as compared with the straightforward implementation. Also our instruction scheduling of SHA-1 and SHA-256 works excellently on Pentium III. In particular, the pipeline efficiency of SHA-1 reaches 2.52 µops/cycle. Since at most two integer/logical µops can be executed simultaneously on Pentium III, this shows that memory access instructions in the message scheduling part that was introduced in the SHA family are “hidden” in other logical and arithmetic instructions, which contributes to an effective use of the pipelines.

Another interesting result is that the two 512-bit hash functions SHA-512 and Whirlpool run almost at the same speed on Pentium III, while these algorithms have totally different architectures and design philosophies (and Whirlpool looks a much simpler algorithm). This does not seem to be a part of design principles of Whirlpool as far as we know. It should be also noted that since SHA-512 is designed for a pure 64-bit environment, it suffers performance penalties from some missing 64-bit instructions on Pentium III. Hence on a genuine 64-bit processor, SHA-512 might outperform Whirlpool.

2 Dedicated Hash Functions

Table 1 shows features of seven dedicated hash functions we deal with in this paper, and Table 2 summarizes the definitions of operations in these hash functions. So far there have been a lot of concrete proposals for efficient hash functions. The first constructions for hash functions were based on an efficient conventional encryption scheme such as DES. Although some trust has been built up in the security of these proposals, their software performance was not very well for the practical use, since they are typically a couple of times slower than the corresponding block cipher.
<table>
<thead>
<tr>
<th><strong>Algorithm</strong></th>
<th>Operations in one step</th>
<th>Nonlinear round functions at bit level</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>MD5:</strong></td>
<td></td>
<td>$f_i(x, y, z) = (x \wedge y) \vee (\neg x \wedge z)$, $0 \leq i \leq 15$</td>
</tr>
<tr>
<td>Main stream</td>
<td></td>
<td>$f_1(x, y, z) = (x \wedge y) \vee (y \wedge \neg z)$, $16 \leq i \leq 31$</td>
</tr>
<tr>
<td>$A := B + (A + f_i(B, C, D) + X_{t[i]} + K_i)^{\ll_i}$</td>
<td>$f_1(x, y, z) = x \oplus y \oplus z$, $32 \leq i \leq 47$</td>
<td></td>
</tr>
<tr>
<td>$f_1(x, y, z) = y \oplus (x \vee \neg z)$, $48 \leq i \leq 63$</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>RIPEMD-128:</strong></td>
<td></td>
<td>$f_i(x, y, z) = x \oplus y \oplus z$, $0 \leq i \leq 15$</td>
</tr>
<tr>
<td>Main streams 1 and 2</td>
<td></td>
<td>$f_1(x, y, z) = (x \wedge y) \vee (\neg x \wedge z)$, $16 \leq i \leq 31$</td>
</tr>
<tr>
<td>$A := B + (A + f_i(B, C, D) + X_{t[i]} + K_i)^{\ll_i}$</td>
<td>$f_1(x, y, z) = (x \vee \neg y) \oplus z$, $32 \leq i \leq 47$</td>
<td></td>
</tr>
<tr>
<td>$f_1(x, y, z) = (x \wedge z) \vee (y \wedge \neg z)$, $48 \leq i \leq 63$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>In their second stream, $f_i$ is applied in the reversed order.</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>RIPEMD-160:</strong></td>
<td></td>
<td>$f_i(x, y, z) = x \oplus y \oplus z$, $0 \leq i \leq 15$</td>
</tr>
<tr>
<td>Main streams 1 and 2</td>
<td></td>
<td>$f_1(x, y, z) = (x \wedge y) \vee (\neg x \wedge z)$, $16 \leq i \leq 31$</td>
</tr>
<tr>
<td>$A := C^{\ll_i}$</td>
<td></td>
<td>$f_1(x, y, z) = (x \vee \neg y) \oplus z$, $32 \leq i \leq 47$</td>
</tr>
<tr>
<td>$f_1(x, y, z) = (x \wedge z) \vee (y \wedge \neg z)$, $48 \leq i \leq 63$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>In their second stream, $f_i$ is applied in the reversed order.</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>SHA-1:</strong></td>
<td></td>
<td>$f_i(x, y, z) = (x \wedge y) \vee (\neg x \wedge z)$, $0 \leq i \leq 19$</td>
</tr>
<tr>
<td>Message scheduling</td>
<td></td>
<td>$f_1(x, y, z) = x \oplus y \oplus z$, $20 \leq i \leq 39$</td>
</tr>
<tr>
<td>$X_i := (X_{t[i] + 7} \oplus X_{t[i] - 8} \oplus X_{t[i] - 14} \oplus X_{t[i] - 16})^{\ll_i}$</td>
<td>$f_1(x, y, z) = (x \wedge y) \oplus (x \vee \neg z) \oplus (y \wedge z)$, $40 \leq i \leq 63$</td>
<td></td>
</tr>
<tr>
<td>Message stream</td>
<td></td>
<td>$f_1(x, y, z) = x \oplus y \wedge z$, $60 \leq i \leq 79$</td>
</tr>
<tr>
<td>$E := A^{\ll_i} + f_i(B, C, D) + X_i + K_i + E$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$B := B^{\ll_i}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>SHA-256:</strong></td>
<td></td>
<td>$Ch(x, y, z) = (x \wedge y) \vee (\neg x \wedge z)$, $0 \leq i \leq 15$</td>
</tr>
<tr>
<td>Message scheduling</td>
<td></td>
<td>$Maj(x, y, z) = (x \wedge y) \oplus (x \vee \neg z) \oplus (y \wedge \neg z)$</td>
</tr>
<tr>
<td>$X_i := \sigma_2(X_{t[i] - 2} + X_{t[i] - 7} + X_{t[i] - 15} + X_{t[i] - 16})^{\ll_i}$</td>
<td>$\Sigma_0(x) = x^{\ll_2} \wedge (x^{\ll_3} \oplus x^{\ll_1})$, $0 \leq i \leq 31$</td>
<td></td>
</tr>
<tr>
<td>Main stream</td>
<td></td>
<td>$\Sigma_1(x) = x^{\ll_6} \wedge (x^{\ll_1} \oplus x^{\ll_2} \oplus x^{\ll_3} \oplus x^{\ll_4})$, $0 \leq i \leq 47$</td>
</tr>
<tr>
<td>$T_1 := H + \Sigma_1(E) + Ch(E, F, G) + K_i + X_i$</td>
<td>$\sigma_0(x) = x^{\ll_7} \wedge (x^{\ll_18} \oplus x^{\ll_3})$, $0 \leq i \leq 63$</td>
<td></td>
</tr>
<tr>
<td>$T_2 := \Sigma_0(A) + Maj(A, B, C)$</td>
<td>$\sigma_1(x) = x^{\ll_8} \wedge (x^{\ll_8} \wedge x^{\ll_18} \wedge x^{\ll_3} \wedge x^{\ll_4})$, $0 \leq i \leq 87$</td>
<td></td>
</tr>
<tr>
<td>$D := D + T_1$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H := T_1 + T_2$</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>SHA-512:</strong></td>
<td></td>
<td>$Ch(x, y, z) = (x \wedge y) \vee (\neg x \wedge z)$, $0 \leq i \leq 63$</td>
</tr>
<tr>
<td>Message scheduling</td>
<td></td>
<td>$Maj(x, y, z) = (x \wedge y) \oplus (x \vee \neg z) \oplus (y \wedge \neg z)$</td>
</tr>
<tr>
<td>$X_i := \sigma_2(X_{t[i] - 2} + X_{t[i] - 7} + X_{t[i] - 15} + X_{t[i] - 16})^{\ll_i}$</td>
<td>$\Sigma_0(x) = x^{\ll_2} \wedge (x^{\ll_3} \oplus x^{\ll_1})$, $0 \leq i \leq 79$</td>
<td></td>
</tr>
<tr>
<td>Main stream</td>
<td></td>
<td>$\Sigma_1(x) = x^{\ll_6} \wedge (x^{\ll_1} \oplus x^{\ll_2} \oplus x^{\ll_3} \oplus x^{\ll_4})$, $0 \leq i \leq 103$</td>
</tr>
<tr>
<td>$T_1 := H + \Sigma_1(E) + Ch(E, F, G) + K_i + X_i$</td>
<td>$\sigma_0(x) = x^{\ll_7} \wedge (x^{\ll_18} \oplus x^{\ll_3})$, $0 \leq i \leq 127$</td>
<td></td>
</tr>
<tr>
<td>$T_2 := \Sigma_0(A) + Maj(A, B, C)$</td>
<td>$\sigma_1(x) = x^{\ll_8} \wedge (x^{\ll_8} \wedge x^{\ll_18} \wedge x^{\ll_3} \wedge x^{\ll_4})$, $0 \leq i \leq 151$</td>
<td></td>
</tr>
<tr>
<td>$D := D + T_1$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$H := T_1 + T_2$</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Whirlpool:</strong></td>
<td></td>
<td>$E_i = \sum_{j=0}^{7} Table_j[(E^{r-1} \oplus K^{r-1})^{(i-j)mod8,j}]$</td>
</tr>
<tr>
<td>Message scheduling</td>
<td></td>
<td>$a = \left( \begin{array}{c} a_0 \ a_1 \ \vdots \ a_7 \end{array} \right) = \left( \begin{array}{c} a_{00} \ a_{01} \cdots a_{07} \ a_{10} \ a_{11} \cdots a_{17} \ \vdots \ a_{70} \ a_{71} \cdots a_{77} \end{array} \right)$</td>
</tr>
<tr>
<td>$E_i = \sum_{j=0}^{7} Table_j[(E^{r-1} \oplus E^{r})^{(i-j)mod8,j}]$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$X_i = \sum_{j=0}^{7} Table_j[(X^{r-1} \oplus X^{r})^{(i-j)mod8,j}]$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$1 \leq r \leq 10$</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

$A, B, C, D, E, F, G, H$ : Intermediate variables
$K$ : Fixed constant value
$X$ : Message block (and its derivatives)
$x^{\ll_n}, x^{\ll_n}$ : Right/Left shift of $x$ by $n$ bits
$x^{\gg_n}, x^{\gg_n}$ : Right/Left rotate shift of $x$ by $n$ bits
MD4, proposed by R. Rivest in 1990 [R90, R492], is the first dedicated hash function that targeted at speed in software (MD2 has a totally different architecture and is slow). It was particularly designed to archive high performance on 32-bit processors that were the architecture of the future at the time. The algorithm is based on a simple set of primitive operations such as add, xor, or etc. on 32-bit words. Additionally, MD4 was designed to be favorable to a “little-endian” architecture, which obviously fits the Intel processor architecture perfectly. We do not deal with MD4 in this paper because it was broken several years ago [Dob98]. Almost all hash functions discussed hereafter are direct descendants of MD4 and inherit its structural characteristics. The MD5 algorithm is an extension of the MD4 algorithm, increasing the number of steps from 48 to 64 [R592], and it is one of the most widely used dedicated hash algorithms in real applications. Some weaknesses of MD5 are reported in [Dob96, Rob96], although a collision of MD5 has not been found.

RIPEMD-128 and RIPEMD-160 [DBP96] evolved out of RIPEMD, which was developed as a strengthened version of MD4 by the RIPE consortium. RIPEMD-128 was developed out of RIPEMD-160 as a plug-in substitute for RIPEMD. They also have a little-endian architecture. One of the new characteristics of these hash functions is that they have essentially two parallel instances of MD4. Each of these instances includes 64 and 80 steps for RIPE MD-128 and RIPEMD-160, respectively. This structure has a potential ability to realize high performance when implemented on pipelined or superscalar execution mechanisms. Additionally, each step of RIPEMD-160 has a rotate shift operation by 10 bits. Both of RIPEMD-128 and RIPEMD-160 are standardized as dedicated hash functions in ISO/IEC 10118 [ISO97].

SHA-1 [FIP95] designed by NSA and published by NIST was also based on the design of MD4. The round functions of SHA-1 are exactly the same as those of MD4 while the total number of steps is 80. However, the SHA family went over to “big-endian”, throwing away suitability for Intel processors. Moreover, it newly introduced a “message scheduling part”. The design criteria of these new characteristics have not been made public. Although the role of the message schedule in the SHA family is similar to that of the key schedule in block ciphers, the message schedule must be done for each block like the on-the-fly implementation in block ciphers. The message schedule and main stream can be done independently, which means that it has a high capability for parallel execution, considering its rather high complexity. SHA-1 is also standardized as one of the dedicated hash functions in ISO/IEC 10118 [ISO97].

Recently SHA-256 and SHA-512 [FIP01] were proposed to keep up with possible future applications where longer message digests are required. They have almost the same basic components, except that SHA-256 operates on eight 32-bit words, while SHA-512 operates on eight 64-bit words. SHA-512 is the first dedicated hash function designed for a genuine 64-bit processor. SHA-256 and SHA-512 also have a message schedule part, which has a much more complex structure than that of SHA-1, including many shift operations in both message
scheduling part and main stream. Another feature of these algorithms is that exactly the same operations are used in all steps.

**Whirlpool** does not belong to the MD-family nor to the SHA-family. It directly inherits its structure from Rijndael. The state of Whirlpool consists of an $8 \times 8$ matrix over $GF(2^8)$, while that of Rijndael was designed on a $4 \times 4$ matrix over $GF(2^8)$. A transformation from a state to a next state is given by eight 8-bit to 64-bit look-up tables. Hence Whirlpool demonstrates best performance in true 64-bit environments, but can also realize good performance on any processor. Whirlpool has a message scheduling part, which is exactly the same as its main stream. Whirlpool is endian-neutral. Recently the designer of Whirlpool announced a tweak of the algorithm to improve its hardware efficiency. SHA-256, -512 and this tweak of Whirlpool are under discussion for an inclusion in the next version of the ISO/IEC 10118 standard.

## 3 A Brief Overview of Pentium III Processor

Pentium III supports all x86 instructions with eight 32-bit registers, and additional MMX instructions with eight 64-bit registers (MMX registers). The main motivation of the MMX instructions is to enable $16 \times 4 / 32 \times 2$ parallel operations for multimedia applications. Although Pentium III is not a full 64-bit processor such as the Alpha processor, — a 64-bit addition instruction is missing, for instance —, the MMX instructions are attractive to wider applications since most of them work in one cycle including a 64-bit memory load instruction. Pentium III also provides XMM instructions (SSE) with eight 128-bit registers, but we are not able to use them for fast hashing because they operate on floating-point data elements.

The following shows some of the essential topics for optimizing on Pentium II/III, which greatly owes to an excellent guidebook for optimizing Pentium family written by Agner Fog [Fog00].

### Instruction Decoding.

In the decoding stage, instruction codes are broken down into simpler micro-operations ($\mu$ops), where one instruction usually consists of one to four $\mu$ops. Pentium II/III has three decoders that can work in parallel and theoretically can generate six $\mu$ops per cycle. However due to limitations coming from instruction fetch rules and decoder capabilities, the code length and order of instructions heavily affect efficiency of the decoding speed. A typical decoding rate of real applications is two to three $\mu$ops per cycle on an average.

The decoding speed is not an important issue for MD5 and the RIPEMD family since the performance bottleneck of these hash functions is actually a long data dependency chain, but it can be a critical factor for algorithms with high parallel computation capabilities such as the SHA family. Generally, optimizing decoding performance without causing other pipeline stalls is an extremely difficult puzzle to solve.

### Register Renaming.

After the decoding stage, all permanent registers (x86 and MMX registers) are renamed into internal registers. This mechanism
solves fake data dependency chains caused by register starvation. The renaming is controlled by the register alias table (RAT), which can handle only three \( \mu \)ops per cycle. This means that overall performance of Pentium II/III can not exceed three \( \mu \)ops per cycle. Moreover the RAT can read two permanent registers in a cycle, and hence depending on the situation we should use an absolute addressing mode instead of a register indirect addressing mode.

Some hash functions repeatedly use a fixed constant value. If a register is free, it is common to assign the constant value to the register, which is best in terms of instruction length. However in order to avoid the register read stalls, we often handled the value using an immediate addressing mode if possible, or an absolute addressing mode via memory, particularly in the case of MMX instructions.

**Execution Units.** Pentium II/III has five independent execution ports p0 to p4 to carry out a sequence of \( \mu \)ops in an out-of-order manner. p0 and p1 are mainly for arithmetic and logical operations, p2 for load and p3 and p4 for store operations. An important consequence of this architecture is that if arithmetic and logical operations are a dominant factor of performance, load and store operations can be “hidden” behind them. In other words, we should store a temporary value not in a free register but in memory in such a case.

The SHA family requires memory operations more frequently than MD5 and the RIPEMD family due to the existence of the message scheduling part, and also due to a large hash size for SHA-256 and SHA-512. If properly implemented these hash functions can take full advantage of hiding load/store operations behind other operations.

**Other Topics.** In Pentium II/III, a partial register/memory access (reading from a register/memory after writing to a part of it) causes a heavy performance penalty; i.e. a register/memory must be basically read/written in the same size at the same memory address. In this paper, the partial memory access can be a problem only in the 64-bit oriented hash functions SHA-512 and Whirlpool as will be shown in a later section.

According to [Fog00], the retirement stage of \( \mu \)ops can be a bottleneck of performance. We however can do little about this stall factor, while the partial register/memory stalls can be avoided by programmers.

4 API and How to Measure Performance

We developed our assembly language programs on the following hardware and software environments. The size of RAM memory is not an important issue because we designed the programs so that everything could be on the first level cache (code 16KB + data 16KB).

**Hardware:** IBM Compatible PC with Pentium III 800MHz and 256MB RAM  
**Software:** Windows 98, Visual C++ 6.0, MASM 6.15
We described a hashing logic in a subroutine form callable from C language and measured its execution time from outside the subroutine, which reflects hashing performance in real applications. The subroutine API is that an input message to be compressed and a resultant hashed value are represented as a byte sequence passed by pointers, which is also common as an interface of hash functions. Note that this means that big-endian algorithms, specifically the SHA family, must perform a byte-order swap operation inside the subroutine and it is counted as a part of hashing time. We assume a padding operation is done outside this routine.

In the next section, we will give a method of coding for hashing two or three independent messages of the same block length in parallel. For simplicity, we adopted the same API for this method as that for a straightforward implementation, appending the second/third message to the first/second message for each block. Hence a procedure for combining two separate 4-byte words into one 8-byte MMX register is also counted as a part of hashing time. If we interleave different messages in every word (4-byte), we can skip this procedure, but did not adopt this approach because assuming such interface looks uncommon in real applications.

We actually measured time for hashing a total of 8KB message bytes, which is half of the first level data cache size. To maximize speed, we unrolled an inner loop as long as the code is fully covered by the first level code cache. The cycle counting was done using the \texttt{rdtsc} (read time stamp counter) instruction, as shown in [Fog00]. The timing was measured several times to remove possible negative effects on performance due to interrupts by an operating system. Also note that our programs are neither data-dependent nor self-modified.

5 Implementations of Hash Functions on Pentium III

5.1 Implementation Methods

We designed three types of assembly language codes for 32-bit oriented hash functions (MD5, RIPEMD-128-160, SHA-1-256); namely, straightforward, two-block parallel and three-block parallel as follows. The second and third methods fully extract the power of parallel execution capabilities of MMX. For 64-bit oriented hash functions (SHA-512 and Whirlpool), we implemented the straightforward version only (no way to parallelize).

Method 1: Straightforward

\textbf{MD5, RIPEMD-128, RIPEMD-160, SHA-1}

All words of the main stream are always held in four or five x86 registers and the remaining registers are used as temporary variables. This is the most common implementation of dedicated hash functions in software.

\textbf{SHA-256, SHA-512}

All eight 32-bit/64-bit words of the main stream are stored in memory because of the register starvation of the Pentium family, and x86/MMX regis-
ters are basically used only as temporary variables. Additionally, for SHA-512, 32-bit x86 registers are essentially used to realize a 64-bit addition operation, which is a missing instruction in Pentium III.

Whirlpool
A 64-byte state matrix is always held in all eight MMX registers. However, since the state information of the preceding round is necessary to generate the state matrix of the next round, it must be, after all, stored in memory at the end of each round.

Method 2: Two-Block Parallel
This method is applied only to 32-bit oriented hash functions (MD5, RIPEMD-128, RIPEMD-160, SHA-1, SHA-256), where a word of one message is loaded on the upper half of 64-bit register/memory and a word of another message is loaded on the lower half. This enables fast parallel hashing computation of two independent messages, but the following penalties peculiar to Pentium III should be taken into consideration.

1. The code length of an MMX instruction is usually longer (typically by one byte) than that of an equivalent x86 instruction, which may lead to a performance penalty due to an inefficient instruction decoding.
2. Since MMX instructions do not have an immediate addressing mode, a 64-bit immediate value must be processed via memory, which increases the number of memory access μops (p2, p3 and p4). But this penalty is often able to be hidden in integer μops (p0 and p1).
3. A parallel rotate shift instruction is missing (if a shift count is not a multiple of 16). To do this on Pentium III, four instructions are needed; that is, movq (copy), psrld (right shift), pslld (left shift) and pxor (xor).

Our implementation will show that gains by parallel computation exceed the penalties caused by these factors.

Method 3: Three-Block Parallel
This method is a combination of the two methods above, which is hence applicable to 32-bit oriented dedicated hash functions. Since methods 1 and 2 use different types of registers, these two programs can “coexist”, that is, can be executed in parallel without depriving each other of hardware resources. Although this is not an essential methodological improvement of implementation, it is expected that a better instruction scheduling leads to further improvement of hashing speed, particularly if a long data dependency chain dominates the speed of a target algorithm. Possible penalties that should be noted in this case are:

1. Code size: The code size becomes big because the entire code is simply a merged combination of the two implementations. But this does not lead to an actual big penalty issue as long as the entire code is within the first level cache.
2. Register read stall: The heavy simultaneous use of x86 and MMX registers easily create register read stalls. It is often very difficult to completely remove the possibility of this stall without causing other penalties.

Our implementation will show that this three-block method actually gives a performance improvement for MD5, RIPEMD-128, RIPEMD-160.

5.2 Implementation Results and Discussions

Table 7 shows our implementation results of the seven dedicated hash functions. We manually counted the number of \( \mu \)ops of one block operation, referring to \cite{Fog00}. “p01” denotes logical and integer \( \mu \)ops that use pipes p0 and/or p1. “p2” and “p34” denote memory read/write \( \mu \)ops that use pipes p2 and p3, p4, respectively. Note again that the cycle counts of the SHA family include time for endian conversion and that the cycle counts of methods 2 and 3 include time for merging two 32-bit words into one 64-bit register.

MD5

The performance of our straightforward implementation of MD5 on Pentium III is approximately the same as that shown in \cite{Bos97} on Pentium. This reflects the fact that the frequency of memory access operations is very low and a long data dependency chain is an actual dominant factor of its hashing speed. In fact, the \( \mu \)ops/cycle value of our program is only 1.64 while the maximal performance that Pentium III can achieve is 3 \( \mu \)ops/cycle.

The two-block and three-block parallel implementations significantly improve the efficiency of hashing. In particular, it can be seen that the three-block version is almost perfectly scheduled (1.83 p01 \( \mu \)ops/cycle) and 30% faster than the straightforward version.

RIPEMD-128, RIPEMD-160

The same tendency can be seen for RIPEMD-128 and RIPEMD-160 as for MD5. One possible reason that RIPEMD-160 has a better \( \mu \)ops/cycle value for two-block and three-block versions is the existence of the operation “\( B \ll 10 \)” that was introduced in RIPEMD-160. This operation takes four \( \mu \)ops on MMX, which can be executed independently with other operations.

[Note] Since the RIPEMD family has two parallel instances, it is possible to assign each of the two instances to each of two types of registers, that is, one to 32-bit registers and the other to 64-bit MMX registers. This makes a parallel execution inside one message block possible, but unfortunately this did not run very fast, probably because assigning the full 64-bit registers for only one instance execution was too inefficient reducing overall performance. Another possibility to utilize the parallelism of the RIPEMD family might be interleaving the first instance and the second instance (our current code executes the second one after finishing the first one). Although this method leads to an increase in a total number of \( \mu \)ops due to the register starvation, the parallelism of the resultant code will be improved. However we have
Table 3. Coding example of one step of round 2 of RIPEMD-128 on a Pentium III processor. The chaining variable $A, B, C, D$ is stored in x86 registers $eax$ through $edx$ or MMX registers $mm0$ through $mm3$. In the three-block parallel implementation, these codes are interleaved.

<table>
<thead>
<tr>
<th>Straightforward code using x86</th>
<th>Two-block code using MMX</th>
</tr>
</thead>
<tbody>
<tr>
<td>mov esi, edx</td>
<td>padd mm0, [eax+8\times X]</td>
</tr>
<tr>
<td>add eax, (X+4)[edi]</td>
<td>movq mm5, mm3</td>
</tr>
<tr>
<td>xor esi, ecx</td>
<td>pxor mm5, mm2</td>
</tr>
<tr>
<td>and esi, ebx</td>
<td>padd mm0, K</td>
</tr>
<tr>
<td>xor esi, edx</td>
<td>pand mm5, mm1</td>
</tr>
<tr>
<td>lea eax, [eax+esi+K]</td>
<td>pxor mm5, mm3</td>
</tr>
<tr>
<td>rol eax, s</td>
<td>padd mm0, mm5</td>
</tr>
<tr>
<td></td>
<td>movq mm5, mm0</td>
</tr>
<tr>
<td></td>
<td>; left rotate</td>
</tr>
<tr>
<td></td>
<td>pslld mm0, s</td>
</tr>
<tr>
<td></td>
<td>; shift of mm0</td>
</tr>
<tr>
<td></td>
<td>psrld mm5, 32-s; by s bits</td>
</tr>
<tr>
<td></td>
<td>pxor mm0, mm5</td>
</tr>
</tbody>
</table>

not succeeded, so far, in a speed-up of a straightforward implementation of RIPEMD-128 or RIPEMD-160 using this technique.

SHA-1

One big difference between the SHA family and the (RIPE)MD family is the existence of a message scheduling part. The message scheduling part of the SHA family is independent of the main stream and contains many memory access operations enabling the straightforward SHA-1 implementation to optimally exploit the increased hardware parallelism of Pentium III. The value $2.52 \mu$ops/cycles of our straightforward version is the highest of our programs.

Because of this highly parallel feature of SHA-1, the performance improvement of the two-block version is not so big as that of the (RIPE)MD family. Moreover the three-block version is rather slower than the two-block version. This suggests that, as far as an instruction scheduling efficiency of SHA-1 is concerned, our implementation has reached almost an optimal level on Pentium III ($1.82 p01 \mu$ops/cycle).

SHA-256

SHA-256 (and SHA-512) uses eight words and it is no longer possible to keep all internal values on the permanent registers. They must be stored in memory and be read from/written to memory in each step, which inevitably increases the frequency of memory access. However, since these memory access $\mu$ops can be mostly carried out in parallel with logical and integer uops, the pipeline scheduling of SHA-256 works excellently ($2.32 \mu$ops/cycle).

The two-block parallel implementation of SHA-256 runs 15% faster than the straightforward implementation, but this improvement is smaller than that in other hash algorithms. This is because SHA-256 (and SHA-512) has
Table 4. Coding example of one step of round 2 of SHA-1 on a Pentium III processor. The chaining variable $A, B, C, D, E$ is stored in x86 registers $eax, ebx, ecx, edx, ebp$ or MMX registers $mm0$ through $mm4$. In the three-block parallel implementation, these codes are interleaved. Instructions marked “m.s.” are for message scheduling part.

<table>
<thead>
<tr>
<th>Straightforward code using x86</th>
<th>Two-block code using MMX</th>
</tr>
</thead>
<tbody>
<tr>
<td>mov esi, $W+(s*4)$</td>
<td>movq $mm6, W+(s*8)$</td>
</tr>
<tr>
<td>mov edi, edx</td>
<td>movq $mm5, mm1$</td>
</tr>
<tr>
<td>xor esi, $W+(s1*4)$</td>
<td>pxor $mm6, W+(s1*8)$</td>
</tr>
<tr>
<td>xor edi, ecx</td>
<td>pxor $mm5, mm2$</td>
</tr>
<tr>
<td>xor esi, $W+(s2*4)$</td>
<td>pxor $mm6, W+(s2*8)$</td>
</tr>
<tr>
<td>xor edi, ebx</td>
<td>pxor $mm5, mm3$</td>
</tr>
<tr>
<td>xor esi, $W+(s3*4)$</td>
<td>pxor $mm6, W+(s3*8)$</td>
</tr>
<tr>
<td>add ebp, edi</td>
<td>padd $mm4, mm5$</td>
</tr>
<tr>
<td>rol esi, 1</td>
<td>movq $mm7, mm6$</td>
</tr>
<tr>
<td>mov edi, eax</td>
<td>padd $mm4, CONSTonMEM</td>
</tr>
<tr>
<td>add ebp, esi</td>
<td>padd $mm6, mm6$</td>
</tr>
<tr>
<td>rol edi, 5</td>
<td>psrld $mm7, 31$</td>
</tr>
<tr>
<td>rol ebx, 30</td>
<td>movq $mm5, mm1$</td>
</tr>
<tr>
<td>lea ebp, [ebp+edi+CONST]</td>
<td>pxor $mm6, mm7$</td>
</tr>
<tr>
<td>mov $W+(s*4), esi</td>
<td>psrld $mm1, 2$</td>
</tr>
<tr>
<td></td>
<td>padd $mm4, mm6$</td>
</tr>
<tr>
<td></td>
<td>movq $W+(s*8), mm6$</td>
</tr>
<tr>
<td></td>
<td>pslld $mm5, 30$</td>
</tr>
<tr>
<td></td>
<td>movq $mm6, mm0$</td>
</tr>
<tr>
<td></td>
<td>movq $mm7, mm0$</td>
</tr>
<tr>
<td></td>
<td>pslld $mm6, 5$</td>
</tr>
<tr>
<td></td>
<td>padd $mm4, mm6$</td>
</tr>
<tr>
<td></td>
<td>psrl $mm7, 27$</td>
</tr>
<tr>
<td></td>
<td>padd $mm4, mm7$</td>
</tr>
</tbody>
</table>

many rotate shift operations in both the message scheduling part and the main stream, which causes a non-negligible increase of the number of µops when realized in 64-bit MMX registers. The performance of the three-block parallel version was not good for the same reason as for SHA-1.

[Note] The architecture of SHA-256 is quite different from that of SHA-1. But interestingly, the rate of the number of memory access µops to all µops is almost the same (approximately 30%), which is ideal in terms of Pentium III scheduling. Is this a hidden design criteria of the SHA family??

SHA-512
SHA-512 is a 64-bit oriented hash function and hence it is essential to utilize MMX registers and instructions. However, since Pentium III does not have a 64-bit addition instruction (but fortunately it does have a 64-bit shift operation! Pentium 4 supports both instructions), we realized it by simply combining two 32-bit additions. Although this naive method obviously suf-
fers a non-negligible performance penalty from 32-bit from/to 64-bit register transfer, we do not know a faster method to do this. Another penalty that we should note is a partial memory access. Below left is a straightforward method for coding the last part of one step, but this causes a partial memory access at the beginning of the next step. Below right is the corrected code we adopted, which is free from the penalty and additionally saves one \( \mu \text{op} \).

The pipeline scheduling of our implementation is good (2.24 \( \mu \text{ops/cycle} \)), but we feel that there is still room for performance improvement since the hash algorithm itself allows higher parallel execution capability.

### Table 5. 64-bit addition and partial memory stall on a Pentium III processor.

<table>
<thead>
<tr>
<th>( \mu \text{ops} )</th>
<th>( \mu \text{ops} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>add ([\text{mem}+0], \text{eax}) ; 4</td>
<td>add ([\text{mem}+0], \text{eax}) ; 2</td>
</tr>
<tr>
<td>adc ([\text{mem}+4], \text{ebx}) ; 6</td>
<td>adc ([\text{mem}+4], \text{ebx}) ; 3</td>
</tr>
<tr>
<td>movd \text{mm0}, \text{eax} ) ; 1</td>
<td>movd \text{mm0}, \text{eax} ) ; 1</td>
</tr>
<tr>
<td>movd \text{mm1}, \text{ebx} ) ; 1</td>
<td>movd \text{mm1}, \text{ebx} ) ; 1</td>
</tr>
<tr>
<td>(next step)</td>
<td>punpckldq \text{mm0, mm1} ) ; 1</td>
</tr>
<tr>
<td>\text{movq mm0, [mem]} ) ; 1 ( \leftarrow ) Stall</td>
<td>\text{movq [mem], mm0} ) ; 2</td>
</tr>
</tbody>
</table>

### Whirlpool

The simplest realization of Whirlpool is to keep the state matrix in eight MMX registers and eight 8-bit to 64-bit look-up tables on memory, but these tables completely cover all the 16KB data cache of Pentium III, which leads to data cache miss penalties. We hence had only four tables on memory and generated the remaining from them when necessary using the \text{pshufw} (packed shuffle word) instruction.

This instruction works only in Pentium III (not in Pentium II and Celeron); all other instructions throughout our codes run on Pentium II and Celeron. Also taking into consideration reducing the frequency of memory access and

### Table 6. An essential part of Whirlpool on a Pentium III processor.

\[
\text{mov \ edx, [Matrix Address] \ ; preceding state matrix} \\
\text{movzx \ esi, \ dl \ ; address generation} \\
\text{pxor \ mm0, Table1[esi*8] \ ; current state matrix} \\
\text{movzx \ esi, \ dh} \\
\text{pxor \ mm1, Table2[esi*8]} \\
\text{shr \ esi, 16} \\
\text{movzx \ esi, \ dl} \\
\text{pxor \ mm2, Table3[esi*8]} \\
\text{movzx \ esi, \ dh} \\
\text{pxor \ mm3, Table4[esi*8]}
\]
Table 7. Performance Figure

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Method</th>
<th>µops/block</th>
<th>cycles/block</th>
<th>cycles/byte</th>
<th>µops/cycle</th>
<th>size (bytes)</th>
<th>Pentium [Box97]</th>
</tr>
</thead>
<tbody>
<tr>
<td>MD5</td>
<td>p01</td>
<td>503</td>
<td>10</td>
<td>582</td>
<td>354</td>
<td>5.53</td>
<td>1750 32</td>
</tr>
<tr>
<td>MD5</td>
<td>p2</td>
<td>783</td>
<td>40</td>
<td>971</td>
<td>276</td>
<td>4.31</td>
<td>3331 704</td>
</tr>
<tr>
<td>MD5</td>
<td>p34</td>
<td>1283</td>
<td>50</td>
<td>1550</td>
<td>234</td>
<td>3.66</td>
<td>5259 736</td>
</tr>
<tr>
<td>RIPEMD-128</td>
<td>p01</td>
<td>875</td>
<td>18</td>
<td>1034</td>
<td>602</td>
<td>9.41</td>
<td>2707 48</td>
</tr>
<tr>
<td>RIPEMD-128</td>
<td>p2</td>
<td>1379</td>
<td>48</td>
<td>1679</td>
<td>477</td>
<td>7.45</td>
<td>5703 280</td>
</tr>
<tr>
<td>RIPEMD-128</td>
<td>p34</td>
<td>2251</td>
<td>66</td>
<td>2710</td>
<td>425</td>
<td>6.64</td>
<td>8379 320</td>
</tr>
<tr>
<td>RIPEMD-160</td>
<td>p01</td>
<td>1421</td>
<td>22</td>
<td>1619</td>
<td>911</td>
<td>14.23</td>
<td>4227 56</td>
</tr>
<tr>
<td>RIPEMD-160</td>
<td>p2</td>
<td>2533</td>
<td>52</td>
<td>2968</td>
<td>738</td>
<td>11.53</td>
<td>10110 320</td>
</tr>
<tr>
<td>RIPEMD-160</td>
<td>p34</td>
<td>3951</td>
<td>74</td>
<td>4584</td>
<td>726</td>
<td>11.34</td>
<td>14305 376</td>
</tr>
<tr>
<td>SHA-1</td>
<td>p01</td>
<td>1100</td>
<td>174</td>
<td>1569</td>
<td>623</td>
<td>9.73</td>
<td>4664 356</td>
</tr>
<tr>
<td>SHA-1</td>
<td>p2</td>
<td>1928</td>
<td>170</td>
<td>2487</td>
<td>531</td>
<td>8.30</td>
<td>8567 248</td>
</tr>
<tr>
<td>SHA-1</td>
<td>p34</td>
<td>2977</td>
<td>376</td>
<td>4037</td>
<td>559</td>
<td>8.73</td>
<td>13175 340</td>
</tr>
<tr>
<td>SHA-256</td>
<td>p01</td>
<td>2491</td>
<td>418</td>
<td>3518</td>
<td>1519</td>
<td>23.73</td>
<td>10202 144</td>
</tr>
<tr>
<td>SHA-256(*)</td>
<td>p2</td>
<td>4385</td>
<td>418</td>
<td>5492</td>
<td>1318</td>
<td>20.59</td>
<td>6705 1232</td>
</tr>
<tr>
<td>SHA-256(*)</td>
<td>p34</td>
<td>6921</td>
<td>852</td>
<td>9125</td>
<td>1417</td>
<td>22.14</td>
<td>14142 1816</td>
</tr>
<tr>
<td>SHA-512(*)</td>
<td>p01</td>
<td>8828</td>
<td>1186</td>
<td>11536</td>
<td>5143</td>
<td>40.18</td>
<td>7203 1496</td>
</tr>
<tr>
<td>Whirlpool(*)</td>
<td>p01</td>
<td>3328</td>
<td>384</td>
<td>5346</td>
<td>2337</td>
<td>36.52</td>
<td>2456 8496</td>
</tr>
</tbody>
</table>

(*) only partially loop-unrolled in a message block to reduce code size within the first level cache (16KB). All other implementations are fully loop-unrolled.

removing the possibility of partial register/memory stalls, we wrote the entire algorithm by repeating the piece of code shown in Table 6.

The pipeline of this program works very well, achieving 2.29 µops/cycle. The resultant hashing speed (cycles/byte) is more than 3.5 times faster than that of the designers’ C implementation [BR00]. Very interestingly, this performance is almost the same as that of SHA-512; Whirlpool is slightly (within 10%) faster than SHA-512, but this difference looks within “a margin of implementation”.

6 Conclusions

This paper showed a performance analysis and speeding-up method of dedicated hash functions on the Pentium III processor. A further improvement of software performance is ongoing.

An overall performance of a processor can be achieved by (1) high instruction parallelism, (2) high SIMD parallelism and (3) high clock frequency. The index “cycle/byte” is the most common performance measure of cryptographic algorithms, which direct reflects (1) and (2), but not (3). So we should note that this measure is appropriate to compare software performance of given cryptographic algorithms on a fixed target processor, but not necessarily appropriate
to evaluate hardware performance of given processors on a fixed cryptographic algorithm.

High processor performance has been achieved by improving (1) and (3) in the past, but in recent processors this seems to be rapidly shifting to (2) and (3). This means that use of parallel execution of multiple blocks will be much more important and have a practical impact in near future.
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Abstract. Attacks on cryptosystem implementations (e.g. security fault injection, timing analysis and differential power analysis) are amongst the most exciting developments in cryptanalysis of the past decade. Altering the internal state of a cryptosystem or profiling the system’s computational dynamics can be used to gain a huge amount of information. This paper shows how fault injection and timing analysis can be interpreted for a simulated annealing attack on Pointcheval’s Permuted Perceptron Problem (PPP) identification schemes. The work is unusual in that it concerns fault injection and timing analysis on an analysis technique. All recommended sizes of the PPP schemes are shown to be unsafe.
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1 Introduction: Zero Knowledge and NP-Hard Solution Techniques

Since the introduction of zero-knowledge proofs by Goldwasser et al. in 1985 several schemes have been proposed. Some make use of number theoretic results. Others have sought to make use of the computational intractability of known NP-complete problems. Since Shamir exemplified the concept using the Permuted Kernel Problem (PKP) others have offered systems based on Syndrome Decoding, Constrained Linear Equations (CLEs) and the Permuted Perceptron Problem (PPP).

Heuristic optimisation techniques such as genetic algorithms and simulated annealing have shown their worth over a huge number of engineering disciplines. It comes as no surprise that they have been investigated as cryptanalysis tools. Most work has been concerned with elementary ciphers but recent work has included attacks on full-strength zero knowledge schemes. Pointcheval gives results of attacks using simulated annealing on his PPP-based schemes. Knudsen and Meier have recently improved on those results using an unusual and sophisticated attack. Their work (based on properties of sets of solutions obtained from multiple runs) is a direct challenge to the ‘standard’ way of applying heuristic optimisation techniques and indicates that there is considerable room for more sophistication in their application to cryptanalysis.
This paper describes two further very non-standard approaches based loosely around extant cryptanalysis notions of security fault injection [1] and timing analysis [9]. For comparison, Pointcheval’s schemes are the subject of attack. In Section 3 Problem Warping (an interpretation of security fault injection) is used to attack the Perceptron Problem (PP). Cost functions whose minimisation is highly unlikely to lead to an actual solution are used. In a sense, the search is used to find a solution to a warped (different but related) problem. It turns out that the solutions obtained in this way are highly correlated with the solution to the actual problem (much more so than solutions obtained by attempting to solve the original problem directly). Furthermore, combining solutions from differently warped problem searches also provides an efficient way of obtaining secret information. In Section 4 the same technique is used to attack the more difficult Permuted Perceptron Problem (PPP). In addition, a form of timing side-channel with huge power is also demonstrated. The search process is monitored as it moves to its final solution. Some elements of the solution take particular values early in the search and then never change. Observing when particular solution elements get ‘stuck’ in this way can reveal over half the secret vector in a single run. The authors believe that this is the first time the computational dynamics of an analysis technique have been used to reveal information. Section 5 draws conclusions and indicates future work. First, the particular schemes analysed are described together with an outline of simulated annealing.

2 Preliminaries

2.1 The Perceptron Problem and Permuted Perceptron Problem

In 1995 Pointcheval [11] suggested what seems a promising scheme based on the Perceptron Problem (PP). In fact, he chose a variant of this problem that is much harder to solve known as the Permuted Perceptron Problem (PPP). If instances of these problems can be solved the identification schemes are broken. The protocols used to implement the identification schemes are not described here (the reader is referred to [11] for details). This paper concentrates on attacking the underlying NP-complete problems. The notation of [11] and [8] will be used. A column vector whose entries have value +1 or -1 is termed an \( \epsilon \)-vector. Similarly, a matrix whose entries have value +1 or -1 is termed an \( \epsilon \)-matrix.

- **Perceptron Problem:**
  
  **Input:** An \( m \times n \) \( \epsilon \)-matrix \( A \).
  
  **Problem:** Find an \( \epsilon \)-vector \( V \) of size \( n \) such that \( (AV)_i \geq 0 \) for all \( i = 1, ..., m \).

- **Permuted Perceptron Problem:**
  
  **Input:** An \( m \times n \) \( \epsilon \)-matrix \( A \) and a multiset \( S \) of non-negative numbers of size \( m \).
  
  **Problem:** Find an \( \epsilon \)-vector \( V \) of size \( n \) such that \( \{(AV)_i | i = 1, ..., m \} \} = S \).
In the PP we require that image elements \((AV)_i\) be non-negative, in the PPP we require that these elements have a particular distribution (histogram). If \(n\) is odd (even) then the \((AV)_i\) must all take odd (even) numbered values. Pointcheval’s PPP schemes used only odd values for \(n\) (see below). It is always possible to generate feasible instances of these problems. The matrix \(A\) and column vector \(V\) are generated randomly. If \((AV)_i < 0\) then the elements \(a_{ij}\) of the \(i\)th row are negated. This method of generation introduces significant structure into the problem. In particular, the majority vectors of the entries for columns of \(A\) are correlated with the corresponding elements of \(V\) (as indicated in [11] and [8]). The security of the scheme relies on the computational intractability of exploiting this structure.

Any PPP solution is obviously a solution to the corresponding PP since the PPP simply imposes an extra histogram (multiset) constraint. A solution to the PP is not necessarily a solution to a related PPP. Pointcheval investigated the complexity of generating PPP solutions by the repeated generation of PP solutions. He indicated that matrices of the form \((m, n) = (m, m + 16)\) gave best practical security and offered three particular sizes: \((101, 117)\), \((131, 147)\) and \((151, 167)\).

2.2 Simulated Annealing

Simulated annealing is a combinatorial optimisation technique based loosely on the physical annealing process of molten metals. An informal description is given below followed by a detailed one.

**States and State Cost.** Candidate solutions to the problem at hand form the states over which the search will range. With each state \(V\) is associated a cost, \(cost(V)\), that gives some measure of how undesirable that state is (in physical annealing a high energy state is undesirable). In attacking the Perceptron and Permuted Perceptron Problems, the current state (solution) will be some \(\epsilon\)-vector \(V_{\text{curr}}\) of size \(n\). The choice of cost function is a crucial issue (discussed in Section 3).

**The Neighborhood.** The search moves from state to state in an attempt to find a state \(V_{\text{best}}\) with minimum cost over all states. The search may move only to another state that is ‘close to’ or ‘in the neighborhood of’ the current one, i.e. it is a local search. If \(V_{\text{curr}}\) is the current state vector, then the local neighborhood \(\text{Neighborhood}(V_{\text{curr}})\) is the set of \(\epsilon\)-vectors of size \(n\) obtained from \(V_{\text{curr}}\) by negating a single element (i.e. changing a 1 to a -1 or vice versa).

**Accepting and Rejecting Moves.** Simulated annealing combines hill-climbing with an ability to accept worsening state moves to provide for escape from local optima. From the current state \(V_{\text{curr}}\) a neighbouring state \(V_{\text{neigh}}\) is generated randomly. If \(cost(V_{\text{neigh}}) < cost(V_{\text{curr}})\) then \(V_{\text{neigh}}\) becomes the current state (this is the ‘hill-climbing’, though perhaps ‘valley diving’ would be a better term for minimisation problems.) If not, then the state may be accepted probabilistically in a way that depends on the temperature \(T\) of the search (see below) and the extent to which the target state is worse (in terms of cost). The worse a target state is, the less likely it is a move to that state will be taken.
Cooling It All Down. In analogy with the physical annealing process, simulated annealing has a control parameter $T$, known as the temperature. Initially the temperature is high and virtually any move is accepted. Gradually the temperature is cooled and it becomes ever harder to accept worsening moves. Eventually the process ‘freezes’ and only improving moves are accepted at all. If no move has been accepted for some time then the search halts. We now describe the algorithm in detail.

The technique has the following principal parameters:

- the temperature $T$
- the cooling rate $\alpha \in (0, 1)$
- the number of moves $N$ considered at each temperature cycle
- the number $MaxFailedCycles$ of consecutive failed temperature cycles (where no move is accepted) before the search aborts
- the maximum number $IC_{Max}$ of temperature cycles considered before the search aborts

The initial temperature $T_0$ is obtained by the technique itself. The other values are typically supplied by the user. In the work described here they remain fixed during a run. More advanced approaches allow these parameters to vary dynamically during the search. The simulated annealing algorithm is as follows:

1. Let $T_0$ be the start temperature. Increase this temperature until the percentage of moves accepted within an inner loop of $N$ trials exceeds some threshold (e.g. 95%).
2. Set $IC = 0$ (iteration count), $finished = false$ and $ILSinceLastAccept = 0$ (number of inner loops since a move was accepted) and randomly generate an initial current solution $V_{curr}$.
3. while(not $finished$) do 3a-3d
   (a) **Inner Loop**: repeat $N$ Times
      i. $V_{new} = generateMoveFrom(V_{curr})$
      ii. calculate change in cost
          $\Delta_{cost} = cost(V_{new}) - cost(V_{curr})$
      iii. If $\Delta_{cost} < 0$ then accept the move, i.e. $V_{curr} = V_{new}$
      iv. Otherwise generate a value $u$ from a uniform(0,1) random variable.
          If $\exp^{-\Delta_{cost}/T} > u$ then accept the move, otherwise reject it.
   (b) if no move has been accepted in most recent inner loop then
       $ILSinceLastAccept = ILSinceLastAccept + 1$
   else $ILSinceLastAccept = 0$
   (c) $T = T \cdot \alpha$, $IC = IC + 1$
   (d) if ($ILSinceLastAccept > MaxFailedCycles$) or ($IC > IC_{max}$) then
       $finished = true$
4. The state $V_{best}$ giving the lowest cost over the whole search is taken as the final ‘solution’.

Note that as $T$ decreases to 0 then $\exp^{-\Delta_{cost}/T}$ also tends to 0 if $\Delta_{cost} > 0$ and so the chances of accepting a worsening move become vanishingly small as
the temperature is lowered. In all the work reported here, the authors have used a value 0.95 for the geometric cooling parameter $\alpha$ and a value of 400 for $N$.

In attacking the PPP it will be useful also to record *when* each solution element (i.e. $V_0, \ldots, V_{n-1}$) changed for the last time. For current purposes, the time of last change to an element $V_k$ is deemed to be the index $IC$ of the inner loop in which the last change was made to that element (i.e. when a neighboring solution was obtained by flipping $V_k$ and a move to that solution was taken). These times form the basis of the timing channel indicated earlier.

### 3 Attacking the Perceptron Problem by Problem Warping


$$Cost(V') = \sum_{i=1}^{m} \max\{-AV'_i, 0\}$$

Pointcheval uses the annealing process directly to obtain solutions to the PP and reports ‘We have carried out many tests on square matrices ($m = n$) and on some other sizes, and during a day, we can find a solution to any instance of PP with size less than about 200.’ Knudsen and Meier use an iterative procedure, each stage using multiple runs of the annealing algorithm. At each stage commonality between solutions is determined and then fixed for subsequent stages. They report obtaining solutions for various sizes including $(m, n) = (151, 167)$ far quicker (a factor of 180) than those reported earlier.

In both cases the cost function used is very direct. It is an obvious characterisation of what the search process is required to achieve. Direct cost functions are, however, not always the most effective. Examination of the way problem instances are generated reveals that small values of $w_i = (AV)_i$ are more likely than larger values. The initial distribution of $(AV)_i$ is (essentially) binomial, with values ranging (potentially) from $-n$ to $n$. The negation of particular matrix rows simply folds the distribution at 0. This causes difficulties for the search process since attempting to cause negative $w_i$ to become positive by flipping the value of some element $V_j$ is likely to cause various small but positive $w_k$ to become negative. It is just too easy for the search to get stuck in such local optima. One solution is to encourage the $w_i$ to assume values far from 0. This is easily effected: rather than punish when $w_i$ is negative, punish when $w_i < K$ for some positive value $K$, i.e. use a cost function of the form

$$Cost(V') = g \sum_{i=1}^{m} (\max\{K - (AV')_i, 0\})^R$$

The cost function is a means to an end. A ‘good’ cost function is one that ‘works’, i.e. one that guides the search to obtain desired results. Choice of cost
function is a subtle matter and experience with many domains suggests that experimentation is essential. This explains the inclusion of $R$ as a parameter. There would seem no a priori reason to restrict $R$ to 1.0 (the value used by previous researchers), and the work reported below shows that higher values give very good results. Here $g$ magnifies the effect of changes when the current solution is changed and is really intended as a weighting factor when the cost function is extended for the PPP problem (see Section 4).

By varying the parameters of this cost function quite radical improvements can be brought in effectiveness. Experiments were carried out for problem instances of sizes $(201, 217)$, $(401, 417)$, $(501, 517)$ and $(601, 617)$. For the $(201, 217)$ problems three values of $K$ were used: 20, 15, 10. For the $(401, 417)$ problems four values of $K$ were used: 30, 25, 20, 15. For the rest $K = 25$ was used. In the $(201, 217)$ and $(401, 417)$ cases $R = 2.0$ and in the others $R = 3.0$. A weighting value $g = 20$ was used throughout. For each configuration of parameters ten runs were carried out for each problem instance.

The results are shown in Tables 1 and 2. It was found that there were few direct simulated annealing solutions of the largest PP instances. However, it was often found that flipping a small number of annealing solution bits (e.g. 1, 2 or 3) provided a solution to the PP instance.

All $(201, 217)$ problem instances gave rise to some solution with Problem 0 being the most resilient (only three out of thirty annealing solutions gave rise to a PP solution and then only after three-bit enumerative search). Four of the ten $(401, 417)$ problems produced direct (0-bit search) simulated annealing solutions.
All problems were solved by some run followed by at most an enumerative 2-bit search. For the \((501, 517)\) problems seven produced a solution (with up to 3-bit search used). Half the \((601, 617)\) problems gave rise to a solution. No claim to optimality is made here. For the larger problem sizes only one cost function has been used and then with only ten runs for each problem. The results serve as a simple demonstration of how small changes may matter greatly. The use of cost functions whose minimisation does not lead to the required solution we term \textit{Problem Warping}. The solutions obtained by the warping are highly correlated with the actual defining solution of the problem. For the \((201, 217)\) problems, the best solution over the 30 runs for each problem ranged from \(79.2\% - 87.1\%\) correct. For the \((401, 417)\), \((501, 517)\) and \((601, 617)\) problems, the ranges were \(83.4\% - 87.5\%\), \(80.6\% - 86.4\%\) and \(77.5\% - 86.1\%\). This is generally much better than solutions obtained using the standard cost function \((K = 0 \text{ and } R = 1)\).

That an enumerative search should be required to obtain PP solutions is not surprising. The cost functions used do not define what it means to be a solution to the PP and the annealing has attempted to solve the problem it was posed. However, the results show that the cost functions used do characterise in some way what it means to be ‘close’ to a PP solution. The enumerative search can be considered as a second stage optimisation with respect to the traditional cost function \((i.e. K = 0)\). The authors would suggest a playful guideline for optimisation researchers in cryptography – if you cannot solve a problem, solve a different one. It might just help!

Application of Problem Warping has allowed instances of the Perceptron Problem with secret vectors \textit{three times longer} than hitherto handled in the literature (an increase in secret state space from around \(2^{200}\) to \(2^{617}\)). This is a huge increase in power and stresses how fragile is current understanding of the power of heuristic optimisation for cryptanalysis (including our own). However, the real power of Problem Warping will be seen in the next section. Its real power lies in its application to the Permuted Perceptron Problem.

4 Attacking the Permuted Perceptron Problem

In 1999 Knudsen and Meier \cite{KnudsenMeier1999} showed that the \((m, n) = (101, 117)\) schemes recommended by Pointcheval were susceptible to a sophisticated attack based on an understanding of patterns in the results obtained during repeated runs of an annealing process. Essentially, their initial simulated annealing process is the standard one (with the number of trials at each temperature cycle equal to \(n\)) but with a modified cost function given by

\[
\text{Cost}(V') = g \sum_{i=1}^{m} (\max\{K - (AV')_i, 0\})^R + \sum_{i=1}^{n} (|H(i) - H'(i)|)^R
\]

\(H(k) = \#\{j : (AV)_j = k\}\), i.e. the number of the \(w_i = (AV)_i\) that have value \(k\). \(H\) is the reference histogram for the target solution \(V\) (i.e. the histogram of the values in \(AV\)). Similarly \(H'\) is the histogram for the current solution \(V'\).
The histograms apply only to positive \((AV)_i\) elements. In all the experiments reported in \([8]\) \(R = 1.0\) and \(K = 0\). There, repeated runs are carried out and commonality of the outputs from these runs is noted. Loosely speaking if all runs of the technique agree on certain secret element values there is a good chance that the agreed values are the correct ones. Agreed bits are fixed and the process carried out repeatedly until all bits agree. Unfortunately some (small number of) bits unanimously agreed in this way are actually wrong, and an enumerative search is made for these bits.

### 4.1 ClearBox Cryptanalysis – Looking inside the Box

Virtually all applications of optimisation techniques in cryptography view optimisation as a black box technique. A problem is served as input, the optimisation algorithm is applied, and some output is obtained (a candidate secret in the PP and PPP examples). However, in moving from starting solution to eventual solution the heuristic algorithm will have evaluated a cost function at many (possibly hundreds of) thousands of points. Each such evaluation is a source of information for the guidance process. In the black-box approach this information is simply thrown away. For the PPP, the information loss is huge.

As the temperature cools in an application of simulated annealing it becomes more difficult to accept worsening moves. At some stage an element will assume the value of 1 (or -1) and then never change for the rest of the search, i.e. it gets stuck at that value. It is found that some bits have a considerable tendency to get stuck earlier than others when annealing is applied. (Indeed this observation is at the root of Chardaire et al.’s variant of annealing known as thermo-statistical persistency \([2]\).) One could ask ‘Why?’. The answer is that the structure of the problem instance defined by the matrix and reference histogram exerts such influence as to cause this. The bits that get stuck early **tend to get stuck at the correct values**. Once a bit has got stuck at the wrong value it is inevitable that other bits will subsequently get stuck at wrong values too. However, it is unclear how many bits will get stuck at the right value before a wrong value is fixed. This has been investigated for various problem sizes and cost functions.

Three problem sizes were considered as shown in Table 3. For each problem size a cost function is defined by a value of \(g\), a value of \(K\) and a value of \(R\). Thirty problem instances were created for each problem size. For each problem and each cost function ten runs of the annealing process were carried out. The runs were assessed on two criteria: number of bits set correctly in the final solution and number of bits initially stuck correctly before a bit became stuck at an incorrect value.

<table>
<thead>
<tr>
<th>(m,n)</th>
<th>Values of (g_i)</th>
<th>Values of (K)</th>
<th>Values of (R)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(101,117)</td>
<td>20,10,5</td>
<td>1,3,5,7,9,11,13,15</td>
<td>2,1,5,1</td>
</tr>
<tr>
<td>(131,147)</td>
<td>20,10</td>
<td>7, 10, 13, 16</td>
<td>2,1</td>
</tr>
<tr>
<td>(151,167)</td>
<td>20,15,10,5</td>
<td>5, 10, 15, 20</td>
<td>2,1</td>
</tr>
</tbody>
</table>

**Table 3.** Cost function parameter values. All combinations of \(g, K\) and \(R\) were used.
Thus, for \((101, 117)\) instances there were \(3 \times 8 \times 3 = 72\) cost functions and so 720 runs in total for each problem. The results are shown in Table 4. For each problem the maximum number of correctly set bits in a final solution (i.e. the final result of an annealing run) is recorded together with the maximum number bits fixed correctly in a solution before a bit was set incorrectly (usually these will not be simultaneously achieved by one single solution).

Table 4. Maximum final bits correct (FBC) and maximum initial bits correct (IBC) over all runs. Total number of runs shown for each problem size. Thirty problem instances were attacked for each problem size.

<table>
<thead>
<tr>
<th>Prob</th>
<th>FBC</th>
<th>IBC</th>
<th>Prob</th>
<th>FBC</th>
<th>IBC</th>
<th>Prob</th>
<th>FBC</th>
<th>IBC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pr 0</td>
<td>102</td>
<td>50</td>
<td>Pr 0</td>
<td>126</td>
<td>42</td>
<td>Pr 0</td>
<td>148</td>
<td>72</td>
</tr>
<tr>
<td>Pr 1</td>
<td>100</td>
<td>45</td>
<td>Pr 1</td>
<td>135</td>
<td>68</td>
<td>Pr 1</td>
<td>142</td>
<td>64</td>
</tr>
<tr>
<td>Pr 2</td>
<td>103</td>
<td>45</td>
<td>Pr 2</td>
<td>128</td>
<td>64</td>
<td>Pr 2</td>
<td>145</td>
<td>66</td>
</tr>
<tr>
<td>Pr 3</td>
<td>99</td>
<td>53</td>
<td>Pr 3</td>
<td>126</td>
<td>672</td>
<td>Pr 3</td>
<td>157</td>
<td>88</td>
</tr>
<tr>
<td>Pr 4</td>
<td>101</td>
<td>46</td>
<td>Pr 4</td>
<td>130</td>
<td>39</td>
<td>Pr 4</td>
<td>147</td>
<td>58</td>
</tr>
<tr>
<td>Pr 5</td>
<td>108</td>
<td>72</td>
<td>Pr 5</td>
<td>131</td>
<td>70</td>
<td>Pr 5</td>
<td>140</td>
<td>67</td>
</tr>
<tr>
<td>Pr 6</td>
<td>99</td>
<td>39</td>
<td>Pr 6</td>
<td>126</td>
<td>47</td>
<td>Pr 6</td>
<td>151</td>
<td>86</td>
</tr>
<tr>
<td>Pr 7</td>
<td>101</td>
<td>56</td>
<td>Pr 7</td>
<td>128</td>
<td>56</td>
<td>Pr 7</td>
<td>135</td>
<td>48</td>
</tr>
<tr>
<td>Pr 8</td>
<td>104</td>
<td>55</td>
<td>Pr 8</td>
<td>123</td>
<td>52</td>
<td>Pr 8</td>
<td>143</td>
<td>55</td>
</tr>
<tr>
<td>Pr 9</td>
<td>106</td>
<td>56</td>
<td>Pr 9</td>
<td>139</td>
<td>75</td>
<td>Pr 9</td>
<td>150</td>
<td>95</td>
</tr>
<tr>
<td>Pr 10</td>
<td>102</td>
<td>56</td>
<td>Pr 10</td>
<td>129</td>
<td>51</td>
<td>Pr 10</td>
<td>149</td>
<td>61</td>
</tr>
<tr>
<td>Pr 11</td>
<td>107</td>
<td>56</td>
<td>Pr 11</td>
<td>123</td>
<td>48</td>
<td>Pr 11</td>
<td>145</td>
<td>70</td>
</tr>
<tr>
<td>Pr 12</td>
<td>101</td>
<td>58</td>
<td>Pr 12</td>
<td>134</td>
<td>57</td>
<td>Pr 12</td>
<td>143</td>
<td>49</td>
</tr>
<tr>
<td>Pr 13</td>
<td>104</td>
<td>42</td>
<td>Pr 13</td>
<td>132</td>
<td>62</td>
<td>Pr 13</td>
<td>138</td>
<td>63</td>
</tr>
<tr>
<td>Pr 14</td>
<td>102</td>
<td>47</td>
<td>Pr 14</td>
<td>124</td>
<td>37</td>
<td>Pr 14</td>
<td>147</td>
<td>58</td>
</tr>
<tr>
<td>Pr 15</td>
<td>102</td>
<td>56</td>
<td>Pr 15</td>
<td>122</td>
<td>59</td>
<td>Pr 15</td>
<td>141</td>
<td>63</td>
</tr>
<tr>
<td>Pr 16</td>
<td>101</td>
<td>39</td>
<td>Pr 16</td>
<td>124</td>
<td>41</td>
<td>Pr 16</td>
<td>151</td>
<td>56</td>
</tr>
<tr>
<td>Pr 17</td>
<td>103</td>
<td>51</td>
<td>Pr 17</td>
<td>121</td>
<td>42</td>
<td>Pr 17</td>
<td>144</td>
<td>82</td>
</tr>
<tr>
<td>Pr 18</td>
<td>103</td>
<td>40</td>
<td>Pr 18</td>
<td>130</td>
<td>62</td>
<td>Pr 18</td>
<td>147</td>
<td>98</td>
</tr>
<tr>
<td>Pr 19</td>
<td>103</td>
<td>50</td>
<td>Pr 19</td>
<td>129</td>
<td>53</td>
<td>Pr 19</td>
<td>137</td>
<td>47</td>
</tr>
<tr>
<td>Pr 20</td>
<td>105</td>
<td>62</td>
<td>Pr 20</td>
<td>132</td>
<td>67</td>
<td>Pr 20</td>
<td>136</td>
<td>69</td>
</tr>
<tr>
<td>Pr 21</td>
<td>107</td>
<td>68</td>
<td>Pr 21</td>
<td>128</td>
<td>59</td>
<td>Pr 21</td>
<td>140</td>
<td>59</td>
</tr>
<tr>
<td>Pr 22</td>
<td>106</td>
<td>58</td>
<td>Pr 22</td>
<td>129</td>
<td>97</td>
<td>Pr 22</td>
<td>142</td>
<td>55</td>
</tr>
<tr>
<td>Pr 23</td>
<td>103</td>
<td>62</td>
<td>Pr 23</td>
<td>127</td>
<td>61</td>
<td>Pr 23</td>
<td>146</td>
<td>67</td>
</tr>
<tr>
<td>Pr 24</td>
<td>103</td>
<td>53</td>
<td>Pr 24</td>
<td>126</td>
<td>43</td>
<td>Pr 24</td>
<td>138</td>
<td>69</td>
</tr>
<tr>
<td>Pr 25</td>
<td>100</td>
<td>56</td>
<td>Pr 25</td>
<td>127</td>
<td>72</td>
<td>Pr 25</td>
<td>147</td>
<td>69</td>
</tr>
<tr>
<td>Pr 26</td>
<td>104</td>
<td>51</td>
<td>Pr 26</td>
<td>132</td>
<td>44</td>
<td>Pr 26</td>
<td>145</td>
<td>61</td>
</tr>
<tr>
<td>Pr 27</td>
<td>98</td>
<td>53</td>
<td>Pr 27</td>
<td>125</td>
<td>68</td>
<td>Pr 27</td>
<td>146</td>
<td>68</td>
</tr>
<tr>
<td>Pr 28</td>
<td>105</td>
<td>57</td>
<td>Pr 28</td>
<td>126</td>
<td>38</td>
<td>Pr 28</td>
<td>141</td>
<td>64</td>
</tr>
<tr>
<td>Pr 29</td>
<td>103</td>
<td>56</td>
<td>Pr 29</td>
<td>123</td>
<td>50</td>
<td>Pr 29</td>
<td>143</td>
<td>80</td>
</tr>
<tr>
<td>Size (101,117)</td>
<td>720 runs</td>
<td>Size (131,147)</td>
<td>160 runs</td>
<td>Size (151,167)</td>
<td>320 runs</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
4.2 Making Best Use of Available Information

Consider $Ax$ for any solution vector $x$. Flipping any single element of $x$ causes the components $(Ax)_i$ to change by $\pm 2$. Similarly, flipping any two bits of $x$ causes the components to change by $\pm 4$ or else stay the same. Flipping three bits causes the components to change by $\pm 2$ or $\pm 6$. Generalising, if $x$ may be transformed into the secret generating solution $V$ by changing an even number of bits, then $(Ax)_i = (AV)_i \pm 4k$ for some integer $k$. Similarly, if an odd number of bit changes are needed then $(Ax)_i = (AV)_i \pm 4k + 2$. For any $x$ let

$$SUMA(x) = \#\{i : (Ax)_i = 4k + 1, \text{ for some } k\}$$

$$SUMB(x) = \#\{i : (Ax)_i = 4k + 3, \text{ for some } k\}$$

$SUMA(V) = H(1) + H(5) + \ldots$ and $SUMB(V) = H(3) + H(7) + \ldots$ where $H$ is the publicly available reference histogram. If $V$ is obtained from $x$ by an even number of bit changes, then we have $SUMA(V) = SUMA(x)$ and also $SUMB(V) = SUMB(x)$. If $V$ is obtained from $x$ by an odd number of bit changes, then $SUMA(V) = SUMB(x)$ and $SUMB(V) = SUMA(x)$. Only one of $SUMA(V)$ and $SUMB(V)$ can be odd (since their sum, $n$, is odd). Thus, for any vector $x$ it is possible to determine whether it differs from $V$ by an even or odd number of bits using the respective values of $SUMA(x)$ and $SUMA(V)$.

Suppose $V$ is the actual secret and $x$ is a solution obtained by annealing. If $x$ is a high performing solution (with few bits wrong) then $(Ax)_i$ will typically be very close to $(AV)_i$. For the $(101, 117)$ problem instances, if $(Ax)_i = 1$ then the average actual value of $(AV)_i$ was 6.02. For $(131, 147)$ and $(151, 167)$ instances the averages were 6.23 and 6.46.

Suppose that $(Ax)_i = 1$ and ten bits are wrong. Typically it will be the case that $(AV)_i \in \{1, 5, 9, 13\}$. This observation has a big impact on enumerative search. For the sake of argument suppose that $(Ax)_i = (AV)_i = 1$. Then flipping the ten wrong bit values to obtain the actual secret must have no effect on the resulting value of $(Ax)_i$. This means that for five wrong bits we must have $a_{ij}x_j = 1$ and for the other five we must have $a_{ij}x_j = -1$. This reduces any enumerative search. For example, searching over 117 bits would usually require $C_{10}^{117}$ (around $4.4 \times 10^{15}$) but now requires a search of order around $C_{5}^{58} \times C_{5}^{57}$ (around $2.1 \times 10^{13}$). This assumes that for solution $x$ $\#\{x_j : a_{ij}x_j = 1\} = 58$ and $\#\{x_j : a_{ij}x_j = -1\} = 57$ (or vice versa). In practice, this may not be the case but any skew actually reduces the complexity of the search. In this respect, it may be computationally advantageous to consider some $(Ax)_i < 0$. For example, if $(Ax)_i = -7$ and there are 10 bits wrong then $(AV)_i$ must be in the range 1..13 with the smaller values much more likely. If $(AV)_i = 1$ then there must be seven wrong bits currently with $a_{ij}x_j = -1$ and three with $a_{ij}x_j = 1$. This is a powerful mechanism that will be used repeatedly.

One has to guess the relationship of $(Ax)_i$ to $(AV)_i$. This will generally add only a factor of about four to the search (and often less). One has also to determine how many bits are actually wrong too. One can start by assuming that the solution vector has the minimum number of bits wrong yet witnessed and
engage in enumerative searches. If these fail, simply increment the number of bits
assumed incorrect by 2 and repeat the search processes (only even numbers or
odd numbers of wrong bits need be considered). The complexity of the search is
dominated by the actual number of wrong bits (searches assuming fewer numbers
of wrong bits are trivial by comparison). The complexities reported in this paper
therefore assume knowledge of the number of wrong bits in the current solution.

4.3 The Direct Attack

It is obvious that ‘warping’ the cost function produces results that are indeed bet-
ter than those obtained under the natural cost function. Thus, in the (101, 117)
problems three (5, 11 and 22) have given rise to solutions with 10 bits or fewer
wrong (from the FBC column of Table 4). Once the highest performing solution
has been selected (a factor of 720) an enumerative search of order $C_5^{58} \times C_5^{57}$
(which is less than $2^{45}$) will find the solution in these cases. For the (131, 147)
and (151, 167) instances extreme results are also occasionally produced. (131, 147)
Problem 9 gave rise to one solution with only 8 bits wrong. (151, 167) Problem
3 similarly gave rise to a solution with only 10 bits wrong. This would require a
total search of approximately $320 \times C_5^{84} \times C_5^{83}$ which is less than $2^{60}$. Thus, even
a fairly brutal search will suffice on occasion, even for the biggest sizes. This is
not the most efficient way of solving the problem however.

4.4 Timing Supported Attack

The largest number of initially settled bits can clearly leak a huge amount of
information. For (151, 167) problems 18, 9 and 3 some solution was obtained
whose first 98, 95, 88 initially stuck bits were correct. The respective complexities
of brute force search over the remaining entries would be of order $2^{69}, 2^{72}, 2^{79}$.
Although not within the traditional $2^{64}$ distance they are sufficiently close to
render use of the PPP scheme impossible. For (131, 147) there would appear to
be an outlier problem 22 with 97 initial bits correct. This leaves a search of
order $2^{50}$.

Another approach would be to consider in turn all possible pairs of solutions
obtained. One pair contains a solution VMAX with the maximum number of bits
correct and a solution VINIT with the maximum number of initial bits correct.
This pair could form the basis for the subsequent search and we can calculate
the computational complexity of finding the exact solution. Obtaining this pair
requires a search factor equal to the number of runs squared.

Assume that at least the first $I$ bits initially fixed in VINIT are correct. Change
the corresponding bits in VMAX to agree with those in VINIT. These
bits are now excluded from the subsequent search – the search will be over
the remaining $n - I$ bits of the modified VMAX. For example, suppose in the
(101, 117) case that the best initial solution provides us with at least 37 bits
(from Table 4 this applies to all 30 problems). This leaves us with 80 bits over
which to conduct the remaining search. Suppose ten wrong bits remain. The
total complexity of the whole search is now approximately

$$720 \times 720 \times C_5^{40} \times C_5^{40} = 2.24 \times 2^{57}$$

Enumerative searches can be performed under optimistic assumptions and these can be progressively relaxed leading to more complex searches. Assuming the number of initially set bits is known, and the number of bits wrong in the best final solution is known, the complexities of the searches are given in Table 5. We have given some very conservative attacks. Some cost functions are clearly more effective than others and it would be possible to restrict attention to a subset of the set consider so far. For the (151, 167) problem size Tables 6 and 7 give summary results for each problem instance (over all cost functions) and for each cost function (over all problem instances).

Table 5. Search complexities (log 2) of Timing Supported Attacks on (101,117)(upper), (131,147)(middle) and (151,167)(lower) size schemes. Thirty problem instances at each size.

<table>
<thead>
<tr>
<th></th>
<th>66</th>
<th>71</th>
<th>69</th>
<th>69</th>
<th>47</th>
<th>75</th>
<th>65</th>
<th>60</th>
<th>56</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>63</td>
<td>54</td>
<td>64</td>
<td>64</td>
<td>67</td>
<td>63</td>
<td>64</td>
<td>67</td>
<td>64</td>
</tr>
<tr>
<td></td>
<td>56</td>
<td>51</td>
<td>56</td>
<td>59</td>
<td>63</td>
<td>66</td>
<td>62</td>
<td>70</td>
<td>58</td>
</tr>
<tr>
<td></td>
<td>85</td>
<td>59</td>
<td>74</td>
<td>76</td>
<td>77</td>
<td>67</td>
<td>84</td>
<td>77</td>
<td>87</td>
</tr>
<tr>
<td></td>
<td>76</td>
<td>88</td>
<td>64</td>
<td>67</td>
<td>91</td>
<td>85</td>
<td>89</td>
<td>94</td>
<td>71</td>
</tr>
<tr>
<td></td>
<td>65</td>
<td>76</td>
<td>57</td>
<td>77</td>
<td>85</td>
<td>72</td>
<td>71</td>
<td>77</td>
<td>86</td>
</tr>
<tr>
<td></td>
<td>80</td>
<td>94</td>
<td>88</td>
<td>56</td>
<td>86</td>
<td>95</td>
<td>70</td>
<td>111</td>
<td>95</td>
</tr>
<tr>
<td></td>
<td>81</td>
<td>86</td>
<td>97</td>
<td>100</td>
<td>86</td>
<td>96</td>
<td>78</td>
<td>83</td>
<td>72</td>
</tr>
<tr>
<td></td>
<td>99</td>
<td>99</td>
<td>97</td>
<td>86</td>
<td>97</td>
<td>83</td>
<td>89</td>
<td>85</td>
<td>95</td>
</tr>
</tbody>
</table>

4.5 Other Attacks

Other attacks are possible. For example taking the majority vector over all solution runs (whatever the cost function) can on occasion leak a great deal of information. Commonality of solution elements of repeated runs is at the heart of Knudsen and Meier’s technique. This strategy can be adopted here. If runs agree under widespread problem deformation (i.e. using multiple cost functions) then there is often good cause to believe they agree correctly. Rather than insist on absolute agreement, we can rank the secret bits according to the degree of agreement. Frequently the top ranked bits are correct though this method is somewhat erratic. Table 8 shows the number of top ranked bits correct for each (151, 167) problem. Thus, for problem 1 the 41 bits that gave rise to most agreement over all runs (the 320 runs indicated in Table 4) were actually correct. We can see that for problems 3, 9 and 18 the most agreed 78, 87 and 88 bits were correct (in the sense that the majority vector is right). This is very significant since around half of all bits are revealed without any kind of enumerative search being deployed.
Table 6. Summary results over all cost functions for the (151,167) problem instances. For each problem instance and cost function the minimum final bits correct, the average final bits correct and the maximum final bits correct over the ten annealing runs were calculated. For each problem instance columns 2–4 record the averages of such results over all cost functions. Columns 5–7 record similar information for the initial bits correct.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Final Bits Correct</th>
<th>Initial Bits Correct</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Av.Min</td>
<td>Over.Av</td>
</tr>
<tr>
<td>Prob 0</td>
<td>130.84</td>
<td>135.82</td>
</tr>
<tr>
<td>Prob 1</td>
<td>125.66</td>
<td>130.25</td>
</tr>
<tr>
<td>Prob 2</td>
<td>129.31</td>
<td>135.24</td>
</tr>
<tr>
<td>Prob 3</td>
<td>133.16</td>
<td>140.88</td>
</tr>
<tr>
<td>Prob 4</td>
<td>127.53</td>
<td>132.96</td>
</tr>
<tr>
<td>Prob 5</td>
<td>128.22</td>
<td>132</td>
</tr>
<tr>
<td>Prob 6</td>
<td>136.06</td>
<td>140.78</td>
</tr>
<tr>
<td>Prob 7</td>
<td>116.94</td>
<td>123.18</td>
</tr>
<tr>
<td>Prob 8</td>
<td>129.56</td>
<td>133.32</td>
</tr>
<tr>
<td>Prob 9</td>
<td>135.34</td>
<td>139.48</td>
</tr>
<tr>
<td>Prob 10</td>
<td>127.34</td>
<td>132.09</td>
</tr>
<tr>
<td>Prob 11</td>
<td>127.91</td>
<td>135.78</td>
</tr>
<tr>
<td>Prob 12</td>
<td>124.69</td>
<td>131.02</td>
</tr>
<tr>
<td>Prob 13</td>
<td>122.69</td>
<td>127.63</td>
</tr>
<tr>
<td>Prob 14</td>
<td>127.91</td>
<td>132.17</td>
</tr>
<tr>
<td>Prob 15</td>
<td>125.25</td>
<td>130.67</td>
</tr>
<tr>
<td>Prob 16</td>
<td>132.75</td>
<td>139.54</td>
</tr>
<tr>
<td>Prob 17</td>
<td>125.91</td>
<td>131.04</td>
</tr>
<tr>
<td>Prob 18</td>
<td>133.78</td>
<td>138.31</td>
</tr>
<tr>
<td>Prob 19</td>
<td>122.94</td>
<td>127.63</td>
</tr>
<tr>
<td>Prob 20</td>
<td>122.16</td>
<td>126.53</td>
</tr>
<tr>
<td>Prob 21</td>
<td>126.62</td>
<td>131.68</td>
</tr>
<tr>
<td>Prob 22</td>
<td>123.28</td>
<td>129.99</td>
</tr>
<tr>
<td>Prob 23</td>
<td>127.34</td>
<td>133.53</td>
</tr>
<tr>
<td>Prob 24</td>
<td>120.28</td>
<td>126.09</td>
</tr>
<tr>
<td>Prob 25</td>
<td>130.16</td>
<td>136.05</td>
</tr>
<tr>
<td>Prob 26</td>
<td>134.09</td>
<td>138.25</td>
</tr>
<tr>
<td>Prob 27</td>
<td>131.22</td>
<td>136.85</td>
</tr>
<tr>
<td>Prob 28</td>
<td>119.03</td>
<td>125.63</td>
</tr>
<tr>
<td>Prob 29</td>
<td>129.12</td>
<td>134.59</td>
</tr>
</tbody>
</table>

It is also possible to add up the sticking times of components over all runs. When these are ranked (the highest being the one that took least aggregate time to get stuck) the results can also leak information. In some cases only 1 bit of the first ranked 100 for the (151,167) gave rise to a majority vector component that was incorrect.
Table 7. Summary results for each cost function over all (151,167) problem instances. For each problem instance and cost function the minimum final bits correct, the average final bits correct and the maximum final bits correct over the ten annealing runs were calculated. For each cost function columns 2–4 record the averages of such results over all problem instances. Columns 5–7 record similar information for the initial bits correct.

<table>
<thead>
<tr>
<th>Parameters (K,g,R)</th>
<th>Final Bits Correct</th>
<th>Initial Bits Correct</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Av.Min</td>
<td>Over.Av</td>
</tr>
<tr>
<td>(20,20,2)</td>
<td>132.47</td>
<td>136.02</td>
</tr>
<tr>
<td>(20,20,1)</td>
<td>129.93</td>
<td>132.71</td>
</tr>
<tr>
<td>(20,15,2)</td>
<td>132.17</td>
<td>135.82</td>
</tr>
<tr>
<td>(20,15,1)</td>
<td>130.03</td>
<td>132.49</td>
</tr>
<tr>
<td>(20,10,2)</td>
<td>132.6</td>
<td>135.74</td>
</tr>
<tr>
<td>(20,10,1)</td>
<td>129.97</td>
<td>132.37</td>
</tr>
<tr>
<td>(20,5,2)</td>
<td>132.13</td>
<td>135.8</td>
</tr>
<tr>
<td>(20,5,1)</td>
<td>129.73</td>
<td>132.29</td>
</tr>
<tr>
<td>(15,20,2)</td>
<td>129.7</td>
<td>135.13</td>
</tr>
<tr>
<td>(15,20,1)</td>
<td>129.57</td>
<td>133.67</td>
</tr>
<tr>
<td>(15,15,2)</td>
<td>130.87</td>
<td>135.32</td>
</tr>
<tr>
<td>(15,15,1)</td>
<td>130.1</td>
<td>133.76</td>
</tr>
<tr>
<td>(15,10,2)</td>
<td>129.63</td>
<td>135.15</td>
</tr>
<tr>
<td>(15,10,1)</td>
<td>129.23</td>
<td>133.57</td>
</tr>
<tr>
<td>(15,5,2)</td>
<td>130.5</td>
<td>135.49</td>
</tr>
<tr>
<td>(15,5,1)</td>
<td>129.63</td>
<td>133.67</td>
</tr>
<tr>
<td>(10,20,2)</td>
<td>126.67</td>
<td>133.01</td>
</tr>
<tr>
<td>(10,20,1)</td>
<td>128</td>
<td>134.06</td>
</tr>
<tr>
<td>(10,15,2)</td>
<td>126.6</td>
<td>133.39</td>
</tr>
<tr>
<td>(10,15,1)</td>
<td>128.87</td>
<td>134.17</td>
</tr>
<tr>
<td>(10,10,2)</td>
<td>126.93</td>
<td>133.54</td>
</tr>
<tr>
<td>(10,10,1)</td>
<td>128.57</td>
<td>133.91</td>
</tr>
<tr>
<td>(10,5,2)</td>
<td>126.6</td>
<td>133.43</td>
</tr>
<tr>
<td>(10,5,1)</td>
<td>128.8</td>
<td>134.2</td>
</tr>
<tr>
<td>(5,20,2)</td>
<td>120.4</td>
<td>128.16</td>
</tr>
<tr>
<td>(5,20,1)</td>
<td>122</td>
<td>130.1</td>
</tr>
<tr>
<td>(5,15,2)</td>
<td>120.27</td>
<td>129.18</td>
</tr>
<tr>
<td>(5,15,1)</td>
<td>122.5</td>
<td>130.04</td>
</tr>
<tr>
<td>(5,10,2)</td>
<td>121.37</td>
<td>129.17</td>
</tr>
<tr>
<td>(5,10,1)</td>
<td>122.8</td>
<td>130.13</td>
</tr>
<tr>
<td>(5,5,2)</td>
<td>121.23</td>
<td>129.19</td>
</tr>
<tr>
<td>(5,5,1)</td>
<td>122.37</td>
<td>130.22</td>
</tr>
</tbody>
</table>
Table 8. Top N agreed correct for problem instances of size (151,167)

| Probs 0–9 | 0 41 0 78 0 30 0 0 0 87 |
| Probs 10–19 | 0 41 0 0 0 39 0 62 88 0 |
| Probs 20–29 | 0 36 0 0 36 32 33 36 28 46 |

5 Summary and Conclusions

We have demonstrated that recent fault injection and timing side channel attacks on cryptosystems may be interpreted in the context of optimisation-based search. The attacks on PP and PPP problems have shown the potential power of such interpretations. We make no claims to optimality for our results; extensive experimentation and profiling would allow more effective and efficient sets of cost functions to be determined.

Virtually all work using optimisation techniques attempts to solve the problem at hand in one go. We believe we should stop expecting optimisation to solve problems in this way, and view optimisation as a means of creating data (‘failed’ solutions) on which to do cryptanalysis! This suggests a new form of cryptanalysis – the profiling and interpretation of local optima obtained by optimisation-based searches. The authors are currently investigating the use of such techniques to block and public key algorithms. We recommend the area to researchers.
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Abstract. As Koblitz curves were generalized to hyperelliptic Koblitz curves for faster point multiplication by Günter, et al. [10] we extend the recent work of Gallant, et al. [8] to hyperelliptic curves. So the extended method for speeding point multiplication applies to a much larger family of hyperelliptic curves over finite fields that have efficiently-computable endomorphisms. For this special family of curves, a speedup of up to 55 (59) % can be achieved over the best general methods for a 160-bit point multiplication in case of genus \(g=2\) (3).

1 Introduction

The dominant cost operation in protocols based on the discrete logarithm problem on the Jacobians of hyperelliptic curves is point multiplication by an integer \(k\), namely computing \(kD\) for a point \(D\) on the Jacobian. To speed up the main operation, a variety of techniques are now being in use by considering relevant objects involving curves and underlying base fields. Among other things, Koblitz [12] proposed the use of a certain family of elliptic curves, say Koblitz curves. These curves are ones defined over the binary field but considered over a suitably large extension field, with the advantage that point counting can be easily done with the help of the Frobenius endomorphism. Along this idea, Meier and Staffelbach [15], Müller [18], Smart [24], and Solinas [26,27] have thoroughly investigated elliptic curves defined over small finite fields. In addition, the idea of Koblitz curves was generalized to hyperelliptic curves of genus 2 by Günter, Lange and Stein [10]. We also refer the reader to [14] for a detailed investigation on hyperelliptic Koblitz curves of small genus defined over small base fields.

Recently, another improvement on faster point multiplication was carried out by Gallant, Lambert, and Vanstone [8] whose method is applicable to a family of elliptic curves having efficiently-computable endomorphisms. Their idea is to

\(^\star\) This work was supported by Korea Research Foundation Grant(KRF-01-003-D00012) and the second author acknowledges the support of the Brain Korea 21
decompose an integer \( k \) modulo \( n \) into two components whose bit-lengths are half that of \( k \). A precise analysis of their method showed that a speedup of up to 50% could be achieved over the best general methods for a 160-bit point multiplication.

The purpose of this paper is to extend the method of Gallant, et al. [8] to the hyperelliptic setting. As is the case with elliptic curves, the extended method applies to a family of hyperelliptic curves having efficiently-computable endomorphisms since they also induce such endomorphisms on the Jacobians of the hyperelliptic curves. So what should be done here is to decompose an integer \( k \) modulo \( n \) into \( d \) components whose bit-lengths are \( 1/d \) that of \( n \), where \( d \) is the degree of the characteristic polynomial of an efficiently-computable endomorphism on the Jacobian. Simultaneous multiple point multiplication then yields a significant speedup because of reduced bitlengths. A precise analysis shows that a speedup of up to 55 (59) % can be achieved over the best general methods for a 160-bit point multiplication when genus \( g = 2 \) (3). The problem with this method is how efficiently a randomly chosen \( k \) can be decomposed into a sum of the required form. To resolve this problem we give two efficient algorithms for decomposing \( k \). One method is a generalization of Gallant, et al. [8]. The other is an extension of the method developed in [20].

The rest of the paper is organized as follows. In Section 2 we shall briefly summarize some basics on the Jacobians of hyperelliptic curves. In Section 3, we list up a collection of hyperelliptic curves with efficient endomorphisms and provide the characteristic polynomials of such endomorphisms. Section 4 contains how to use such endomorphisms for decomposing \( k \) and there we apply known simultaneous exponentiation methods to the hyperelliptic curves and compare them. In Section 5 we generalize two decomposing methods to hyperelliptic curves. For security considerations, in Section 6, we touch on all known attacks to the DLP on hyperelliptic curves. The final Section contains our conclusions to the present work.

2 Preliminaries

2.1 Jacobians of Hyperelliptic Curves

We begin by introducing basic facts on the Jacobians of hyperelliptic curves over finite fields. Let \( \mathbb{F}_q \) be a finite field of \( q \) elements and let \( \overline{\mathbb{F}}_q \) denote its algebraic closure. A hyperelliptic curve of genus \( g \) over \( \mathbb{F}_q \) is given by the Weierstrass equation of the form

\[
X : y^2 + h(x)y = f(x)
\]

where \( h \in \mathbb{F}_q[x] \) is a polynomial of degree at most \( g \) and \( f(x) \in \mathbb{F}_q[x] \) is a monic polynomial of degree \( 2g + 1 \). Let \( \mathbb{K} \) be an extension field of \( \mathbb{F}_q \) in \( \overline{\mathbb{F}}_q \). The set of \( \mathbb{K} \)-rational points on \( X \) consists of \( \mathbb{K} \)-solutions to the equation of \( X \) together with the point at infinity, denoted \( \infty \).

In this Section we only mention (reduced) representations of elements on the Jacobian of a hyperelliptic curve \( X \). We recommend the reader to consult an appendix in [13] for more details on the Jacobians. Indeed, the Jacobian of \( X \)
defined over \( \mathbb{K} \), denoted \( J_X(\mathbb{K}) \) is defined as the subgroup of \( J_X(\overline{\mathbb{F}}) \) fixed by the Galois group \( \text{Aut}(\overline{\mathbb{F}}/\mathbb{K}) \). It is well known by the Riemann-Roch theorem that every divisor \( D \) of degree 0 on \( X \) can be uniquely represented as an equivalence class in \( J_X(\mathbb{K}) \) by a reduced divisor of the form \( \sum m_iP_i - (\sum m_i)O \) with \( \sum m_i \leq g \). Thus, every element \( D \) of the Jacobian can be uniquely represented by a pair of polynomials \( a, b \in \mathbb{K}[x] \) for which \( \deg(b) < \deg(a) \leq g \), and \( b(x)^2 + h(x)b(x) - f(x) \) is divisible by \( a(x) \). Indeed, \( D \) is the equivalence class of the g.c.d. of the divisors of the functions \( a(x) \) and \( b(x) - y \). The element of \( J_X(\mathbb{K}) \) will usually be abbreviated to \([a(x), b(x)] := \text{div}(a, b)\).

As for addition in the Jacobian, it can be performed explicitly with Cantor’s algorithm [4]. Here we do not go into details on the algorithms for composition and reduction but mention only the complexity of the generic operations in the Jacobian. Since operations in the Jacobian can be carried out using arithmetic in \( \mathbb{K}[x] \), the generic addition needs \( 17g^2 + O(g) \) operations in \( \mathbb{K} \) whereas doubling takes \( 16g^2 + O(g) \) field operations (see [28]). Another remark to complexity is that an inversion can be done for free, since the opposite of \( D = [a(x), b(x)] \) is given by \(-D = [(a(x), -h(x) - b(x)]\).

2.2 Counting Group Order of Jacobians

For cryptographic purposes, it is essentially necessary to know the group order of the Jacobian of a hyperelliptic curve in designing public schemes. Computing the group order of the Jacobian is believed to be a computationally hard task because it involves counting the number of rational points of a given hyperelliptic curve over an extension field of a base field of degree up to genus. However, it is rather easy to compute the group order of the Jacobians of hyperelliptic curves with extra properties such as complex multiplication. For example, Bulher and Koblitz [3] considered an especially simple family of hyperelliptic curves of genus \( g \) of the form \( y^2 + y = x^{2g+1} \) defined over the field \( \mathbb{F}_p \) of \( p \) elements such that \( 2g + 1 \) is a prime \( < 9 \). They gave a procedure to determine the group order of the Jacobians of such curves by simply evaluating a Jacobi sum associated to a certain character. We mention here that these curves have efficiently-computable endomorphisms with which we can speed up point multiplication on the Jacobians (see Ex.5 in Section 3).

3 Hyperelliptic Curves with Efficient Endomorphisms

In this Section we first collect a family of hyperelliptic curves of genus \( g \) over \( \mathbb{F}_q \) that have efficiently-computable endomorphisms \( \phi \). They also induce efficient endomorphisms on the Jacobians and then we compute their characteristic polynomial. Since every element of the Jacobian \( J_X(\mathbb{F}_q) \) can be uniquely represented by a reduced divisor with at most \( g \) points, we can explicitly give induced endomorphisms, denoted \( \phi \) also, on reduced divisors to see that they can be efficiently computed. For simplicity, we assume for once and all that \( \phi(\infty) = \infty \) for any morphism \( \phi \) involved and that \( \zeta_m \) is a primitive \( m \)th root of unity in the prime field \( \mathbb{F}_p \) of \( p \) elements.
Example 1. (14) Let $X_1$ be a hyperelliptic curve over $\mathbb{F}_q$ given by (1). The $q$-th power map, called the Frobenius, $\Phi : X_1 \to X_1$ defined by $(x, y) \mapsto (x^q, y^q)$ then induces an endomorphism on the Jacobian. We note that the Frobenius can be computed with no further costly arithmetic over $\mathbb{F}_{q^n}$ because for a given divisor $D$, computing $\Phi(D)$ is just reduced to cyclic shifting provided that an extension field $\mathbb{F}_{q^n}$ is represented with respect to a normal basis. Indeed, it is computed by at most $2g$ cyclic shifting. The characteristic polynomial of the Frobenius $\Phi$ is given by

$$P(t) = t^{2g} + a_1 t^{2g-1} + \cdots + a_g t^g + qa_g \cdots a_1 + a_0,$$

where $a_0 = 1$, and $ia_i = S_ia_0 + S_{i-1}a_1 + \cdots + S_1a_{i-1}$ for $S_i := N_i - (q^i + 1), 1 \leq i \leq g$ and $N_i = |X_1(\mathbb{F}_q)|$.

Example 2. Let $p \equiv 1 \pmod{4}$. Consider the hyperelliptic curve $X_2$ of genus $g$ over the field $\mathbb{F}_p$ defined by

$$X_2 : y^2 = x^{2g+1} + a_{2g-1} x^{2g-1} + \cdots + a_3 x^3 + a_1 x.$$

Then the morphism $\phi$ on $X_2$ defined by $P = (x, y) \mapsto \phi(P) := (-x, \zeta_4 y)$ induces an efficient endomorphism on the Jacobian. The characteristic polynomial of $\phi$ on the Jacobian is given by $P(t) = t^2 + 1$. The defining formulae for $\phi$ on the Jacobian are given by

$$\phi : [x^2 + a_1 x + a_0, b_1 x + b_0] \mapsto [x^2 - a_1 x + a_0, -\zeta_4 b_1 x + \zeta_4 b_0]$$

$$[x + a_0, b_0] \mapsto [x - a_0, \zeta_4 b_0]$$

$$0 \mapsto 0.$$

We notice that $\phi$ can be easily computed using at most 2 field operations in $\mathbb{F}_p$, and the Jacobian has an automorphism of order 4, which follows from the composition of $\phi$ with the hyperelliptic involution.

Example 3. Let $p \equiv 1 \pmod{8}$. Consider the hyperelliptic curve $X_3$ of genus 2 over the field $\mathbb{F}_p$ defined by

$$X_3 : y^2 = x^5 + ax.$$

Then the morphism $\phi$ on $X_3$ defined by $P = (x, y) \mapsto \phi(P) := (\zeta_8^2 x, \zeta_8 y)$ induces an efficient endomorphism. The characteristic polynomial of $\phi$ is given by $P(t) = t^4 + 1$.

The formulae for $\phi$ on the Jacobian are given by

$$\phi : [x^2 + a_1 x + a_0, b_1 x + b_0] \mapsto [x^2 + \zeta_8^2 a_1 x + \zeta_8^4 a_0, \zeta_8^4 b_1 x + \zeta_8 b_0]$$

$$[x + a_0, b_0] \mapsto [x + \zeta_8^2 a_0, \zeta_8 b_0]$$

$$0 \mapsto 0.$$

It is easily seen that $\phi$ can be computed using at most 4 field operations in $\mathbb{F}_p$, and the Jacobian has an automorphism of order 8.

Example 4. Let $p \equiv 1 \pmod{12}$. Consider the hyperelliptic curve $X_4$ of genus 3 over the field $\mathbb{F}_p$ defined by

$$X_4 : y^2 = x^7 + ax.$$

Then the morphism $\phi$ on $X_4$ defined by $P = (x, y) \mapsto \phi(P) := (\zeta_{12}^2 x, \zeta_{12} y)$ induces an efficient endomorphism on the Jacobian as follows.
Consider the hyperelliptic curve
\[ \phi : [x^3 + a_2x^2 + a_1x + a_0, b_2x^2 + b_1x + b_0] \mapsto [x^3 + \zeta_{12}^2a_2x^2 + \zeta_{12}a_1x + \zeta_{12}^5a_0, \zeta_{12}^6b_2x^2 + \zeta_{12}^{-1}b_1x + \zeta_{12}b_0] \]
\[ [x^2 + a_1x + a_0, b_1x + b_0] \mapsto [x^2 + \zeta_{12}^3a_1x + \zeta_{12}^2a_0, \zeta_{12}b_1x + \zeta_{12}b_0] \]
\[ [x + a_0, b_0] \mapsto [x + \zeta_{12}^2a_0, \zeta_{12}b_0] \]
\[ 0 \mapsto 0. \]

It is easily seen that \( \phi \) can be obtained using at most 6 field operations in \( \mathbb{F}_p \), and the Jacobian has an automorphism of order 12. The characteristic polynomial of \( \phi \) is given by \( P(t) = t^4 - t^2 + 1 \).

**Example 5.**\(^{(5),(9)}\) Let \( m = 2g + 1 \) be an odd prime and let \( p \equiv 1 \pmod{m} \). Consider the hyperelliptic curve \( X_5 \) of genus \( g \) over the field \( \mathbb{F}_p \) defined by
\[ X_5 : y^2 = x^m + a. \]
The morphism \( \phi \) defined by \( P = (x, y) \mapsto \phi(P) := (\zeta_mx, y) \) induces an efficient endomorphism on the Jacobian. It is easily seen that \( \phi \) can be obtained using at most \( 2g - 1 \) field operations in \( \mathbb{F}_p \), and the Jacobian has an automorphism of order \( 2m \). The defining morphism for the action by \( \zeta_m \) on the Jacobian is left to the reader. The characteristic polynomial of \( \phi \) is given by \( P(t) = t^{2g} + t^{2g-1} + \cdots + t + 1 \).

## 4 Using an Efficient Endomorphism and Simultaneous Multi-exponentiation

### 4.1 Using an Efficient Endomorphism

Let \( X \) be a hyperelliptic curve over \( \mathbb{F}_q \) having an efficiently-computable endomorphism \( \phi \) on the Jacobian, \( \mathbb{J}_X(\mathbb{F}_q) \). Let \( D = [a(x), b(x)] \in \mathbb{J}_X(\mathbb{F}_q) \) be a reduced divisor of a large prime order \( n \). The endomorphism \( \phi \) acts as a multiplication map by \( \lambda \) on the subgroup \( < D > \) of \( \mathbb{J}_X(\mathbb{F}_q) \) where \( \lambda \) is a root of the characteristic polynomial \( P(t) \) of \( \phi \) modulo \( n \). In what follows, let \( d \) denote the degree of the characteristic polynomial \( P(t) \).

The problem we consider now is that of computing \( kD \) for \( k \) selected randomly from the range \([1, n - 1]\). Suppose that one can write
\[ k = k_0 + k_1\lambda + \cdots + k_{d-1}\lambda^{d-1} \pmod{n}, \]  
where \( k_i \approx n^{1/d} \). Then we compute
\[ kD = (k_0 + k_1\lambda + \cdots + k_{d-1}\lambda^{d-1})D \]
\[ = k_0D + k_1\lambda D + \cdots + k_{d-1}\lambda^{d-1}D \]
\[ = k_0D + k_1\phi(D) + \cdots + k_{d-1}\phi^{d-1}(D). \]

Since \( \phi(D) \) can be easily computed and the bitlengths of components are approximately \( \frac{1}{d} \) that of \( k \), various known methods for simultaneous multiple exponentiation can be applied to \( (3) \) to yield faster point multiplication. Thus we might expect to achieve a significant speedup because a great number of point doublings are eliminated at the expense of a few addition on the Jacobian.
4.2 Analysis on Simultaneous Multi-exponentiation

When simultaneous multi-exponentiation methods apply to hyperelliptic settings we here focus on determining the best method by comparing running times taken by these methods. In fact, seeking the optimal one involves various factors such as bitlengths of components, the number of decomposed components and absolute memory constrains.

There are two conventional methods for simultaneous multi-exponentiation: simultaneous $2^w$-ary method and simultaneous sliding window method. Recently, Möller [17] presented a method, called wNAF-based interleaving method (for short, wNAF-IM), which is applicable to groups where inverting elements is easy (e.g. elliptic curves, hyperelliptic curves). It is analyzed there that his method usually wins over the conventional methods. One reason for this is that a speedup for simultaneous multi-exponentiation is affected by storage requirements, which are given by the formula concerning the expected number of generic operations in the precomputation stage. By the formula in Table 1 below, the expected number of generic operations by the wNAF-IM is linear in the number $d$ of decomposed components but that by other methods is more or less exponential in $d$, so the wNAF-IM could be preferably chosen in practical implementations of point multiplication on the Jaconians of hyperelliptic curves.

We now give a precise analysis of speedup by comparing the expected number of doublings and additions taken by the three methods above. The comparison procedure we consider here consists of two stages, the precomputation and the evaluation. Since addition on the Jacobian takes $17g^2 + O(g)$ operations in $\mathbb{F}_p$ and doubling costs $16g^2 + O(g)$ operations, we may assume that one addition takes the same cost as one doubling because for security reasons, the genus $g$ involved is relatively small, e.g. 2 or 3 (see Section 6 for security). In Table 1 we list the expected number of generic operations by three methods. Let $b$ be the longest bitlength of components $k_i$ and let $w$ be the window size.

We compare the best algorithm to compute a single multiplication $kD$ with that to compute a multi-exponentiation \([3]\). In case of a single multiplication ($d = 1$), the NAF sliding window method [2] is known as one with best per-

<table>
<thead>
<tr>
<th>Method</th>
<th>Precomputation stage</th>
<th>Evaluation stage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simultaneous $2^w$-ary method</td>
<td>$2^{dw} - 1 - d$</td>
<td>$\frac{b-1}{w}w + b(1 - \frac{1}{2^{dw}})/w$</td>
</tr>
<tr>
<td>Simultaneous sliding window method</td>
<td>$2^{dw} - 1 - d$ ($w = 1$)</td>
<td>$b - 1 + b/(w + 1)$</td>
</tr>
<tr>
<td>wNAF-based interleaving method</td>
<td>$d2^{w-1}$ ($w &gt; 1$)</td>
<td>$b + d\frac{b}{w+2}$</td>
</tr>
</tbody>
</table>

Table 1. Expected number of generic operations by three methods for $\sum_{i=0}^{d-1} k_i D_i$ with multipliers up to $b$ bits.
formance in general. The expected number of additions taken by this method with window size \( w \) is estimated at 
\[
b + \frac{b+1}{w+\nu(w)} + 2^{w-(-1)^w} - 2
\]
where \( \nu(w) = 4/3 - (-1)^w/(3 \cdot 2^{w-2}) \).

In Table 2 below we give the minimum of the expected numbers of additions taken by all four methods (including a single point multiplication) for given \( k \) and \( d \). Table 2 provides some indication of the relative benefits of simultaneous methods applied to our decomposition \( [3] \) to a single multiplication \( kD \) as in elliptic curves \( [5] \). As shown in Table 2, the contribution to running times depends on the bitlength \( b \) of \( k \) and on the degree \( d \) of the characteristic polynomial \( P(t) \) of \( \phi \). It also shows that the wNAF-IM turns out to be the best algorithm except for two cases where \( d = 1 \), denoted (*) below. In those cases the NAF sliding window method is the best among the methods.

Table 2. Expected number of additions to compute \( \sum_{i=0}^{d-1} k_i \phi^i(D) \) where \( k_i \) is \( b \) bits

<table>
<thead>
<tr>
<th>( d )</th>
<th>( b )</th>
<th>( n )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>160</td>
<td>193.7 (*)w = 4</td>
</tr>
<tr>
<td>2</td>
<td>80</td>
<td>120 (w = 3)</td>
</tr>
<tr>
<td>4</td>
<td>40</td>
<td>88 (w = 2)</td>
</tr>
<tr>
<td>6</td>
<td>27</td>
<td>79.5 (w = 2)</td>
</tr>
<tr>
<td>160</td>
<td>256</td>
<td>305.3 (*)w = 5</td>
</tr>
<tr>
<td>2</td>
<td>128</td>
<td>186.7 (w = 4)</td>
</tr>
<tr>
<td>4</td>
<td>64</td>
<td>131.2 (w = 3)</td>
</tr>
<tr>
<td>6</td>
<td>43</td>
<td>118.6 (w = 3)</td>
</tr>
<tr>
<td>512</td>
<td>5</td>
<td>601.1 (w = 5)</td>
</tr>
<tr>
<td>2</td>
<td>256</td>
<td>357.3 (w = 4)</td>
</tr>
<tr>
<td>4</td>
<td>128</td>
<td>245.3 (w = 4)</td>
</tr>
<tr>
<td>6</td>
<td>86</td>
<td>213.2 (w = 3)</td>
</tr>
</tbody>
</table>

Table 3. The ratio of the running times of the extended method to the conventional method.

<table>
<thead>
<tr>
<th>( d )</th>
<th>ratio</th>
<th>Examples</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.62</td>
<td>Ex.2</td>
</tr>
<tr>
<td>4</td>
<td>0.45</td>
<td>Ex.1 (g=2), Ex.3 (g=2), Ex.5 (g=2)</td>
</tr>
<tr>
<td>6</td>
<td>0.41</td>
<td>Ex.1 (g=3), Ex.5 (g=3)</td>
</tr>
</tbody>
</table>

Table 3 contains the ratios of running times of the extended Gallant’s method to the conventional method for a 160-bit single point multiplication. It also shows that the extended method improves multiplication reasonably compared to the conventional method. For example, when \( d = 6 \) and \( b = 27 \), the extended method improves a running time up to 59% compared with the best general methods when \( d = 1 \) and \( b = 160 \).

5 Decomposition of an Integer \( k \)

We are now in a position to decompose an integer \( k \) into a sum of the form given by \( [2] \). To this end, we briefly describe a generalization of Gallant, et al.’s method to the hyperelliptic setting.
5.1 A General Method of Gallant et al.'s

We retain notation of Section 4.1. An extended method of Gallant et al.’s is composed of two steps. Consider the homomorphism

\[ f : \prod_{i=0}^{d-1} \mathbb{Z} \rightarrow \mathbb{Z}_n, \quad \prod_{i=0}^{d-1} a_i \mapsto \sum_{i=0}^{d-1} a_i \lambda^i \pmod{n}. \]

Firstly, we find \( d \) linearly independent short vectors \( v_j \in \prod_{i=0}^{d-1} \mathbb{Z} \) such that \( f(v_j) = 0 \) for \( 0 \leq j \leq d - 1 \). As a stage of precomputations this process can be done by the LLL algorithm, independently of \( k \).

Secondly, one needs to find a vector in \( \mathbb{Z}v_0 + \cdots + \mathbb{Z}v_{d-1} \) that is close to \((k,0,\ldots,0)\) using linear algebra. Then \((k_0,\ldots,k_{d-1})\) is determined by the equation:

\[ (k_0,\ldots,k_{d-1}) = (k,0,\ldots,0) - ([b_0]v_0 + \cdots + [b_{d-1}]v_{d-1}), \]

where \((k,0,\ldots,0) = b_0v_0 + \cdots + b_{d-1}v_{d-1}\) is represented as an element in \( \prod_{i=0}^{d-1} \mathbb{Q} \) and \([b]\) denotes the nearest integer to \( b \). Finally, we obtain a short vector \( v = (k_0,\ldots,k_{d-1}) \) such that \( f(v) = f((k,0,\ldots,0)) - f(([b_0]v_0 + \cdots + [b_{d-1}]v_{d-1})) = k \) and then we have (2) as desired.

The following Lemma shows that the vector \( v \) is indeed short.

**Lemma 1.** The vector \( v = (k,0,\ldots,0) - ([b_0]v_0 + \cdots + [b_{d-1}]v_{d-1}) \) constructed as above has norm at most \( \frac{d}{2} \max\{||v_0||,\ldots,||v_{d-1}||\} \).

**Proof.** The statement is a generalization of Lemma 1 \((d=2)\) in [8], so the proof proceeds in a similar way.

5.2 Another Method Using a Division

We are now describing an alternate method for decomposing \( k \) using a division in the ring \( \mathbb{Z}[\phi] \) generated by an efficiently-computable endomorphism \( \phi \).

Let us consider the map

\[ g : \mathbb{Z}[\phi] \rightarrow \prod_{i=0}^{d-1} \mathbb{Z}, \quad \sum_{i=0}^{d-1} a_i \phi^i \mapsto \prod_{i=0}^{d-1} a_i. \]

Then \( f \circ g(\sum_{i=0}^{d-1} a_i \phi^i) = \sum_{i=0}^{d-1} a_i \lambda^i \pmod{n} \).

Firstly, we need to find \( \alpha \in \mathbb{Z}[\phi] \) with short components such that \( f \circ g(\alpha) = 0 \). More precisely, we find a short vector \( v \in \prod_{i=0}^{d-1} \mathbb{Z} \) such that \( f(v) = 0 \). (Note that in the Gallant’s method one has to find \( d \) such short vectors which are linearly independent but here only one such vector.) Then we can obtain \( \alpha = g^{-1}(v) \).

Secondly, viewing an integer \( k \) as an element in \( \mathbb{Z}[\phi] \) we divide \( k \) by \( \alpha \) using Algorithm below and write

\[ k = \beta \alpha + \rho \]

with \( \beta, \rho \in \mathbb{Z}[\phi] \). Since \( f \circ g(\alpha) = 0 \) and \( \alpha D = O \) for \( D \in \mathbb{J}_X(\mathbb{F}_q) \), we compute

\[ kD = (\beta \alpha + \rho)D = \beta \alpha D + \rho D = \rho D. \]
Writing $\rho = \sum_{i=0}^{d-1} k_i \phi^i \in \mathbb{Z}[\phi]$, the preceding equation alternately gives an desired decomposition of an integer $k$ as in Eqn.[3]. This decomposition makes use of the division process in the ring $\mathbb{Z}[\phi]$, so we now describe an efficient and practical algorithm to compute a remainder $\rho$ of a given integer $k$ divided by $\alpha$. Let $\alpha = \sum_{i=0}^{d-1} a_i \phi^i \in \mathbb{Z}[\phi]$ with its minimal polynomial $g(t)$. Write $g(t) = t \cdot h(t) + N$ for some $h(t) \in \mathbb{Z}[t]$. It is then easy to see that $N = -\alpha h(\alpha)$ and $-h(\alpha) \in \mathbb{Z}[\phi]$. Put $\hat{\alpha} = -h(\alpha) \in \mathbb{Z}[\phi]$.

**Algorithm (Divide $k$ by $\alpha = \sum_{i=0}^{d-1} a_i \phi^i$)**

**Input:** $k \approx n.$

**Output:** $\rho = \sum_{i=0}^{d-1} k_i \phi^i.$

1) Precompute $\hat{\alpha} = N/\alpha$ in $\mathbb{Z}[\phi]$ and put $\hat{\alpha} = \sum_{i=0}^{d-1} b_i \phi^i$.

2) $x_i = k \cdot b_i$ (for $i = 0, \ldots, d-1$).

3) $y_i = \lfloor x_i \rfloor N$ (for $i = 0, \ldots, d-1$).

4) $\rho = k - \sum_{i=0}^{d-1} \sum_{j=0}^{d-1} a_i y_j \phi^{i+j}$.

**Return:** $\rho = \sum_{i=0}^{d-1} k_i \phi^i$.

**Proof.** Assume that $k = \beta \alpha + \rho$ for some $\beta, \rho \in \mathbb{Z}[\phi]$. Then we have $k/\alpha = \beta + \rho/\alpha$. Since $k\hat{\alpha}/\alpha \hat{\alpha} = k\hat{\alpha}/N$, we have

$$k/\alpha = \sum_{i=0}^{d-1} (kb_i/N) \phi^i.$$ 

Putting $\beta = \sum_{i=0}^{d-1} \lfloor kb_i/N \rfloor \phi^i$ gives $\rho = k - \alpha \beta$. \hfill $\square$

Giving explicit upper bounds for components of a remainder $\rho$ depends on the characteristic polynomial of $\phi$ and so it is complicated to obtain good upper bounds in general. But, for a fixed $\phi$ one can give explicit upper bounds for components by analyzing the above algorithm further.

Now we compare two decomposition methods. For this we apply both methods to the hyperelliptic curves in Section 3. Our implementation results show that two decompositions of an integer $k \in [1, n]$ turn out to be identically same and the bitlengths of components are approximately $1/d$ that of $n$. More precisely, for each curve in Section 3 (Ex.2 - 5), we select 100 random primes $n$ of size 160-bits and for each $n$ we carried out decompositions of $10^5$ random integers $k \in [1, n]$ by two methods and see that two decompositions coincide. But it is expected that two decompositions might not be the same, as in elliptic curves [20]. As for the bitlengths of components, in Table 4 we compute the maximum of ratios of $A$ to $B$ where $A$ denotes the maximum of the absolute value of decomposed components and $B$ denotes $n^{1/d}$. These maxima tell us that the bitlengths of components are approximately $1/d$ that of $n$ because they are $< 2$, which implies that $A$ and $B$ are within one bit.
Table 4. Numerical experiments for decomposition

<table>
<thead>
<tr>
<th>Examples</th>
<th>Characteristic polynomial of $\phi$</th>
<th>Maxum of ratios of A to B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ex. 2</td>
<td>$P(t) = t^2 + 1$</td>
<td>0.704</td>
</tr>
<tr>
<td>Ex. 3</td>
<td>$P(t) = t^4 + 1$</td>
<td>1.082</td>
</tr>
<tr>
<td>Ex. 4</td>
<td>$P(t) = t^4 - t^2 + 1$</td>
<td>1.247</td>
</tr>
<tr>
<td>Ex. 5 (g=2)</td>
<td>$P(t) = (t^5 - 1)/(t - 1)$</td>
<td>1.477</td>
</tr>
<tr>
<td>Ex. 5 (g=3)</td>
<td>$P(t) = (t^7 - 1)/(t - 1)$</td>
<td>1.682</td>
</tr>
</tbody>
</table>

6 Security Considerations

We described a method for speeding up point multiplication, which is applicable to hyperelliptic curves with efficiently-computable endomorphisms. Such endomorphisms could be also helpful to obtain a speedup for attacks to the discrete log problems on the Jacobians [9]. In this Section we shall touch on various attacks to public-key cryptosystems based on the DLP on the Jacobians of hyperelliptic curves. Most attacks are hyperelliptic variants extending those to elliptic curves and standard finite fields. Adleman, DeMarris and Hwang [1] came up with the first-published algorithm for computing DLP, which runs in subexponential time. This algorithm applies to hyperelliptic curves over finite fields whose genus is sufficiently large relative to the size of the underlying fields. Later, Enge [6] improved their algorithm and precisely evaluated the running time. Moreover Müller, Stein and Thiel [19] extends the results to real quadratic congruence function fields of large genus.

When selecting hyperelliptic curves $X/F_q$ of small genus $< 4$, one has to avoid curves for which special attacks are known such as the Pohlig-Hellman and the Pollard rho method. For this reason, hyperelliptic curves are believed to be “cryptographically good” provided that the group order of the Jacobians is divisible by a large prime number $\approx 160$-bit.

The hyperelliptic curves we have considered have a small number of automorphisms as in a family of hyperelliptic Koblitz curves. In applying the Pollard’s $\rho$ method, Duursma, Gaudry, and Morain [5] employed an equivalence relation on points of the Jacobian via automorphisms and could speed up the attack by a factor of $\sqrt{2l}$, where $l$ is the order of an automorphism. Gaudry [9] also gave a variant of existing index-calculus methods like [1] to achieve a more speed-up of a factor of $l^2$. Indeed, this method is faster than the Pollard $\rho$ for genus $> 4$, and its complexity $O(q^{2})$ depends on the cardinality of the base field. So the public schemes based on our curves are still intractable to this attack since these curves are hyperelliptic ones of genus 2 or 3 defined over large prime fields.

We now mention other known attacks using special features on groups. Rück [21] extended an attack on anomalous curves to hyperelliptic curves. His method works for the groups whose order is divisible by a power of $p$, where $p$ is the characteristic of the base field. On the other hand, anomalous curves are investigated by Semaev [23], Smart [25], and Satoh and Araki [22].
There is the Frey-Rück attack using Tate pairing \cite{Duursma:1999}. It is an extension of an attack using the Weil pairing on elliptic curves. In fact, these attacks are applied to curves over $\mathbb{F}_q$ of which group order divides $q^k - 1$ for some $k \leq 20$.

The Weil descent attack on elliptic curves has a hyperelliptic variant. To avoid this attack one must choose curves defined over extension fields of prime degree for odd characteristic and of degree $\neq 2^l - 1$ for even characteristic. For a detailed analysis on the Weil descent we refer to \cite{Duursma:1999}, \cite{Gaudry:2000}.

Finally we conclude that our hyperelliptic curves of small genus $< 4$ are intractable to all known attacks even if efficient endomorphisms may result in speedy attacks by a factor, which depends upon the number of automorphisms groups on the Jacobians as shown by Gaudry \cite{Gaudry:2000}.

7 Conclusion

Motivated by the work of \cite{Adleman:1994}, we presented an extended method for accelerating point multiplication on a family of hyperelliptic curves having efficiently-computable endomorphisms. One of advantages of this method is that it improves a running time by 55 (59) \% compared with the best general ordinary methods for a 160-bit point multiplication when applied to such curves of $g = 2$ (3). Another advantage is that there is a wide range of possibility of selecting hyperelliptic curves of genus $g \leq 3$ over large prime fields rather than elliptic curves. Also we presented two algorithms for decomposing a multiplier $k$ so that the extended method can be applicable to such curves. Computer implementations of two algorithms showed that the bitlengths of decomposition components are roughly equal to $1/d$-bit of an integer $k$.
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Abstract. In this paper, we present some major algorithmic improvements to fast correlation attacks. In previous articles about fast correlations, algorithmics never was the main topic. Instead, the authors of these articles were usually addressing theoretical issues in order to get better attacks. This viewpoint has produced a long sequence of increasingly successful attacks against stream ciphers, which share a main common point: the need to find and evaluate parity-checks for the underlying linear feedback shift register. In the present work, we deliberately take a different point of view and we focus on the search for efficient algorithms for finding and evaluating parity-checks. We show that the simple algorithmic techniques that are usually used to perform these steps can be replaced by algorithms with better asymptotic complexity using more advanced algorithmic techniques. In practice, these new algorithms yield large improvements on the efficiency of fast correlation attacks.
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1 Introduction

Stream ciphers are a special class of encryption algorithms. They generally encrypt plaintext bits one at a time, contrary to block ciphers that use blocks of plaintext bits. A synchronous stream cipher is a stream cipher where the ciphertext is produced by bitwise adding the plaintext bits to a stream of bits called the keystream, which is independent of the plaintext and only depends on the secret key and on the initialization vector. These synchronous stream ciphers are the main target of fast correlation attacks.

The goal in stream cipher design is to produce a pseudo-random keystream sequence, pseudo-random meaning indistinguishable from a truly random sequence by polynomially bounded attackers. A large number of stream ciphers use Linear Feedback Shift Registers (LFSR) as building blocks, the initial state of these LFSRs being related to the secret key and to the initialization vector. In nonlinear combination generators, the keystream bits are then produced by combining the outputs of these LFSRs through a nonlinear boolean function (see Fig. 1). Many variations exist where the LFSRs are multiplexed or irregularly clocked.
Among the different kinds of attacks against stream ciphers, correlation attacks are one of the most important [12, 13]. These cryptanalytic methods target nonlinear combination keystream generators. They require the existence of linear correlations between LFSR internal stages and the nonlinear function output, i.e., correlation between linear combinations of internal and output bits; these correlations need to be good enough for the attack to be successful. A very important fact about nonlinear functions is that linear correlations always exist [12]. Finding them can sometimes be the hardest part of the job, since the main method for finding them is by statistical experimentation. For the simplest ciphers, the correlations can be found by analyzing the nonlinear function with the well-known Walsh transform. Once a correlation is found, it can be written as a probability

\[ p = \Pr(z_i = x_i^{j_1} \oplus x_i^{j_2} \oplus \ldots \oplus x_i^{j_M}) \neq 0.5 \]

where \( z_i \) is the \( i \)-th keystream output bit and the \( x_i^{j_1}, \ldots, x_i^{j_M} \) are the \( i \)-st output bits of some LFSRs \( j_1, \ldots, j_M \) (see Fig. 1). The output can thus be considered as a noisy version of the corresponding linear combination of LFSR outputs. The quality of the correlation can be measured by the quantity \( \varepsilon = |2p - 1| \). If \( \varepsilon \) is close to one, the correlation is a very good one and the cipher is not very strong. On the other hand, when \( \varepsilon \) is close to zero, the output is very noisy and correlation attacks will likely be inefficient. Since the LFSR output bits are produced by linear relations, we can always write this sum of output bits as the output of only one larger LFSR. Without loss of generality, the cipher can be presented as in Fig. 2, where this sum has been replaced by \( x_i \) the output of one LFSR, and the influence of the nonlinear function has been replaced by a BSC (binary symmetric channel), i.e., by a channel introducing noise with probability \( 1 - p \). Fast correlation attacks are an improvement of the basic correlation attacks. They essentially reduce the time complexity of the cryptanalysis by pre-computing data [3, 5, 7–9].

In this article, we present substantial algorithmic improvements of existing fast correlation attacks. The paper is organized as follows. In Sect. 2, we introduce the basics of fast correlation attacks and a sketch of our algorithmic
improvements. A detailed description of the algorithm is given in Sect. 3, together with its complexity analysis and, finally, some comparisons with other algorithms are provided in Sect. 4.

2 Fast Correlation Attacks

Fast correlation attacks are usually studied in the binary symmetric channel model as shown on Fig. 2. In this model, we consider the output of the generator as a noisy version of the output of some of the linear registers. The cryptanalysis then becomes a problem of decoding: given a noisy output, find the exact output of the registers and, when needed, reconstruct the initial filling of the registers.

The common point between all fast correlation attacks algorithms is the use of the so-called parity-check equations, i.e. linear relations between register output bits \( x_i \). Once found, these relations can be evaluated on the noisy outputs \( z_i \) of the register. Since they hold for the exact outputs \( x_i \), the evaluation procedure on the noisy \( z_i \) leaks information and helps to reconstruct the exact output sequence of the LFSR.

Fast correlation algorithms are further divided into iterative algorithms and one-pass algorithms. In iterative algorithms, starting from the output sequence \( z_i \), the parity-checks are used to modify the value of these output bits in order to converge towards the output \( x_i \) of the LFSR thus removing the noise introduced by the BSC. The reconstruction of the internal state is then possible \([2, 7]\). In one-pass algorithms, the parity-checks values enable us to directly compute the correct value of a small number of LFSR outputs \( x_i \) from the output bits \( z_i \) of the generator. This small number should be larger than the size of the LFSR in order to allow full reconstruction \([3, 5, 8, 9]\).

2.1 Sketch of One-Pass Fast Correlation Attacks

The one-pass correlation attack presented here is a variation of the attacks found in \([3]\) and \([9]\). The main idea is, for each LFSR’s output bit to be predicted (henceforth called target bits), to construct a set of estimators (the parity-check equations) involving \( k \) output bits (including the target bit), then to evaluate

---

**Fig. 2.** Equivalent diagram where the output \( x_i \) of the LFSR is correlated with the keystream output \( z_i \): \( P(z_i = x_i) = p \neq 0.5 \)
these estimators and finally to conduct a majority poll among them to recover the initial state of the LFSR.

This main idea is combined with a partial exhaustive search in order to yield an efficient cryptanalysis. More precisely, for a length-$L$ LFSR, $B$ bits of the initial state are guessed through exhaustive search and $L - B$ bits remain to be found using parity-checks techniques (see Fig. 3). However, for a given target bit, the result of the majority poll may lead to a near tie. In order to avoid this problem, we target more than $L - B$ bits, namely $D$ and hope that at least $L - B$ will be correctly recovered.

![Initial state of the LFSR](image)

**Fig. 3.** Construction of parity-checks: In this example, the parity-check combines two bits of output ($m$ and $n$) together with a linear combination of the $B$ guessed bits in order to predict the target bit $i$.

For each of these $D$ target bits, we evaluate a large number $\Omega$ of estimators using the noisy $z_i$ values and we count the number of parity-checks that are satisfied and unsatisfied, respectively $N_s$ and $N_u = \Omega - N_s$. When the absolute value of the difference of these two numbers is smaller than some threshold $\theta$, we forget this target bit. However when the difference is larger than the threshold, the majority poll is considered as successful. In that case, we predict $\hat{x}_i = z_i$ if $N_s > N_u$ and $\hat{x}_i = z_i \oplus 1$ otherwise (see Fig. 4). When the majority polls are successful and give the correct result for at least $L - B$ of the $D$ target bits, we can recover the complete state of the LFSR using simple linear algebra.

![Algorithm predicted bits](image)

**Fig. 4.** Sketch of the decision procedure
2.2 New Algorithmic Ideas

When implementing the fast correlation attack from the previous section, several algorithmic issues arise. First we need to pre-compute the parity-checks for each target bit. Then we need to efficiently evaluate these parity-checks and recover the target bits. In previous papers, the latter step was performed using the straightforward approach, i.e. by evaluating parity-checks one by one for each possible guess of the first $B$ bits, then by counting the number of positive and negative checks. For the preprocessing step, three algorithms were known, simple exhaustive search, square-root time-memory tradeoffs and Zech’s logarithm technique [10]. The main contribution of this paper is to propose better algorithmic techniques for both tasks.

Pre-processing Stage The usual square-root algorithm for computing parity-checks on $k$ bits (the target bit plus $k - 1$ output bits) works as follows. For each target bit, compute and store in a table the formal expression of the sum of $\lceil \frac{k-1}{2} \rceil$ output bits and the target bit in term of the initial $L$-bit state. Then sort this table. Finally compute the formal sum of $\lceil \frac{k-1}{2} \rceil$ output bits and search for a partial collision (on the $L-B$ initial bits, excluding the $B$ guessed bits). The time and memory complexity of this algorithm are respectively $O(DN\lceil \frac{(k-1)/2}{2} \rceil \log N)$ and $O(N\lceil \frac{k-1}{2} \rceil)$ where $N$ is the length of the considered output sequence and $D$ is the number of target bits. For even values of $k$, a different tradeoff exists: it yields a respective time and memory complexity $O(N\frac{k}{2} \log N)$ and $O(N\frac{k}{2})$. This square-root algorithm is part of a family of algorithms which can be used to solve a large class of problems. In some cases, there exists an alternative algorithm with the same time complexity as the original and a much lower memory complexity. A few examples are:

- the knapsack problem and modular knapsack problem [11, 1],
- the match and sort stage of SEA elliptic curve point counting [6],
- the permuted kernel problem [4].

Our goal is to propose such an alternative for constructing parity-checks. According to known results, we might expect a time complexity of $O(\min(DN\lceil \frac{(k-1)/2}{2} \rceil \log N, N\lceil \frac{k}{2} \rceil \log N))$ and a memory complexity of $O(N\lceil \frac{k}{4} \rceil)$. It turns out that such an alternative really exists for $k \geq 4$, the algorithmics being given in Sect. 3.

Decoding Stage When using the usual method for evaluating the parity-checks, i.e. by evaluating every parity-check for each target bit and every choice of the $B$ guessed bits, the time complexity is $O(D2^B \Omega)$ where $\Omega$ is the number of such parity-check equations. By grouping together every parity-check involving the same dependence pattern on a well chosen subset of the $B$ guessed bits (of size around $\log_2 \Omega$), it is possible to evaluate these grouped parity-checks in a single pass through the use of a Walsh transform. This is much faster than restarting the computation for every choice of the $B$ bits. The expected time complexity of this stage then becomes $O(D2^B \log_2 \Omega)$. 
3 Algorithmic Details and Complexity Analysis

We present in this section a detailed version of our algorithmic improvements. We consider here that the parameters $N$, $L$, $D$, $B$, $\theta$ and $\varepsilon$ are all fixed. The optimal choice of these parameters is a standard calculation and is given in appendix A.

Let us recall the notations used in the following:

- $N$ is the number of available output bits;
- $L$ is the length of the LFSR;
- $B$ is the number of guessed bits;
- $D$ is the number of target bits;
- $x_i$ is the $i$-th output bit of the LFSR;
- $z_i$ is the $i$-th output bit of the generator;
- $p = Pr(x_i = z_i) = \frac{1}{2}(1 + \varepsilon)$ is the probability of correct prediction;

3.1 Pre-processing Stage

During the pre-processing stage, we search for all parity-checks of weight $k$ associated with one of the $D$ target bits. Following [9] and [2], we construct the set $\Omega_i$ of parity-check equations associated with the target bit $i$. This set contains equations of the form:

$$x_i = x_{m_1} \oplus \ldots \oplus x_{m_{k-1}} \oplus \sum_{j=0}^{B-1} c_{m,i}^j x_j$$

where the $m_j$ are arbitrary indices among all the output bits and the $c_{m,i}^j$ are binary coefficients characterizing the parity-check. $m$ stands for $[m_1, \ldots, m_{k-1}]$. In these equations, we express $x_i$ as a combination of $k-1$ output bits plus some combination of the $B$ guessed bits. The expected number of such parity-check equations for a given $i$ is:

$$\Omega \approx 2^{B-L} \binom{N}{k-1}$$

For $k \leq 4$, the basic square-root time-memory tradeoff gives us these parity-checks with a time and memory complexity respectively of $O(DN^{[(k-1)/2]} \log N)$ and $O(N^{[(k-1)/2]})$.

In the sequel, we first solve a slightly more general problem. We try to find equations of the form:

$$A(x) = x_{m_1} \oplus \ldots \oplus x_{m_{k'}} \oplus \sum_{j=0}^{B-1} c_{m,i}^j x_j$$

where $A(x) = \sum_{j=0}^{L-1} a_j x_j$, $x = [x_0, \ldots, x_{L-1}]$ and the $a_j$ are fixed constants. When $k$ is even, $A(x)$ will not be used and will be set to 0. When $k$ is odd, $A(x)$
will be set to the formal expression of one of the target bits and the problem will be similar to the even case. For the time being, let $k'$ be the weight of the parity-check equation.

The main idea of the match-and-sort algorithm alternative we are going to use here is to split the huge task of finding collisions among $N^{k'}$ combinations into smaller tasks: finding less restrictive collisions on smaller subsets, sort the results and then aggregate these intermediate results to solve the complete task.

![Algorithm 1 Find parity-checks of weight $k'$ for a given $A(x)$](image)

First evenly split $k'$ between four integer $l_1$, $l_2$, $l_3$ and $l_4$ with $l_1 \geq l_2$ and $l_3 \geq l_4$, i.e. find $l_1$, $l_2$, $l_3$ and $l_4$ such that $l_1 + l_2 + l_3 + l_4 = k'$ and for $i$ from 1 to 4, $l_i = \lceil \frac{k'}{4i} \rceil$ or $l_i = \lfloor \frac{k'}{4i} \rfloor$. Compute the formal sums of $l_2$ output bits in terms of the initial $L$-bit state, $x_{j_1} + \ldots + x_{j_{l_2}} = \sum_{k=0}^{L-1} u_k x_k$. Let us write $u = \{u_0, \ldots, u_{L-1}\}$. Store all these expressions in table $U$ at entries $u$. Do the same for a table $V$ containing combinations of $l_4$ output bits. We will now try to match elements of table $U$ with formal sums of $l_1$ output bits and elements of table $V$ with formal sums of $l_3$ output bits (see Fig. 5). We only require the matching to be effective on a subset $S$ of the $L - B$ bits. This $S$ is chosen close to $\frac{k'}{4} \log_2 N$ in order to minimize the memory usage without increasing the time complexity. For each value $s$ of the $S$ bits, compute the formal sum $c$ of $A(x)$ and of $l_1$ output bits in terms of initial bits and search for a partial collision in table $U$ on $S$ bits, i.e.
find a \( u \) in \( U \) such that \( \pi_S(u \oplus c) = s \) where \( \pi_S \) is the projection on the subspace spanned by the \( S \) bits. Store these collisions on \( S \) bits in a table \( C \). Repeat the same procedure (finding partial collisions) with \( l_3 \) and \( l_4 \) replacing \( l_1 \) and \( l_2 \). For each found collision, search for a new collision combining the just found collision with an entry of table \( C \), this time not on the \( S \) bits but on the full set of \( L - B \) bits. Every found collision is a valid parity-check since it only involves the \( B \) guessed bits and \( l_1 + l_2 + l_3 + l_4 = k' \) output bits (see Algorithm 1).

The time complexity of this algorithm is \( O(N^{max(l_1+l_2,l_3+l_4)} \log N) \) and the memory complexity is \( O(N^{max(min(l_1,l_2),min(l_3,l_4))}) \), which for an even division of \( k' \) are equal respectively to \( O(N^{[k'/2]} \log N) \) and \( O(N^{[(k'+1)/4]}) \). In fact, using the above algorithm for the homogenous case when \( A(x) = 0 \) is a simple matter.

Table 1. Time and memory complexities of the new algorithm compared to those of the square-root algorithm

<table>
<thead>
<tr>
<th>k</th>
<th>New algorithm</th>
<th>Square-root algorithm (tradeoff 1)</th>
<th>Square-root algorithm (tradeoff 2)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Time</td>
<td>Memory</td>
<td>Time</td>
</tr>
<tr>
<td>4</td>
<td>( N^2 \log N )</td>
<td>( N )</td>
<td>( DN^2 \log N )</td>
</tr>
<tr>
<td>5</td>
<td>( DN^2 \log N )</td>
<td>( N )</td>
<td>( DN^2 \log N )</td>
</tr>
<tr>
<td>6</td>
<td>( N^3 \log N )</td>
<td>( N )</td>
<td>( DN^3 \log N )</td>
</tr>
<tr>
<td>7</td>
<td>( DN^3 \log N )</td>
<td>( N )</td>
<td>( DN^3 \log N )</td>
</tr>
<tr>
<td>8</td>
<td>( N^4 \log N )</td>
<td>( N^2 )</td>
<td>( DN^4 \log N )</td>
</tr>
<tr>
<td>9</td>
<td>( DN^4 \log N )</td>
<td>( N^2 )</td>
<td>( DN^4 \log N )</td>
</tr>
</tbody>
</table>
Depending on the parity of $k$, two alternatives are possible. When $k$ is odd, we simply let $k' = k - 1$ and let $A(x)$ represent $x_i$, one of the target bits. Of course we need to run the algorithm $D$ times. When $k$ is even, we let $k' = k$ and $A(x) = 0$. In that case, we get the parity-checks for all output bits of the LFSR instead of merely $D$. With these choices, the complexities are listed in Table 1.

### 3.2 Processing Stage

**Decoding Part** Let us write $B = B_1 + B_2$ where $B_1$ and $B_2$ are positive integers to be determined. These two integers define two sets of bits in the initial state of the LFSR. Let us guess the $B_1$ bits of the initial state of the LFSR and denote by $X_1$ the value of this guess. We regroup together all parity-check equations that involve the same pattern of the $B_2$ initial bits; let us rewrite each parity-check equation as:

$$z_i = z_{m_1} \oplus \ldots \oplus z_{m_{k-1}} \oplus t^1_{m,i} x_j \oplus \sum_{j=B_1}^{B_1+B_2-1} c^j_{m,i} x_j$$

We group them in sets $M_i(c_2) = \{m \mid \forall j < B_2, c^j_{m,i} = c^j_{m,i}\}$ where $c_2$ is a length $B_2$ vector and we define the function $f_i$ as follows:

$$f_i(c_2) = \sum_{m \in M_i(c_2)} (-1)^{t^1_{m,i}}$$

The Walsh transform of $f_i$ is:

$$F_i(X_2) = \sum_{c_2} f_i(c_2)(-1)^{c_2 \cdot X_2}$$

When $X_2 = [x_{B_1}, x_{B_1+1}, \ldots, x_{B-1}]$, we have $F_i(X_2) = \sum_{m} (-1)^{t^1_{m,i} \oplus t^2_{m,i}}$. So $F_i(X_2)$ is the difference between the number of predicted 0 and the number of predicted 1 for the bit $z_i$, given the choice $X = [X_1, X_2]$ for the $B$ initial guessed bits. Thus a single Walsh transform can evaluate this difference for the $2^{B_2}$ choices of the $B_2$ bits.

The computation of $f_i(c_2)$ for every $c_2$ in $\mathbb{F}_2^{B_2}$ requires $2^{B_2}$ steps for the initialization and $\Omega$ steps for the evaluation of each parity-checks, whereas the Walsh transforms takes a time proportional to $2^{B_2} \log_2 2^{B_2} = 2^{B_2} B_2$. Since these calculations are done for every bit among the $D$ considered ones and for each guess of the $B_1$ bits, the complexity of this part of the decoding is:

$$C_1 = \mathcal{O}(2^{B_1} D(2^{B_2} + \Omega + 2^{B_2} B_2))$$

Choosing $B_2 = \log_2 \Omega$, we get $C_1 = \mathcal{O}(2^B D \log_2 \Omega)$. This should be compared to the complexity using the straightforward approach: $C_1' = \mathcal{O}(2^B D \Omega)$. 


Once $F_i(X_2)$ is evaluated, predicting the corrected values $\hat{x}_i$ can be done with a simple procedure: for each $i$ among the $D$ considered bits, we have a function $F_i(X_2)$. If the value of this function for a given value of $X_2$ is far enough from zero, then the computed value of $z_i$ that dominates among the $|\Omega_i|$ parity-check equations has a big probability to be the correct value of $x_i$ (see Fig. 4). Let us call $\theta$ the threshold on the function $F_i(X_2)$; we thus predict that, for a given $X_2$:

$$
x_i = \begin{cases} 
0 & \text{if } F_i(X_2) > \theta \\
1 & \text{if } F_i(X_2) < -\theta
\end{cases}
$$

Checking Part In order for our algorithm to be succesful, we need to have at least $L - B$ correctly predicted bits among the $D$ considered bits. However, every predicted bit can sometimes be wrong. In order to increase the overall probability of success, let us introduce an extra step in the algorithm.

When the number of correctly predicted bits is less than $L - B$, the algorithm has failed. When this number is exactly equal to $L - B$, we can only hope that none of these bits is wrong. But when we have more than $L - B$ predicted bits, namely $L - B + \delta$, the probability that, among these bits, $L - B$ are correctly predicted greatly increase. So we add to the procedure an exhaustive search on all subset of size $L - B$ among the $L - B + \delta$ bits, in order to find at least one full correct prediction. Every candidate is then checked by iterating the LFSR and computing the correlation between the newly generated keystream $x_i$ and the original one $z_i$.

If $p_{err}$ is the probability that a wrong guess gives us at least $L - B + \delta$ predicted bits, then the checking part of the processing stage has a complexity of:

$$
C_2 = \mathcal{O}((1 + p_{err} (2^B - 1)) \left( \frac{L - B + \delta}{\delta} \right) C_3)
$$

since among the $2^B - 1$ wrong guesses, $p_{err} (2^B - 1)$ will be kept for checking and the 1 being there for the correct guess that should be kept. $C_3$ is the complexity of a single checking, i.e. $C_3 = \mathcal{O}(\frac{1}{\varepsilon^2})$.

The total complexity of the processing stage of the algorithm is then:

$$
C = \mathcal{O}(2^B D \log_2 \Omega + (1 + p_{err} (2^B - 1)) \left( \frac{L - B + \delta}{\delta} \right) \frac{1}{\varepsilon^2})
$$

4 Performance and Implementation

In this section, we present experimental and theoretical results of our algorithm applied to two LFSRs of lengths 40 and 89 bits. Optimal parameters were computed according to appendix A.
Table 2. Complexity of the cryptanalysis for a probability of success $p_{\text{succ}}$ close to 1. The LFSR polynomial is $1 + x + x^3 + x^5 + x^9 + x^{11} + x^{12} + x^{17} + x^{19} + x^{21} + x^{25} + x^{27} + x^{29} + x^{32} + x^{33} + x^{38} + x^{40}$.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Noise</th>
<th>Required Sample</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>FSE’2001 [9]</td>
<td>0.469</td>
<td>400000</td>
<td>$\sim 2^{42}$</td>
</tr>
<tr>
<td>FSE’2001 [9]</td>
<td>0.490</td>
<td>360000</td>
<td>$\sim 2^{55}$</td>
</tr>
<tr>
<td>Our algorithm</td>
<td>0.469</td>
<td>80000</td>
<td>$\sim 2^{31}$</td>
</tr>
<tr>
<td>Our algorithm</td>
<td>0.490</td>
<td>80000</td>
<td>$\sim 2^{40}$</td>
</tr>
</tbody>
</table>

4.1 40-Bit Test LFSR

The chosen LFSR is the standard register used in many articles. The attack on the LFSR with noise $1 - p = 0.469$ has been implemented in C on a Pentium III and provides results in a few days for the preprocessing stage and a few minutes for the decoding stage. After optimization of all the parameters ($D = 64$, $\delta = 3$, $B = 18$ and $k = 4$ for the first case, $D = 30$, $\delta = 3$, $B = 28$, $k = 4$ for the second one) the results are presented on Table 2. Results for $1 - p = 0.490$ are only theoretical. The gain on the complexity is at least equal to $2^{11}$: it comes primarily from the Walsh transform. Moreover, the required length is five times smaller. This represents a major improvement on the time complexity of one-pass fast correlation attacks.

4.2 89-Bit LFSR Theoretical Result

For a 89-bit LFSR, only theoretical results are provided on Table 3. The expected time complexity is $2^8$ times smaller than previous estimations. Moreover the required sample length has decreased in a large amount. The parameters for our algorithm are $D = 128$, $\delta = 4$, $B = 32$ and $k = 4$.

5 Conclusion

In this paper, we presented new algorithmic improvements to fast correlation attacks. These improvements yield better asymptotic complexity than previous techniques for finding and evaluating parity-checks, enabling us to cryptanalyze larger registers with smaller correlations. Experimental results clearly show the gain on efficiency that these new algorithmic techniques bring to fast correlation attacks.

Table 3. Complexity of the cryptanalysis for a probability of success $p_{\text{succ}}$ close to 1 on a 89-bit LFSR.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Noise</th>
<th>Required Sample</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>FSE’2001 [9]</td>
<td>0.469</td>
<td>$2^{38}$</td>
<td>$2^{52}$</td>
</tr>
<tr>
<td>Our algorithm</td>
<td>0.469</td>
<td>$2^{28}$</td>
<td>$2^{44}$</td>
</tr>
</tbody>
</table>
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A Optimal Parameters

In this appendix, we evaluate quantities needed in order to optimize parameters of the algorithm ($B$, $D$, $θ$ and $δ$). We first look at the probability of successful decoding, i.e. the probability that the right guess gives us the right complete initial filling of the LFSR. Then we will evaluate the probability of false alarm, i.e. the probability that, having done a wrong guess, the algorithm outputs a full initial filling of the LFSR. This probability of false alarm enters in the complexity evaluation of our algorithm. In all our experimental results, the parameters were tuned to get a probability of success higher than 0.99.
A.1 Probability of Successful Decoding

Let us first suppose we have done the right guess for the $B$ bits. Let us write $q = \frac{1}{2}(1 + \varepsilon^{k-1})$ the probability for one parity-check equation to yield the correct prediction. Then the probability that at least $\Omega - t$ parity-check equations predict the correct result is:

$$P_1(t) = \sum_{j=\Omega-t}^{\Omega} (1 - q)^{\Omega-j} q^j \binom{\Omega}{j}$$

Let $t$ be the smallest integer such that $D P_1(t) \geq L - B + \delta$ ($t$ is related to the former parameter $\theta$ by $\theta = \Omega - 2t$). Then we have, statistically, at least $L - B + \delta$ predicted bits in the selection of $D$ bits, and we are able to reconstruct the initial state of the LFSR. The probability that at least $\Omega - t$ parity-check equations predict the wrong result is:

$$P_2(t) = \sum_{j=\Omega-t}^{\Omega} q^{\Omega-j} (1 - q)^j \binom{\Omega}{j}$$

Let $p_V$ be the probability that a bit is correctly predicted, knowing that we have at least $\Omega - t$ parity-check equations that predict the same value for this bit: $p_V = \frac{P_1(t)}{P_1(t) + P_2(t)}$. Then

$$p_{succ} = \sum_{j=0}^{\delta} \binom{L - B + \delta}{j} p_V^{L-B+\delta-j} (1 - p_V)^j$$

is the probability that at most $\delta$ bits are wrong among the $L - B + \delta$ predicted bits, i.e. the probability of success of the first part of our algorithm.

A.2 Probability of False Alarm

The probability that a wrong guess gives at least $\Omega - t$ identical predictions among the $\Omega$ parity-check equations for a given bit $i$ is

$$E(t) = \frac{1}{2^{\Omega-1}} \sum_{j=\Omega-t}^{\Omega} \binom{\Omega}{j}$$

since the probability that a parity-check equation is verified in this case is $\frac{1}{2}$. We can then deduce the probability that, with a wrong guess, more than $L - B + \delta$ bits are predicted, i.e. the probability of false alarm of the first part of our algorithm:

$$p_{err} = \sum_{j=L-B+\delta}^{D} \binom{D}{j} E(t)^j (1 - E(t))^{D-j}$$
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Abstract. Many of the keystream generators which are used in practice are LFSR-based in the sense that they produce the keystream according to a rule $y = C(L(x))$, where $L(x)$ denotes an internal linear bitstream, produced by a small number of parallel linear feedback shift registers (LFSRs), and $C$ denotes some nonlinear compression function. We present an $n^{O(1)}2^{(1-\alpha)/2(1+\alpha)}$ time bounded attack, the FBDD-attack, against LFSR-based generators, which computes the secret initial state $x \in \{0,1\}^n$ from $cn$ consecutive keystream bits, where $\alpha$ denotes the rate of information, which $C$ reveals about the internal bitstream, and $c$ denotes some small constant. The algorithm uses Free Binary Decision Diagrams (FBDDs), a data structure for minimizing and manipulating Boolean functions. The FBDD-attack yields better bounds on the effective key length for several keystream generators of practical use, so a 0.656n bound for the self-shrinking generator, a 0.6403n bound for the A5/1 generator, used in the GSM standard, a 0.6n bound for the $E_0$ encryption standard in the one level mode, and a 0.8823n bound for the two-level $E_0$ generator used in the Bluetooth wireless LAN system.

1 Introduction

A keystream generator is a finite automaton, $E$, determined by a set $Q$ of inner states, a state transition function $\delta_E : Q \rightarrow Q$, and an output function $a_E : Q \rightarrow \{0,1\}$. The usual case is that $Q = \{0,1\}^n$ for some integer $n \geq 1$, $n$ is called the keylength of $E$. Starting from an initial state $x^0 \in Q$, in each time unit $i$, $E$ outputs a key bit $y_i = a_E(x^i)$ and changes the inner state according to $x^{i+1} = \delta_E(x^i)$. For each initial state $x \in \{0,1\}^n$ we denote by $y = E(x)$ the keystream $y = y_0, y_1, \ldots$ produced by $E$ when starting on $x$.

Keystream generators are designed for fast online encryption of bitstreams which have to pass an insecure channel. A standard application is to ensure the over-the-air privacy of communicating via mobile cellular telephones. A plaintext bit stream $p_0, p_1, p_2, \ldots$ is encrypted into a ciphertext bitstream $e_0, e_1, e_2, \ldots$ via the rule $e_i = p_i \oplus y_i$, where $y = E(x)$. The legal receiver knows $x$ and can decrypt the bitstream using the same rule. The only secret information is the initial state $x$, which is exchanged before starting the transmission using a suitable key-exchange protocol. It is usual to make the pessimistic assumption that an attacker knows not only the encrypted bitstream, but even some short piece of
the plaintext, and, therefore, can easily compute some piece of the keystream. Consequently, one necessary criterion for the security of a keystream generator is that there is no feasible way to compute the secret initial state $x$ from $y = E(x)$. Observe that a trivial exhaustive search attack needs time $n^{O(1)}2^n$.

In this paper we suggest a new type of attack against keystream generators, which we will call FBDD-attack, and show that LFSR-based keystream generators are vulnerable against FBDD-attacks. We will call a generator to be LFSR-based if it consists of two components, a linear bitstream generator $L$ which generates for each initial state $x \in \{0,1\}^n$ a linear bitstream $L(x)$ by one or more parallel LFSRs, and a compressor $C$ which transforms the internal bitstream into the output keystream $y = C(L(x))$. Due to the ease of implementing LFSRs in hardware, and due to the nice pseudorandomness properties of bitstreams generated by maximal length LFSRs, many keystream generators occurring in practice are LFSR-based.

FBDD is the abbreviation for free binary decision diagrams, a data structure for representing and manipulating Boolean function, which were introduced by Gergov and Meinel in [9] and Sieling and Wegener in [16]. Due to specific algorithmic properties, FBDDs and in particular Ordered BDDs (OBDDs), a special kind of FBDDs, became a very useful tool in the area of automatic hardware verification (see also the paper of Bryant [4] who initiated the study of graph-based data structures for Boolean function manipulation). The important properties of FBDDs are that they can be efficiently minimised, that they allow an efficient enumeration of all satisfying assignments, and that the minimal FBDD-size of a Boolean function is not much larger than the number of satisfying assignments. We show that these properties can also be successfully used for cryptanalysis. The problem of finding a secret key $x$ fulfilling $y = E(x)$ for a given encryption algorithm $E$ and a given ciphertext $y$ can be reduced to finding the minimal FBDD $P$ for the decision if $x$ fulfills $y = E(x)$. If the length of $y$ is close to the unicity distance of $E$ then $P$ is small, and $x$ can be efficiently computed from $P$. The main result of this paper is that the special structure of LFSR-based keystream generators implies a nontrivial dynamic algorithm for computing this FBDD $P$.

In particular, the weakness of LFSR-based keystream generators is that the compressor $C$ has to produce the keystream in an online manner. For getting a high bitrate, $C$ should use only a small memory, and should consume only a few new internal bits for producing the next output bit. These requirements imply that the decision if an internal bitstream $z$ generates a prefix of a given keystream $y$ via $C$ can be computed by small FBDDs. This allows to compute dynamically a sequence of FBDDs $P_m$, $m \geq n$, which test a given initial state $x \in \{0,1\}^n$ whether $C(L_{\leq m}(x))$ is prefix of $y$, where $L_{\leq m}(x)$ denotes the first $m$ bits of the internal linear bitstream generated via $L$ on $x$. On average, the solution becomes unique for $m \geq \lceil \alpha^{-1}n \rceil$, where $\alpha$ denotes the rate of information which $C$ reveals about the internal bitstream. The FBDDs $P_m$ are small at the beginning and again small if $m$ approaches $\lceil \alpha^{-1}n \rceil$, and we will show that all intermediate FBDDs have a size of at most $n^{O(1)}2^{(1-\alpha)/(1+\alpha)n}$. For all $m$ the FBDD $P_m$ has
to read the first ⌈γm⌉ bits of the keystream, where γ denotes the best case compression ratio of C. Thus, our algorithm computes the secret initial state x from the first ⌈γα−1n⌉ bits of y = E(x). Observe that γ = α if C consumes always the same number of internal bits for producing one output bit, and α < γ if not. It holds γα−1 ≤ 2.5 in all our examples. Note that for gaining a high bit-rate, α and γ should be as large as possible. Our results say that a higher bit-rate has to be paid by a loss of security.

One advantage of the FBDD-attack is that it is a short-keystream attack, i.e., the number of keybits needed for computing the secret initial state x ∈ {0, 1}^n is at most cn for some small constant c ≥ 1. We apply the FBDD-attack to some of the keystream generators which are most intensively discussed in the current literature, the A5/1 generator which is used in the GSM standard, the self-shrinking generator, and the E₀-encryption standard, which is included in the Bluetooth wireless LAN system. For all these ciphers, the FBDD-attack has a better time behaviour than all short-keystream attacks known before. In some cases there have been obtained long-keystream attacks which have a better time behaviour. They use a time-memory tradeoff technique suggested by Golić and are based on the assumption that a long piece of keystream of length 2^dn, d < 1 some constant, is available. We give an overview on previous results and the relations to our results in section [7].

The paper is organized as follows. In section [2] we give some formal definitions concerning LFSR-based keystream generators and present the keystream generators which we want to cryptanalyze. In section [3] FBDDs are introduced. In section [4] we derive FBDD-relevant properties of LFSR-based keystream generators. In section [5] we define the relevant parameters of LFSR-based keystream generators and formulate the main result. Our cryptanalysis algorithm is presented in section [6] and is applied to particular generators in section [7]. Due to space restrictions we cannot present all proofs and BDD-constructions in this extended abstract. The complete version of this paper can be received from [11].

At first glance it may seem contradictory that we consider practical ciphers like the A5/1 generator with variable keylength n. But observe that definitions of LFSR-based keystream generators, even if they originally were designed for fixed keylength, can be generalized to variable keylength in a very natural way, simply by considering the internal LFSRs to have variable length. Considering variable key-length n allows to evaluate the security of ciphers in terms of how many polynomial time operations are necessary for breaking the cipher. This ‘rough’ way of security evaluation is sufficient in our context, since the aim of this paper is to present only the general algorithmic idea of the FBDD-attack, to give a rather rough estimation of the time behaviour, and to show an inherent weakness of LFSR-based generators. For practical implementations of FBDD attacks against real-life generators much more effort has to be invested for making the particular polynomial time operations as efficient as possible, see the discussion in section [8].
2 LFSR-Based Keystream Generators

Let us call a keystream generator to be LFSR-based if the generation rule $y = E(x)$ can be written as $y = C(L(x))$, where $L$ denotes a linear bitstream generator consisting of one or more LFSRs, and $C : \{0,1\}^* \longrightarrow \{0,1\}^*$ a nonlinear compression function, which transforms the internal linear bitstream $L(x)$ into the nonlinear (compressed) output keystream $y = C(L(x))$.\footnote{C compresses the internal bit-stream in an online manner, i.e., $C(z')$ is prefix of $C(z)$ if $z'$ is prefix of $z$, for all $z, z' \in \{0,1\}^*$. This justifies to write $y = C(L(x))$ despite of the fact that $L(x)$ is assumed to be infinitely long.} Formally, an $n$-LFSR is a device which produces a bitstream

$$ L(x) = L_0(x), L_1(x), \ldots, L_m(x), \ldots $$

on the basis of a public string $c = (c_1, \ldots, c_m) \in \{0,1\}^n$, the generator polynomial, and a secret initial state $x = (x_0, \ldots, x_{n-1}) \in \{0,1\}^n$, according to the relation

$$ L_i(x) = x_i \quad \text{for} \quad 0 \leq i \leq n - 1 $$

$$ L_m(x) = c_1 L_{m-1}(x) \oplus c_2 L_{m-2}(x) \oplus \ldots \oplus c_n L_{m-n}(x) \quad \text{(1)} $$

for $m \geq n$. Observe that for all $m \geq 1$, $L_m(x)$ is a GF(2)-linear Boolean function in $x_0, \ldots, x_{n-1}$ which can be easily determined via iteratively applying (1).

A linear bitstream generator $L$ of keylength $n$ is defined to be an algorithm which, for some $k \geq 1$, generates a linear bitstream $L(x)$

$$ L(x) = L_0(x), L_1(x), L_2(x), \ldots $$

by $k$ parallel LFSRs $L^0, \ldots, L^{k-1}$ of keylengths $n_0, \ldots, n_{k-1}$, where $n = n_0 + \ldots + n_{k-1}$. The initial states $x \in \{0,1\}^n$ for $L$ are formed by the initial states $x^r \in \{0,1\}^{n_r}$, $r = 0, \ldots, k - 1$, of $L^0, \ldots, L^{k-1}$. $L$ produces in each time unit $j \geq 0$ the bit $L_j(x)$ according to the rule $L_j(x) = L_s^r(x^r)$, where $r = j \mod k$ and $s = j \div k$. Observe that for all $j \geq 0$ $L_j(x)$ is a GF(2)-linear function in $x$.

The motivation for taking LFSRs as building blocks for keystream generators is that they can be easily implemented using $n$ register cells connected by a feedback channel. Moreover, if the generator polynomial is primitive, they produce bit streams with nice pseudorandomness properties (maximal period, good auto correlation and local statistics). See, e.g., the monograph by Golomb \cite{10} or the article by Rueppel \cite{15} for more about the theory of shift register sequences. Clearly, LFSR-sequences alone do not provide any cryptographic security. Thus, the aim of the compression function $C : \{0,1\}^* \longrightarrow \{0,1\}^*$ is to destroy the low linear complexity of the internal linear bit stream while preserving its nice pseudorandomness properties. Many keystream generators occurring in practice are LFSR-based in the above sense. We investigate the following types of generators.

One classical construction (see, e.g., \cite{10} and \cite{15}) is to combine $k$ parallel LFSRs $L^0, \ldots, L^{k-1}$ with an appropriate connection function $c : \{0,1\}^k \longrightarrow \{0,1\}^*$.

ThemotivationfortakingLFSRsasbuildingblocksforkeystreamgenerators despite of the fact that $L(x)$ is assumed to be infinitely long.
{0, 1}. The keystream $y = y_0, y_1, y_2, \ldots$ is defined via the rule
\[
y_j = c(L_j^0(x^0), \ldots, L_j^{k-1}(x^{k-1})), \quad j \geq 0,
\]
where $x^r$ denotes the initial state for $L^r$, for $r = 0, \ldots, k-1$. Let us call generators of this type Connect-$k$ constructions.

The Self-Shrinking Generator was introduced by Meier and Staffelbach in [14]. It consists of only one LFSR $L$. The compression is defined via the shrinking function $\text{shrink}: \{0, 1\}^2 \rightarrow \{0, 1, \varepsilon\}$, defined as $\text{shrink}(ab) = b$, if $a = 1$, and $\text{shrink}(ab) = \varepsilon$, the empty word, otherwise. The shrinking-function is extended to bit-strings of even length $r$ as
\[
\text{shrink}(z_0 z_1 \ldots z_{r-1}) = y_0 y_1 \ldots y_{r/2-1},
\]
where $y_i = \text{shrink}(z_{2i}, z_{2i+1})$ for $i = 0, \ldots, r/2 - 1$. For each initial state $x$ for $L$, the self-shrinking generator produces the keystream $y$ according to $y = \text{shrink}(L(x))$.

The $E_0$ Generator is the keystream generator used in the Bluetooth wireless LAN system [3]. It is defined as $E_0(x) = C(L(x))$, where the linear bitstream generator $L$ of $E_0$ consists of 4 LFSRs $L^0, \ldots, L^3$. The compression is organized by a finite automaton $M$ with external input alphabet $\{0, 1, 2\}$, state space $Q = \{0, 1, \ldots, 15\}$ and output alphabet $\{0, 1\}$, which is defined by an output function $a: Q \times \{0, 1, 2\} \rightarrow \{0, 1\}$ and a state transition function $\delta: Q \times \{0, 1, 2\} \rightarrow Q$.

The exact specification of $M$ is published in [3] but does not matter for our purpose and is therefore omitted.

The compression $C(z) = y = y_0 y_1 \ldots y_{m-1}$ of an internal bit-stream
\[
z = z_0^0 z_0^1 z_1^0 z_1^1 z_2^0 z_2^1 z_3^0 z_3^1 \ldots z_{m-1}^0 z_{m-1}^1 z_m^0 z_m^1 z_{m-1}^2 z_m^2 \ldots z_{m-1}^3
\]
is defined as $y_j = a(q_j, s_j) \oplus t_j$, where $s_j = (z_j^0 + z_j^1 + z_j^2 + z_j^3)$ div 2 and $t_j = (z_j^0 + z_j^1 + z_j^2 + z_j^3) \bmod 2$, for all $0 \leq j \leq m - 1$. The actual inner state is updated in each cycle according to the rule $q_{j+1} = \delta(q_j, s_j)$, where $q_0$ denotes the initial state of $M$. In practice, the $E_0$ generator is used with key length 128, the four LFSRs have lengths 39, 33, 31, 25.

The $E_0$ Encryption Standard in the two-level mode (for short, $E_0^2$-Generator) of keylength $n$ combines two $E_0$ devices of internal keylength $N \geq n$ in the following way. For $x \in \{0, 1\}^n$ it holds $y = E_0^2(x) = E_0(z)$, where $z$ denotes the prefix of length $N$ of $E_0(u)$, and where
\[
u = (x_0, \ldots, x_{n-1}, U_n(x), \ldots, U_{N-1}(x)).
\]
$U_i, i = n \ldots N - 1$, are public GF(2)-linear functions in $(x_0, \ldots, x_{n-1})$. In practice, the string $u$ results from putting $n$ secret bits together with $N - n$ known dummy bits into the LFSRs and running them a certain number of steps. The Bluetooth system uses $N = 128$, and $n$ can be chosen as 8, 16, 32, or 64. The reason for choosing a larger internal key length $N$ is to achieve a larger effective key length in $n$. 


The A5/1 Generator is used in the GSM standard. The definition was discovered by Briceno et al. [5] via reverse engineering. The A5/1 generator of key-length $n$ consists of 3 LFSRs $L^0$, $L^1$, and $L^2$ of key-lengths $n_0$, $n_1$, and $n_2$. In each time step $i$, the output key bit $y_i$ is the XOR of the actual output bits of the 3 LFSRs. A clock control decides in each timestep which of the 3 LFSRs are shifted, and which not. The clock control takes for all $k \in \{0, 1, 2\}$ a control value $c_k$ from the $N_k$th register cell of $L^k$, and computes the control value $m = maj_3(c_0, c_1, c_2)$. \footnote{maj$_3$ is defined to output $c \in \{0, 1\}$ iff at least 2 of its 3 arguments have value $c$.} LFSR $L^k$ is shifted if $m = c_k$, for $k = 0, 1, 2$. The control positions $N_k$ are fixed and fulfill $N_k \in \left\{ \left\lceil \frac{n_k}{2} \right\rceil - 1, \left\lfloor \frac{n_k}{2} \right\rfloor \right\}$.

This keystream generation rule can be written down in a $y = C(L(x))$ fashion in the following way. Given an internal bitstream $z = (z_0^0, z_0^1, z_1^0, z_1^2, \ldots, z_m^0, z_m^1, \ldots)$ the keystream $y = C(z)$ is defined as follows. In each timestep, $C$ holds 3 output positions $i[0], i[1], i[2]$ and 3 control positions $j[0], j[1], j[2]$. $C$ outputs $x^{0}_{i[0]} + x^{1}_{i[1]} + x^{2}_{i[2]}$, computes the new control value $m = maj_3(x^{0}_{j[0]}, x^{1}_{j[1]}, x^{2}_{j[2]})$, and updates the $i$- and $j$-values via $i[k] := i[k] + 1$ and $j[k] := j[k] + 1$, for those $k \in \{0, 1, 2\}$ for which $m = x^{k}_{j[k]}$. The output positions are initialized by 0. The control positions are initialized by $N_0, N_1, N_2$.

Note that in the GSM standard the A5/1 generator is used with key length 64, the 3 LFSRs have lengths 19, 22 and 23.

## 3 Binary Decision Diagrams (BDDs)

For $m$ a natural number let $X_m$ denote the set of $m$ Boolean variables \{x$_0$, \ldots, x$_{m-1}$\}. A BDD $P$ over $X_m$ is an acyclic directed graph with inner nodes of outdegree 2, a distinguished inner node of indegree 0, the source, and two sink nodes of outdegree 0, one 0-sink and one 1-sink. All inner nodes, i.e., nodes of outdegree $\geq 0$, are labelled with queries $x_i$?, $0 \leq i \leq m - 1$, and are left by one edge labelled 0 (corresponding to the answer $x_i = 0$) and one edge labelled 1 (corresponding to the answer $x_i = 1$). Each assignment $b$ to the $X_m$-variables defines a unique computational path in $P$, which will be called the $b$-path in $P$. The $b$-path starts at the source, answers always $b_i$ on queries $x_i$? and, thus, leads to a unique sink. The label of this sink is defined to be the output $P(b) \in \{0, 1\}$ of $P$ on input $b \in \{0, 1\}^m$. We denote by $One(P) \subseteq \{0, 1\}^m$ the set of inputs accepted by $P$, $One(P) = \{b \in \{0, 1\}^m; P(b) = 1\}$. Each BDD $P$ over $X_m$ computes a unique function $f : \{0, 1\}^m \rightarrow \{0, 1\}$, by $f(b) = 1 \iff b \in One(P)$. The size of $P$, $|P|$, is defined to be the number of inner nodes of $P$. Two BDDs are called equivalent if they compute the same function.

We call an BDD $P$ to be a free binary decision diagram (FBDD) if along each computational path in $P$ each variable occurs at most once. In [9] and [16] it was observed that FBDDs can be efficiently minimized with respect to all equivalent FBDDs which read the input variables in an equivalent order. The equivalence of orders of reading the input variables is expressed by using the notion of graph orderings.
Definition 1. A graph ordering $G$ of $X_m$ is an FBDD over $X_m$ with only one (unlabelled) sink, for which on each path from the root to the sink all $m$ variables occur.

Graph orderings are not designed for computing Boolean functions. Their aim is to define for each assignments $b = (b_0, \ldots, b_{m-1})$ to $X_m$ a unique variable ordering $\pi_G(b) = (x_{i_1(b)}, \ldots, x_{i_m(b)})$, namely the ordering in which the variables are requested along the unique $b$-path in $G$.

Definition 2. An FBDD is called $G$-driven, for short, $G$-FBDD, if the ordering in which the variables are requested along the $b$-path in $P$ respects $\pi_G(b)$, for all assignments $b$. I.e., there do not exist assignments $b$, variables $x_i$ and $x_j$ such that $x_i$ is requested above $x_j$ at $\pi_G(b)$, but below $x_j$ at the $b$-path in $P$.

A special, extensively studied variant of FBDDs are Ordered Binary Decision Diagrams (OBDDs). An FBDD $P$ is called OBDD with variable ordering $\pi$ (for short $\pi$-OBDD) if all pathes in $P$ respect $\pi$.

We need the following nice algorithmic properties of graph-driven FBDDs. Let $f, g : \{0,1\}^m \rightarrow \{0,1\}$ be Boolean functions, let $G$ be a graph ordering for $X_m$, and let $P$ and $Q$ be $G$-driven FBDDs for $f$ and $g$, respectively.

Property 3.01 There is an algorithm MIN which computes from $P$ in time $O(|P|)$ the (uniquely defined) minimal $G$-driven FBDD $\min(P)$ for $f$.

Property 3.02 It holds that $|\min(P)| \leq m|\One(P)|$.

Property 3.03 There is an algorithm SYNTH which computes in time $O(|P||Q||G|)$ a $G$-driven FBDD $P \land Q$, $|P \land Q| \leq |P||Q||G|$, which computes $f \land g$.

Property 3.04 There is another algorithm SAT which enumerates all elements in $\One(P)$ in time $O(|\One(P)||P|)$.

See, e.g., the book by Wegener [17] for a detailed description and analysis of the OBDD- and FBDD-algorithms. FBDDs together with the procedures MIN, SYNTH and SAT will be the basic data structure used in our cryptanalysis. Instead giving explicite examples of FBDDs we refer to the following relation between algorithms and FBDDs, see, e.g. [12]. Let $F \subseteq \{0,1\}^*$ decision problem written as a sequence of Boolean functions $(F_m : \{0,1\}^m \rightarrow \{0,1\})_{m \in \mathbb{N}}$.

Theorem 1. Suppose that $F$ can be decided by an algorithm $A$ which reads each input bit at most once and uses for all $m \geq 1$ and all inputs of length $m$ at most $s(m)$ memory cells. Then, for all $m \geq 1$, $A$ provides an efficient construction of an FBDD $P_m$ of size $O(m2^{s(m)})$ for $F_m$. □
Scetch of a Proof. The inner nodes of $P_m$ are organized in $m$ disjoint levels. Each level $j$, $1 \leq j \leq m$, contains potentially one node $v^j_r$ for each possible assignment $r \in \{0,1\}^{s(m)}$ to the memory cells used by $A$ on inputs of length $m$. This implies the size bound claimed in the Theorem. $P_m$ is constructed top down. The first inner node we insert to $P_m$ is the root $v^1_{r_0}$ labelled by $x_{i_1}$, where $r_0$ denotes the initial assignment of the memory cells and $i_1$ the position of the first input bit read by $A$. If we have inserted an inner node $v = v^j_r$, labelled by $x_{i_1}$, to $P_m$ than for all $b \in \{0,1\}$ the $b$-successor $v'$ of $v$ is constructed as follows. If $A$ starting on configuration $r$ after reading $x_{i_1} = b$ stops accepting (resp. rejecting) without reading another input bit then $v'$ is defined to be the 1-sink (resp. the 0-sink). Otherwise let $r'$ denote the first configuration when $A$ is going to read a new input bit, say $x_k$. Then $v'$ is defined to be $v^{j+1}_{r'}$ labelled by $x_k$. $\blacksquare$

4 FBDD-Aspects of Key-Stream Generators

Let $E$ be a LFSR-based keystream generator of key-length $n$ with linear keystream generator $L$ and compression function $C : \{0,1\}^* \rightarrow \{0,1\}^*$. Let $x \in \{0,1\}^n$ denote an initial state for $L$.

Definition 3. For all $m \geq 1$ let $G^C_m$ denote the graph ordering, which assigns to each internal bitstream $z$ the order in which $C$ reads the first $m$ bits of $z$.

Observe that for the $E_0$ generator, the self-shrinking generator, as well as for Connect-$k$ generators, the order in which the compressor reads the internal bits does not depend of the internal bitstream itself, i.e., $G^C_m$ has size $m$ and $G^C_m$-driven FBDDs are OBDDs. But in the case of the A5/1 generator, this order is governed by the clock control, and can be different for different inputs. The efficiency of our cryptanalysis algorithm is based on the following FBDD assumption on $E$.

FBDD Assumption. The graph ordering $G^C_m$ has polynomial size in $m$. Moreover, for arbitrary keystreams $y$, the predicate if for given $z \in \{0,1\}^m$ $C(z)$ is prefix of $y$ can be computed by $G^C_m$-FBDDs of polynomial size in $m$.

It is quite easy to see that the compression function of a Connect-$k$ generators, defined by a function $c : \{0,1\}^k \rightarrow \{0,1\}$, fulfils the FBDD-assumption. The compressor reads the internal bits in the canonical order $\pi = 0,1,2,3,\ldots$. Linear size $\pi$-OBDDs which decide whether $z \in \{0,1\}^m$ generates the first $\lfloor m/k \rfloor$ bits of a given keystream $y$ via $c$ can be constructed, via Theorem $[\text{1}]$ according to the following algorithm.

1. For $j := 0$ to $\lfloor m/k \rfloor$
2. if $c(z_0^j, \ldots, z_{k-1}^j) \neq y_j$ then stop(0)
3. stop(1)

Quadratic size $\pi$-OBDDs which decide for $z \in \{0,1\}^m$ whether $\text{shrink}(z)$ is prefix of a given keystream $y$ can be constructed, via Theorem $[\text{1}]$ according to the following algorithm.
1. \( k := 0, \ j := 0 \)
2. while \( j < m - 1 \)
3. \( \) if \( z_j = 0 \)
4. \( \) then \( j := j + 2 \)
5. \( \) else
6. \( \) if \( z_{j+1} = y_k \)
7. \( \) then \( j := j + 2, \ k := k + 1 \)
8. \( \) else stop(0)
9. \( \) stop(1)

The FBDD constructions for all the \( E_0^- \), the \( E_2^- \), and the A5/1 are sketched in section 7, resp. can be studied in the long version [11].

We still need to estimate the size of FBDDs which decide whether a given \( z \in \{0, 1\}^m \) is a linear bit-stream.

**Lemma 1.** For all \( m \geq n \), the decision whether \( z \in \{0, 1\}^m \) is generated via linear bitstream generator \( L \) of keylength \( n \) can be computed by a \( G_C^m \)-driven FBDD of size at most \( |G_C^m|2^{m-n} \).

**Proof:** Let \( V_m \) denote the set of inner nodes of \( G_C^m \). We construct a \( G_C^m \)-driven FBDD \( R_m \) with the set \( W_m = V_m \times \{0, 1\}^{m-n} \) of inner nodes.

For all initial states \( x \in \{0, 1\}^n \) and all internal positions \( j, n \leq j \leq m - 1 \), write \( L_j(x) \) as

\[
L_j(x) = \bigoplus_{k=0}^{n-1} L_{k,j}x_k.
\]

\( G_C^m \) ensures that \( x_k \) is always read before \( x_j \) if \( L_{k,j} = 1 \).

Let the root of \( R_m \) be the node \((v_0, 0)\) where \( v_0 \) denotes the root of \( G_C^m \). Let all nodes \((v, b)\) have the same label as \( v \) does in \( G_C^m \). The edges of \( R_m \) are defined according to the following rules. Let \( v \in V_m \) and \( b = (b_n, \ldots, b_{m-1}) \in \{0, 1\}^{m-n} \) be arbitrarily fixed. For \( c \in \{0, 1\} \) let \( v(c) \) be the \( c \)-successor of \( v \) in \( G_C^m \). We have to distinguish two cases.

- \( v \) is labelled with some \( x_k, 0 \leq k \leq n - 1 \). Then, for all \( c \in \{0, 1\} \), the \( c \)-successor of \((v, b)\) is \((v(c), b(c))\), where \( b(c) = (b_0 \oplus L_{k,n}c, \ldots, b_{r-1} \oplus L_{k,m-1}c) \).
- \( v \) is labelled with some \( x_j, n \leq j \leq m - 1 \). Then, for all \( c \in \{0, 1\} \), if \( b_{j-n} \neq c \), the \( c \)-successor of \((v, b)\) is the 0-sink. If \( b_{j-n} = c \) and \( v(c) \) is the *-sink, then let the \( c \)-successor of \((v, b)\) be the 1-sink. Otherwise let the \( c \)-successor of \((v, b)\) be \((v(c), b)\).

It can be easily checked that \( R_m \) (after removing non-reachable nodes) matches all requirements of the Lemma. □

## 5 The Main Result

We fix an LFSR-based keystream generator of key-length \( n \) with linear bitstream generator \( L \) and a compression function \( C \). We assume that for all
$m \geq 1$ the probability that $C(z)$ is prefix of $y$ for a randomly chosen and uniformly distributed $z \in \{0, 1\}^m$ is the same for all keystreams $y$. Observe that all generators occurring in this paper have this property. Let us denote this probability by $p_C(m)$.

The cost of our cryptanalysis algorithm depends on two parameters of $C$. The first is the information rate (per bit) which a keystream $y$ reveals about the first $m$ bits of the underlying internal bitstream. It can be computed as

$$\frac{1}{m} I(Z^{(m)}, Y) = \frac{1}{m} \left( H(Z^{(m)}) - H(Z^{(m)}|Y) \right) = \frac{1}{m} (m - \log(p_C(m)2^m)) = -\frac{1}{m} \log(p_C(m)).$$

where $Z^{(m)}$ denotes a random $z \in \{0, 1\}^m$ and $Y$ a random keystream.

As the compression algorithm computes the keystream in an online manner, the time difference between two succeeding key bits should be small in the average, and not vary too much. This implies the following partition rule: Each internal bit-stream $z$ can be divided into consecutive elementary blocks $z = z^0 z^1 \ldots z^{s-1}$, such that $C(z) = y_0 y_1 \ldots y_{s-1}$ with $y_j = C(z^j)$ for all $j = 0, \ldots, s - 1$, and the average length of the elementary blocks is a small constant. This partition rule implies that $p_C(m)$ can be supposed to behave as $p_C(m) = 2^{-\alpha m}$, for a constant $\alpha \in (0, 1]$. Due to (2), $\alpha$ coincides with the information rate of $C$.

The second parameter of $C$ is the maximal number of output bits which $C$ produces on internal bitstreams of length $m$. Due to the partition rule, this value can be supposed to behave as $\gamma m$, for some constant $\gamma \in (0, 1]$. We call $\gamma$ to be the (best case) compression ratio of $C$.

Observe that if $C$ always reads the same number $k$ of internal bits for producing one output bit, then $\alpha = \gamma = \frac{1}{k}$. If this number is not a constant then $\alpha$ can be obtained by the formulae

$$2^{-\alpha m} = p_C(m) = \sum_{i=0}^{\lceil \gamma m \rceil} 2^{-i} \text{Prob}_z [\|C(z)\| = i],$$

where $z$ denotes a random, uniformly distributed element from $\{0, 1\}^m$. Observe that (3) yields $\gamma \geq \alpha$, i.e. $\gamma \alpha^{-1} \geq 1$.

For all $x \in \{0, 1\}^n$ and $m \geq 1$ let $L_{\leq m}(x)$ denote the first $m$ bits of $L(x)$. Note the following design criterion for well-designed keystream generators.

**Pseudorandomness Assumption.** For all keystreams $y$ and all $m \leq \lfloor \alpha^{-1} n \rfloor$ it holds that

$$\text{Prob}_z [C(z) \text{ is prefix of } y] \approx \text{Prob}_x [C(L_{\leq m}(x)) \text{ is prefix of } y],$$

where $z$ and $x$ denote uniformly distributed random elements from $\{0, 1\}^m$ and $\{0, 1\}^n$, respectively.
Lemma 2. If the keystream generator fulfills the above pseudorandomness assumption then for all keystreams $y$ and $m \leq \alpha^{-1}n$ there are approximately $2^{n-\alpha m}$ initial states $x$ for which $C(L_m(x))$ is prefix of $y$. □

Observe that a severe violation of the pseudorandomness assumption implies the possibility of attacking the cipher via a correlation attack. Our main result can now be formulated as

Theorem 2. Let $E$ be an LFSR-based keystream generator of key-length $n$ with linear bit-stream generator $L$, and compression function $C$ of information rate $\alpha$ and (best case) compression ratio $\gamma$. Let $C$ and $L$ fulfill the BDD- and the pseudorandomness assumption. Then there is an $O(1)$ time bounded algorithm, which computes the secret initial state $x$ from the first $\lceil \gamma \alpha^{-1}n \rceil$ consecutive bits of $y = C(L(x))$.

As usual, we define the effective key length of a cipher of key length $n$ to be the minimal number of polynomial time operations that are necessary to break the cipher. We obtain a bound of $\frac{1-\alpha}{1+\alpha} n$ for the effective key length of keystream generators which fulfill the above conditions.

6 The Algorithm

Let us fix $n$, $E$, $L$, $C$, $\alpha$ and $\gamma$ as in Theorem 2. For all $m \geq 1$ let $G_m$ denote the graph ordering defined by $C$ on internal bitstreams of length $m$. Let $y$ be an arbitrarily fixed keystream which was generated via $E$. For all $m \geq 1$ let $Q_m$ denote a minimal $G_m$-FBDD which decides for $z \in \{0,1\}^m$ whether $C(z)$ is prefix of $y$. Observe that $Q_m$ has to read the first $\lceil \gamma m \rceil$ bits of $y$. The FBDD-assumption yields that $Q_m$ has polynomial size in $m$.

For $m \geq n$ let $P_m$ denote the minimal $G_m$-driven FBDD which decides whether $z \in \{0,1\}^m$ is a linear bitstream generated via $L$ and if $C(z)$ is prefix of $y$. Observe that by Property 3.03 and Lemma 1

Lemma 3. $|P_m| \leq |Q_m||G_m|^\frac{2}{2m-n}$ for all $m \geq n$. □

The strategy of our algorithm is simple, it dynamically computes $P_n$ for $m = n, \ldots, \lceil \alpha^{-1}n \rceil$. Lemma 2 implies that for $m = \lceil \alpha^{-1}n \rceil$ with high probability only one bit-stream $z^*$ will be accepted by $P_m$. Due to property 3.04 this bit-stream can be efficiently computed. The first $n$ components of $z^*$ form the initial state that we are searching for.

For all $m \geq n$ let $S_m$ denote a minimal $G_m$-FBDD which decides for $z = (z_0, \ldots, z_m)$ whether $z_m = L_m(z_0, \ldots, z_{n-1})$. From Lemma 1 we obtain that $|S_m| \leq 2|G_m|$. Now our algorithm can be formulated as

1. $P := Q_n$
2. For $m := n + 1$ to $\lceil \alpha^{-1}n \rceil$
3. $P := \min(P \land Q_m \land S_{m-1})$
For the correctness of the minimization in step (3) observe that the definition of \( G_m \) implies that \( G_m \) is \( G_{m'} \)-driven for all \( m' \geq m \). It follows from the definitions that for all \( m \geq n \) \( P \) coincides with \( P_m \) after iteration \( m \).

The FBDD-operation \( \min(P \land Q_m \land S_{m-1}) \) takes time \( p(m)|P_{m-1}| \) for some polynomial \( p \). Consequently, the running time of the algorithm can be estimated by

\[
n^{O(1)} \max\{|P_m|, m \geq n\}.
\]

Observe that on the one hand, by Lemma 3, \( |P_m| \leq p'(m)2^{m-n} \) for some polynomial \( p' \), while on the other hand, by Property 3.02 and Lemma 2, \( |P_m| \leq m|\text{One}(P_m)| \), where

\[
|\text{One}(P_m)| \approx 2^{n-\alpha m} = 2^{(1-\alpha)n-\alpha(m-n)}.
\]

Consequently, \( |P_m| \) does not exceed \( n^{O(1)}2^{\alpha n} \), where \( \alpha(n) \) is the solution of

\[
2^{\alpha(n)} = 2^{(1-\alpha)n-\alpha r(n)}
\]

which yields \( \alpha(n) = \frac{1}{1+\alpha} n \). We have proved Theorem 2. \( \Box \)

7 Applications

We apply Theorem 2 to the keystream generators introduced in section 2. We suppose that these generators fulfill the pseudorandomness assumption, otherwise the running time estimations of our cryptanalysis hold on average. It remains to determine the information rate and the compression ratio, and to prove that the FBDD-assumption is true. For the Connect-\( k \) construction it holds \( \alpha = \gamma = \frac{1}{k} \). The FBDD-assumption has shown to be true in section 4.

Theorem 3. For all \( k \geq 2 \) and all stream ciphers \( E \) of key-length \( n \) which are a Connect-\( k \) construction, our algorithm computes the secret initial state \( x \in \{0,1\}^n \) from the first \( n \) bits of \( y = E(x) \) in time \( n^{O(1)}2^{\frac{k-1}{k}n} \). \( \Box \)

This is, as far as we know, the best known general upper bound on the effective key-length of the Connect-\( k \) construction. Observe that the initial state of one LFSR can be computed efficiently if the initial states of the other LFSRs are known. This leads to a Divide-and-Conquer attack of time \( n^{O(1)}2^{\frac{k-1}{k}n} \) which is slightly worth than our result.

For the \( E_0 \)-encryption standard in the one-level mode we obtain \( \alpha = \gamma = \frac{1}{4} \). The decision if a given internal keystream \( z \in \{0,1\}^m \) yields a prefix of a given keystream \( y \) can be computed by \( \pi \)-OBDDs of linear size, see [11], i.e. \( E_0 \) fulfills the FBDD-assumption. We obtain

Theorem 4. For the \( E_0 \)-encryption standard with key-length \( n \), our algorithm computes the secret initial state \( x \in \{0,1\}^n \) from the first \( n \) bits of \( y = E_0(x) \) in time \( n^{O(1)}2^{0.6n} \). \( \Box \)
Observe that $128 \cdot 0.6 \approx 77$. Note that the best known attacks against the $E_0$ generator of key length 128 were derived by Fluhrer and Lucks [7] and Canniere [6]. [7] contains a tradeoff result between time and length of available keystream. It varies from $2^{84}$ necessary encryptions if 132 bit are available to $2^{73}$ necessary encryptions if $2^{43}$ bits are available.

Let us now consider the $E_0$ generator in the two level mode with real key length $n$ and internal key length $N \geq n$. Observe that $E_0^2$ needs $4 \cdot 4 = 16$ internal bits per key bit for producing the first $N/4$ key bits, while for later key bits only 4 internal bits per key bit are needed. Observe further that our algorithm reaches maximal FBDD-size in iteration $m^* := n + \frac{1 - \alpha}{1 + \alpha} n$. For $\alpha = 1/16$ this gives $m^* = 32/17 n$. As $m^*/16 < N/4$ we obtain $\alpha = \gamma = 1/16$ as relevant parameters for our algorithm on $E_0^2$. The decision if a given internal keystream $z \in \{0,1\}^m$ yields a prefix of a given keystream $y$ can be computed by $\pi$-OBDDs of size $O(m)$, where the constant hidden in $O$ is quite large, see [11]. Taking into account that $\frac{1 - \alpha}{1 + \alpha} = \frac{15}{17} \approx 0.8824$ we get

**Theorem 5.** For the $E_0^2$-encryption generator with key-length $n$, our algorithm computes the secret initial state $x \in \{0,1\}^n$ from the first $n$ bits of $y = E_0^2(x)$ in time $n^O(1)2^{0.8824n}$. □

As far as we know this is the first nontrivial upper bound on the key length of the $E_0^2$ generator.

Concerning the self-shrinking generator observe that for all even $m$ and all keystreams $y$, shrink$(z)$ is prefix of $y$ for exactly $3^{m/2}$ strings $z$ of length $m$. We obtain an information rate $\alpha = 1 - \log(3)/2 \approx 0.2075$ for the self-shrinking generator by evaluating the relation $2^{-\alpha m/2} \approx 3^{m/2}$. The (best case) compression ratio of the self-shrinking generator is obviously 0.5. That the self-shrinking generator fulfils the FBDD-condition was already shown in section [4]. Taking into account that for $\alpha = 0.2075$ it holds $\frac{1 - \alpha}{1 + \alpha} \approx 0.6563$ and $0.5\alpha^{-1} \approx 2.41$ we get

**Theorem 6.** For the self-shrinking generator of an $n$-LFSR $L$, our algorithm computes the secret initial state $x \in \{0,1\}^n$ from the first $\lceil 2.41n \rceil$ bits of $y = \text{shrink}(L(x))$ in time $n^O(1)2^{0.6563n}$. □

Observe that the best previously known short-keystream attacks against the self-shrinking generator were given by Meier and Staffelbach [14] (2^{0.75n} polynomial time operations) and Zenner et. al. [19] (2^{0.694n} polynomial time operations). Mihaljević [13] presented an attack which yields a tradeoff between time and length of available keystream. It gives $2^{0.5n}$ necessary polynomial time operations if $2^{0.5n}$ bits of keystream are available, and matches our bound of $2^{0.6563n}$ necessary polynomial time operation if $2^{0.3n}$ bits of keystream are available, which is a quite unrealistic assumption.

The difficulty in applying our algorithm to the A5/1 generator is that the compression algorithm reads most of the internal bits twice, one time for the clock control and a certain time later for producing an output key bit. Read-twice BDDs do not have any of the nice algorithmic properties [3.01 - 3.04]
unless \( P = NP \). For making the A5/1 generator accessible to our approach we have to modify the keystream generation rule. We define the internal bitstream to be mixed of 6 LFSR-sequences \( L^0, \ldots, L^5 \), instead of 3. The first 3 LFSR-sequences are generated by the 3 LFSRs of the A5/1 generator. They are used for producing the output bits. The sequences \( L^3, L^4, L^5 \) are used for computing the control values. They are shifted copies of the first 3 sequences, defined by the rules \( L_j^{3+k} = L_j^k + N_k \), for \( k = 0, 1, 2 \). As these rules are linear restrictions we get a linear bitstream generated by 6 LFSRs. For this modified version, the decision if a given internal keystream \( z \in \{0, 1\}^m \) yields a prefix of a given keystream \( y \) can be computed by \( G_m\)-FBDDs of size \( O(m^3) \). \( G_m \) denotes the graph ordering induced by the clock control. This is the only example where OBDDs do not suffice, we really need FBDDs which allow different variable orderings for different inputs.

The (best case) compression ratio of the modified version of A5/1 is \( \gamma = \frac{1}{4} \), as either 4 or 6 new internal bits are used for producing the next output bit. It can be proved that the information rate \( \alpha \) is the solution of

\[
2^{1-4\alpha} = \frac{1}{4} (3 + 2^{2\alpha}),
\]

which yields \( \alpha \approx 0.2193 \), see [11]. Taking into account that \( \frac{1-\alpha}{1+\alpha} \approx 0.6403 \) and \( \gamma \alpha^{-1} \approx 1.14 \) we obtain

**Theorem 7.** For an A5/1 generator \( E \) of key length \( n \), our algorithm computes the secret initial state \( x \) from the first \( \lceil 1.14n \rceil \) bits of \( y = E(x) \) in time \( nO(1)2^{0.6403n} \).

The best previously known short-keystream attack was given by Golić [8]. It is against a version of A5/1 generator with keylength 64, which slightly deviates from the specification discovered in [7]. A tight analysis of the time behaviour of Golić’s attack, when applied to the real A5/1 generator, was given by Zenner in [18] and yields \( 2^{42} \) polynomial time operations. We get a marginal improvement, as \( [64 \cdot 0.6403] = 41 \). The best long-keystream attacks were given by Biryukov, Shamir and Wagner in [2], and Biham and Dunkelman in [1]. After a preprocessing of \( 2^{42} \) operations the first attack in [2] breaks the cipher within seconds on a modern PC if around \( 2^{20} \) bits of keystream are available. The second attack in [2] breaks the cipher within minutes after a preprocessing of \( 2^{48} \) operations and under the condition that around \( 2^{15} \) bits of keystream are available. The attack in [1] breaks the cipher within \( 2^{39.91} \) A5/1 clockings on the basis of \( 2^{20.8} \) available keystream bits.

8 Discussion

There are classical design criterions for keystream generators like a large period, a large linear complexity, correlation immunity and good local statistics. In this paper we suggest a new one: resistance against FBDD-attacks. We have seen
that there are two strategies to achieve this resistance. The first is to highly compress the internal bitstream (as in the case of $E_0^2$). This implies a low bit-rate which is not desirable. The second strategy is to design the compression function $C$ in such a way that the decision about the consistence of a given internal bitstream with a given output keystream requires exponential size FBDDs. It is an interesting challenge to look for such constructions. For demonstrating the universality of our approach we presented the FBDD-attack in a very general setting. The obvious disadvantage of this setting is that the algorithm needs a lot of space as all intermediate FBDDs have to be explicitly constructed. It is an interesting open question if the algorithmic idea of FBDD-minimization can be used in a more subtle way for getting, at least for some ciphers, an algorithm which is less space consuming. Another interesting direction of further research is to check whether the FBDD-attack could be successfully combined with other more sophisticated methods of cryptanalysis like the tradeoff attacks suggested in [8], [2] and [1]. Moreover, it would be interesting to clarify by experiments how much do the real sizes of the minimized intermediate FBDDs deviate from the pessimistic upper bounds proved in our analysis.
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Abstract. A general linear iterative cryptanalysis method for solving binary systems of approximate linear equations which is also applicable to keystream generators producing short keystream sequences is proposed. A linear cryptanalysis method for reconstructing the secret key in a general type of initialization schemes is also developed. A large class of linear correlations in the Bluetooth combiner, unconditioned or conditioned on the output or on both the output and one input, are found and characterized. As a result, an attack on the Bluetooth stream cipher that can reconstruct the 128-bit secret key with complexity about $2^{70}$ from about 45 initializations is proposed. In the precomputation stage, a database of about $2^{80}$ 103-bit words has to be sorted out.
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1 Introduction

Bluetooth™ is a standard for wireless short-range connectivity specified by the Bluetooth™ Special Interest Group in [1]. The specification defines a stream cipher algorithm $E_0$ to be used for point-to-point encryption within the Bluetooth network. The algorithm consists of a keystream generator, derived from the well-known summation generator, and an initialization scheme which is based on the keystream generator. The size of the secret key used for encryption is 128 bits, and the initialization vector (IV) consists of 74 bits, 26 of which are derived from a real-time clock, while the remaining 48 are the address bits depending on users. The internal state of the keystream generator is 132 bits long, and the keystream sequences produced are very short, that is, at most 2745 bits for each initialization vector. The description of the Bluetooth security protocol given in [1] is not quite clear and, according to some interpretations, a number of security weaknesses of the protocol are presented in [12].

The keystream generator is a binary combiner composed of four linear feedback shift registers (LFSR’s) of total length 128 that are combined by a nonlinear function with 4 bits of memory which is a modified combining function of the summation generator. This modification turns out to be important as it reduces some correlation weaknesses of the summation generator identified in [17] and [10]. Some further interesting improvements to this end which require minor
modifications of the combining function are proposed in [14]. However, according to [1] and [14], the short keystream sequences should prevent the correlation attacks based on the correlation properties of the Bluetooth combiner.

Due to a large size of the internal state, the complexity of general time-memory or time-memory-data tradeoff attacks (e.g., see [9]) for realistic amounts of known keystream data seems to be higher than the complexities reported below. Besides, as such attacks aim at recovering an internal or the initial state of the keystream generator, they are not directly applicable to Bluetooth if the objective is to recover the secret key because of the initialization scheme used. The basic divide-and-conquer attack on the Bluetooth combiner directly follows from the similar attack [3] on the summation generator (also see [12]). In such an attack, 89 bits of the initial states of the three shortest LFSR’s along with 4 initial memory bits are guessed. This allows to recover the output sequence of the longest LFSR from the keystream sequence. Altogether, about 132 keystream bits are needed to identify the correct guess. The same attack applies to the initialization scheme, so that the secret key can be reconstructed in about $2^{93}$ steps from just one IV, where the step complexity is the same as in the exhaustive search method. If one guesses 56 bits of the two shortest LFSR’s and applies a sort of the branching method [9] for producing a system of linear equations, then the initial states of the other two LFSR’s can be recovered in about $2^{84}$ steps, and some optimizations are possible [4]. The secret key can be obtained in a similar way.

The main objective of this paper is to identify a large class of linear correlations in the Bluetooth combiner which, in spite of the short keystream sequences, enable one to reconstruct not only the LFSR initial states, but also the secret key from a relatively small number of IV’s. More precisely, we consider the unconditioned linear correlations, the linear correlations conditioned on the output, and the linear correlations conditioned on both the output and one guessed input. The resulting system of linear equations holding with probabilities different from one half can then be solved by a general linear iterative cryptanalysis method similar to iterative probabilistic decoding algorithms used in fast correlation attacks. The secret key can be recovered by a related linear cryptanalysis method from a number of IV’s. The total complexity is about $2^{70}$ steps, with the step complexity comparable to one of the exhaustive search method, the required number of IV’s is about 45, and the precomputation stage consists in sorting out a database of about $2^{80}$ 103-bit words.

Description of the Bluetooth stream cipher is provided in Section 2. The linear correlations are explained and characterized in Section 3, the general method for solving binary systems of approximate linear equations and its application to the Bluetooth keystream generator are presented in Section 4, and a linear cryptanalysis method for initialization schemes is proposed in Section 5. Optimal choices of parameters for concrete attacks are discussed in Section 6 and conclusions are given in Section 7. Analogous linear correlations computed for the modified Bluetooth combiner [14] are displayed in the Appendix.
2 Description of Bluetooth Stream Cipher

The description is based on [1], but only the details relevant for our linear cryptanalysis method will be presented. The main component of the Bluetooth stream cipher algorithm is the keystream generator (Bluetooth combiner) which is derived from the well-known summation generator with four input LFSR’s. The LFSR lengths are 25, 31, 33, and 39 (128 in total) and all the feedback polynomials are primitive and have 5 nonzero terms each. All the LFSR’s are regularly clocked and their binary outputs are combined by a nonlinear function with 4 bits of memory. Let $x^i = (x^i_t)_{t=0}^\infty$ denote the output sequence of LFSR$_i$, $1 \leq i \leq 4$, where the LFSR’s are indexed in order of increasing length. The internal memory of the combiner at time $t$ consists of 4 memory bits $C_t = (c_t, c_{t-1})$, where 2 carry bits $c_t = (c^0_t, c^1_t)$ are defined in terms of 2 auxiliary carry bits $s_t = (s^0_t, s^1_t)$. Let $z = (z_t)_{t=0}^\infty$ denote the output sequence of the combiner. Then the output sequence of the combiner is defined recursively by

\begin{align*}
    z_t &= x^1_t \oplus x^2_t \oplus x^3_t \oplus x^4_t \oplus c^0_t \quad (1) \\
    c^0_{t+1} &= s^0_{t+1} \oplus c^0_t \oplus c^0_{t-1} \oplus c^1_{t-1}, \quad c^1_{t+1} = s^1_{t+1} \oplus c^1_t \oplus c^0_{t-1} \quad (2) \\
    (s^0_{t+1}, s^1_{t+1}) &= \left\lfloor \frac{x^1_t + x^2_t + x^3_t + x^4_t + 2c^1_t + c^0_t}{2} \right\rfloor \quad (3)
\end{align*}

with integer summation in the last equation, where the initial 4 memory bits $(c^0_0, c^1_0, c^0_{-1}, c^1_{-1})$ have to be specified. Note that in the summation generator the memory consists of only 2 bits of the carry $s_t$, i.e., $c_t = s_t$.

Due to frequent resynchronizations, the maximal keystream sequence length produced from a given initial state of the keystream generator is only 2745 bits. The initial state consists of 128 bits defining the initial LFSR states and 4 initial memory bits. They are produced by an initialization scheme from (at most) 128 secret key bits and the known 74-bit IV consisting of 48 address bits depending on users and of variable 26 bits derived from a real-time master clock. The secret key itself is derived from some secret and some known random information by another algorithm, which is irrelevant for our cryptanalysis.

The initialization scheme is the Bluetooth combiner initialized with some secret key bits and some IV bits, while the initial 4 memory bits are all set to 0. The remaining secret key bits and IV bits are added modulo 2, one at a time, to the feedback bits of individual LFSR’s, for a number of times depending on the LFSR. The details are not important, except for the fact that the LFSR sequences in the initialization scheme linearly depend on the secret key and IV. The combiner is clocked 200 times and the last produced 128 output bits are permuted in a specified way to define the LFSR initial states, while the last 4 memory bits are used as the initial 4 memory bits for keystream generation.
3 Linear Correlations in Bluetooth Combiner

The basis of the linear cryptanalysis method to be developed are linear relations among the input bits to the Bluetooth combiner that hold with probabilities different from one half, in the probabilistic model in which the input sequences are modeled as purely random, i.e., as mutually independent sequences of independent and balanced (uniformly distributed) binary random variables. Such linear relations are called linear correlations since they are directly or indirectly dependent and balanced (uniformly distributed) binary random variables. Such linear correlations are time invariant, we introduce the notation $Z_t^m = (z_t, z_{t-1}, \cdots, z_{t-m+1})$ as a function of the corresponding block of $m$ consecutive inputs $X_t^m = (X_t, X_{t-1}, \cdots, X_{t-m+1})$ and the preceding memory bits $C_{t-m+1}$. Assume that $X_t^m$ and $C_{t-m+1}$ are balanced and mutually independent. Then, according to [7], if $m \geq 5$, then there must exist linear correlations between the output and input bits, but they may also exist if $m \leq 4$. As the correlations are time invariant, we introduce the notation $Z^n = F^m(X^m, C)$, where $Z^m = (z_j)_{j=0}^{m-1}$ and $X^m = (X_j)_{j=0}^{m-1}$. By virtue of the linear output function (1), it follows that $F^m(X^m, C)$ is a balanced function that is also balanced for any fixed $C$. The input block $X^m$ of 4$m$ bits can be rearranged into $X^m = (X_i^j)_{i=1}^m$, where $X_i^j = (x_j^i)_{j=0}^{m-1}$ is the $i$-th input block of $m$ bits, corresponding to the output of LFSR$_i$. Then (1) implies that $F^m(X^m, C)$ is balanced for any fixed $X_i^m$ and, also, for any fixed $X_i^m$ and $C$ combined.

Let $f$ and $g$ be two Boolean functions of an $n$-bit input vector which is assumed to be uniformly distributed. Then the correlation coefficient between $f$ and $g$ conditioned on a subset $\mathcal{X} \subseteq \{0,1\}^n$ is defined as

$$c(f, g | \mathcal{X}) = \Pr(f(X) = g(X) | X \in \mathcal{X}) - \Pr(f(X) \neq g(X) | X \in \mathcal{X}) = \frac{1}{|\mathcal{X}|} \sum_{X \in \mathcal{X}} (-1)^{f(X) \oplus g(X)} = \frac{1}{|\mathcal{X}|} \sum_{X \in \mathcal{X}} (-1)^{f(X)}(-1)^{g(X)}. \quad (4)$$

The correlation coefficients conditioned on $\mathcal{X}$ between $f$ and all linear functions $l$ are thus determined by the Walsh transform of a real-valued function defined as $(-1)^{f(X)}$ for $X \in \mathcal{X}$ and as 0 otherwise. They can be computed by the fast Walsh transform algorithm of complexity $O(n2^n)$.

All the correlations of interest to be described below correspond to (4) and were feasible to compute exhaustively for $m \leq 6$. All significant correlation
coefficients were also tested by computer simulations on sufficiently long output sequences. It turns out that for $m \leq 3$ the correlation coefficients are equal to zero in all the cases. For $4 \leq m \leq 6$, it turns out that relatively large absolute values of the correlation coefficients along with the associated input linear functions can be characterized in terms of the underlying conditions. In addition, it also turns out that the Boolean functions specifying the signs of the correlation coefficients have relatively simple characterizations. The Boolean sign function is here defined as $\text{sign}(c) = 0$ for $c > 0$ and $\text{sign}(c) = 1$ for $c < 0$.

### 3.1 Unconditioned Linear Correlations

The first type of correlations to be considered are the correlations between linear functions of input bits and linear functions of output bits, as introduced in [7]. Namely, let $W \cdot X^m = \bigoplus_{i=1}^{4} \bigoplus_{j=0}^{m-1} w_{ij} x_j^i$ and $v \cdot Z^m = \bigoplus_{j=0}^{m-1} v_j z_j$ denote two such linear functions defined by a matrix $W$ and a vector $v$, respectively. We want to find all $W$ and $v$ such that the correlation coefficient $c(W \cdot X^m, v \cdot Z^m)$ is relatively large in absolute value. Define the (column) weights of $W$ as $w_j = \sum_{i=1}^{4} w_{ij}$, $0 \leq j \leq m-1$. Then the main property, observed in [14], which follows from the symmetry of the combiner output and next-state functions with respect to 4 input variables, is that the correlation coefficient depends on $v$ and only on the weights of $W$, i.e., on the weight vector $w = (w_j)_{j=0}^{m-1}$.

**4-bit case** There are 96 pairs of input/output linear functions that are mutually correlated, with nonzero correlation coefficients $\pm 1/16$. The output and input linear functions respectively have the weight patterns $(1, v_1, v_2, 1)$ and $(4, w_1, w_2, 4)$ such that $(w_1)_2 \neq v_1$, where $(w_1)_2 \overset{\text{def}}{=} w_1 \mod 2$. Each of 2 output linear functions with $v_2 = 0$ is correlated to $16 = 8 \times 2$ input linear functions with $w_2 \in \{0, 4\}$. Each of 2 output linear functions with $v_2 = 1$ is correlated to $32 = 8 \times 4$ input linear functions with $w_2 = 3$. One of these 96 pairs was theoretically found out in [14]. For all the pairs,

$$\text{sign}(c) = v_1 \oplus ([w_1/2])_2 \oplus [w_2/4]. \quad (5)$$

**5-bit case** There are 8 nonzero correlation coefficients $\{\pm 25/256, \pm 5/256, \pm 1/256\}$. The largest absolute value is attained by the following 16 pairs of input/output linear functions: each of 2 output linear functions with pattern $(1, v_1, 1, 1, 1)$ is correlated to 8 input linear functions with weight pattern $(4, w_1, 4, 4, 4)$ such that $(w_1)_2 \neq v_1$. For such pairs, the sign function is given by the first two terms on the right-hand-side of (5).

**6-bit case** There are 12 nonzero correlation coefficients $\{\pm 25/256, \pm 25/1024, \pm 5/256, \pm 5/1024, \pm 1/256, \pm 1/1024\}$. The largest absolute value is attained by the following 16 pairs of input/output linear functions: each of 2 output linear functions with pattern $(1, v_1, 0, 0, 0, 1)$ is correlated to 8 input linear functions with weight pattern $(4, w_1, 0, 0, 0, 4)$ such that $(w_1)_2 = v_1$. For such pairs, the sign function is given by the second term on the right-hand-side of (5).
3.2 Linear Correlations Conditioned on Output

The second type of correlations to be considered are the correlations between linear functions of input bits and the all-zero function when conditioned on the output bits. Namely, for every output \( Z^m \), we would like to find all \( W \) such that the conditioned correlation coefficient \( c(W \cdot X^m, 0) \mid F^m(X^m, C) = Z^m \) is relatively large in absolute value. One can also prove that for any given \( Z^m \), the conditioned correlation coefficient depends only on the weight vector \( w \). The conditioned correlation coefficients are generally larger than the unconditioned ones, because they fully exploit the information contained in the known output sequence. Recall that \( Z^m = (z_0, z_1, \ldots, z_{m-1}) \).

**4-bit case** For each output value \( Z^4 \), there are 96 input linear functions with nonzero correlation coefficients, equal to \( \pm 1/16 \), with weight pattern \((4, w_1, w_2, 4)\) where \( w_1 \) is arbitrary and \( w_2 \in \{0, 3, 4\} \). For such functions,

\[
\text{sign}(c) = (1 \oplus z_1)(1 \oplus (w_1)_2) \oplus (\lfloor w_1/2 \rfloor)_2 \oplus [w_2/4] \oplus z_0 \oplus z_2(w_2)_2 \oplus z_3. \tag{6}
\]

**5-bit case** For each output value \( Z^5 \), there are 12 nonzero correlation coefficients with 6 different absolute values. The largest absolute value 29/256 is attained by 8 input linear functions with weight pattern \((4, w_1, 4, 4, 4)\) such that \((w_1)_2 = z_1\). The second largest absolute value 21/256 is attained by 8 input linear functions with weight pattern \((4, w_1, 4, 4, 4)\) such that \((w_1)_2 \neq z_1\). For all 16 functions,

\[
\text{sign}(c) = (1 \oplus z_1)(1 \oplus (w_1)_2) \oplus (\lfloor w_1/2 \rfloor)_2 \oplus z_0 \oplus z_2 \oplus z_3 \oplus z_4. \tag{7}
\]

**6-bit case** For each output value \( Z^6 \), there are 100 nonzero correlation coefficients with 50 different absolute values. Except for the value 83/1024, corresponding to another type of input linear functions, the largest 7 absolute values are attained by exactly 16 input linear functions with weight pattern \((4, w_1, 0, 0, 0, 4)\) and depend on \((w_1)_2 \oplus z_1 \oplus z_4\) and \((z_2, z_4)\) in a way shown in the following table. For such functions,

\[
\text{sign}(c) = (\lfloor w_1/2 \rfloor)_2 \oplus z_0 \oplus z_1(w_1)_2 \oplus z_5. \tag{8}
\]

<table>
<thead>
<tr>
<th>((w_1)_2)</th>
<th>(-z_1 \oplus z_4)</th>
<th>(z_1 \oplus z_4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>((z_2, z_4))</td>
<td>(0,0)</td>
<td>(1,1)</td>
</tr>
<tr>
<td>(</td>
<td>c</td>
<td>)</td>
</tr>
</tbody>
</table>

3.3 Linear Correlations Conditioned on Output and One Input

The third type of correlations to be considered are the correlations between linear functions of 3 inputs and the all-zero function when conditioned on the output and one assumed input. More precisely, with the notation \( X^m_{2-4} = (X_i^m)_{i=2}^4 \), let \( W \cdot X^m_{2-4} = \bigoplus_{i=2}^4 \bigoplus_{j=0}^{m-1} w_{ij} x_i^j \) denote such a linear function of 3 inputs. For every assumed input \( X^m_1 \) and every possible output \( Z^m \), we would like to find all \( W \)
such that the conditioned correlation coefficient $c(\mathbf{W}X_{2}^{2}, 0|X_{1}^{m}, F^{m}(X^{m}, C) = Z^{m})$ is relatively large in absolute value. One can similarly prove that for any assumed $X_{1}^{m}$ and any given $Z^{m}$, the conditioned correlation coefficient depends only on the weight vector $\mathbf{w} = (w_{j})_{j=0}^{m-1}$, where now $w_{j} = \sum_{i=2}^{4} w_{ij}$, $0 \leq j \leq m-1$. These correlation coefficients are generally larger than the ones conditioned only on the output, because of the information provided by one known input. Recall that $Z^{m} = (z_{0}, z_{1}, \ldots, z_{m-1})$ and $X_{1}^{m} = (x_{0}^{1}, x_{1}^{1}, \ldots, x_{m-1}^{1})$.

4-bit case For each input value $X_{1}^{4}$, there are 4 nonzero correlation coefficients $\pm 1/4$ and $\pm 1/8$. The absolute value 1/4 is attained by an average of 2 (out of 8) input linear functions with weight pattern $(3, w_{1}, 3, 3)$ such that $z_{2} = x_{2}^{1}$ and $(w_{2})_{2} = 0$. For such functions,

$$\text{sign}(c) = 1 \oplus [w_{1}/2] \oplus z_{0} \oplus z_{3} \oplus x_{0} \oplus x_{1} \oplus x_{2} \oplus x_{3} \oplus z_{1} x_{1}. \quad (9)$$

The absolute value 1/8 is attained for every output value $Z^{4}$ by 16 (out of 32) input linear functions with weight pattern $(3, w_{1}, w_{2}, 3)$ such that $(w_{1})_{2} \neq z_{1} \oplus x_{1}^{1}$ and $(w_{2})_{2} = 0$. For such functions,

$$\text{sign}(c) = [w_{1}/2] \oplus z_{0} \oplus z_{2} [w_{2}/2] \oplus z_{3} \oplus x_{0} \oplus x_{1} \oplus x_{2} [w_{2}/2] \oplus x_{3} \oplus z_{1} x_{1}. \quad (10)$$

So, per each $X_{1}^{4}$ and $Z^{4}$, $|c| = 1/4$ is on average attained by 2 out of 8 input linear functions and $|c| = 1/8$ is attained by 16 out of 32 input linear functions.

5-bit case For each input value $X_{1}^{5}$, there are 12 nonzero correlation coefficients with 6 different absolute values. The largest 3 absolute values are attained for every output value $Z^{5}$ by 4 (out of 8) input linear functions with weight pattern $(3, w_{1}, 3, 3, 3)$ such that $(w_{1})_{2} \neq z_{1} \oplus x_{1}^{1}$. The dependence of $|c|$ on $(X_{1}^{5}, Z^{5})$ along with the average number $\alpha$ of the corresponding input linear functions are shown in the following table. For the remaining 4 input linear functions such that $(w_{1})_{2} = z_{1} \oplus x_{1}^{1}$, $|c| = 1/32$ for every $(X_{1}^{5}, Z^{5})$. For all 8 functions,

$$\text{sign}(c) = 1 \oplus [w_{1}/2] \oplus (w_{1})_{2} \oplus z_{0} \oplus z_{1} \oplus z_{1} (w_{1})_{2} \oplus z_{2} \oplus z_{3} \oplus z_{4} \oplus x_{0} \oplus x_{1} (w_{1})_{2} \oplus x_{2} \oplus x_{3} \oplus x_{4} \oplus z_{1} x_{1}. \quad (11)$$

| $|c|$ | $\alpha$ | $(z_{2} \oplus x_{2}^{1}, z_{3} \oplus x_{3}^{1})$ |
|---|---|---|
| 9/32 | 1 | (0,0) |
| 3/16 | 2 | (0,1) or (1,0) |
| 1/8 | 1 | (1,1) |

6-bit case For each input value $X_{1}^{6}$, there are 50 nonzero correlation coefficients with 25 different absolute values. The most significant absolute values are attained by 4 (out of 8) input linear functions with weight pattern $(3, w_{1}, 0, 0, 0, 3)$ such that $(w_{1})_{2} = z_{1} \oplus x_{1}^{1}$, but some large absolute values are also achieved by the remaining 4 input linear functions such that $(w_{1})_{2} \neq z_{1} \oplus x_{1}^{1}$. For all 8 functions,
The dependence of $|c|$ on $(X_1^6, Z^6)$ along with the average number $\alpha$ of the corresponding input linear functions are shown in the following table for $|c| > 1/8$ and an average number 4.125 of such functions. For an average number 3.875 of remaining input linear functions, $|c| < 1/8$. The displayed 7 values along with 21/128 and 19/128, corresponding to other input linear functions, are the largest possible.

| $|c|$ | $\alpha$ | CONDITIONS | FUNCTIONS |
|------|------|------------|-----------|
| 9/32 | 1    | $z_2 = x_2^1, z_4 = x_4^1$ | $(w_1)_2 = z_1 \oplus x_1^1$ |
| 13/64| 1/2  | $z_2 = x_2^1, z_4 \neq x_4^1 = 1$ | $(w_1)_2 = z_1 \oplus x_1^1$ |
| 3/16 | 9/8  | $z_2 \neq x_2^1, (z_4 = x_4^1 \text{ or } z_4 \neq x_4^1 = x_2^1 = 1, z_3 = x_3^1)$ | $(w_1)_2 = z_1 \oplus x_1^1$ |
| 11/64| 5/8  | $z_4 \neq x_4^1, (z_2 = x_2^1, x_1 = 0 \text{ or } z_2 \neq x_2^1 = x_1^1 = 1, z_3 \neq x_3^1)$ | $(w_1)_2 = z_1 \oplus x_1^1$ |
| 5/32 | 1/8  | $z_2 \neq x_2^1, z_4 \neq x_4^1, x_2^1 = x_2 = 0, z_3 = x_3^1$ | $(w_1)_2 = z_1 \oplus x_1^1$ |
| 9/64 | 5/8  | $z_4 \neq x_4^1, z_2 \neq x_2^1, x_2^1 = 0, z_3 \neq x_3^1$ | $(w_1)_2 = z_1 \oplus x_1^1$ |
| 17/128| 1/8  | $z_4 \neq x_4^1, z_2 \neq x_2^1 = x_2^1 = 1, z_3 = x_3^1$ | $(w_1)_2 \neq z_1 \oplus x_1^1$ |

### 4 Linear Iterative Cryptanalysis of Keystream Generator

The objective of the linear cryptanalysis of the Bluetooth keystream generator is to reconstruct 128 bits of the LFSR initial states from a given segment of the keystream sequence of length at most 2745 bits, by using the linear correlations described in Section 3. Accordingly, the starting point of the cryptanalysis is a set of linear equations in the initial state bits which hold with probabilities different from one half. The aim is to find a solution to this system that is consistent with the given probabilities.

#### 4.1 Solving Approximate Linear Systems

Let $\mathbf{x} = (x_j)_{j=1}^k$ be a vector of $k$ binary variables and let $\mathbf{y} = (y_i)_{i=1}^n$ be a vector of $n$, $n \geq k$, binary variables that are defined as linear functions of $\mathbf{x}$, that is, $y_i = l_i(\mathbf{x})$, $1 \leq i \leq n$. In matrix notation, $\mathbf{y} = \mathbf{G}^T \mathbf{x}$, where $\mathbf{G}$ is an $k \times n$ matrix whose columns correspond to linear functions $l_i$, and vectors are represented as one-column matrices. It is assumed that $\mathbf{G}$ has full rank $k$ (linearly independent rows), which means that the linear transform defined by $\mathbf{G}^T$ is injective, so that $\mathbf{y}$ uniquely determines $\mathbf{x}$.

It is further assumed that $\mathbf{y}$ is known only probabilistically, in terms of the marginal probabilities $\Pr(y_i = 0) = p_i$, $1 \leq i \leq n$. More precisely, a probabilistic model is assumed in which the variables $y_i$, $1 \leq i \leq n$, are mutually independent.
Since in this case they can take arbitrary values, define an event \( L \) that \( y \) belongs to the range of the linear transform determined by \( G^T \), i.e., that \( y_i \) are linearly dependent according to \( G^T \), i.e., that the linear system \( y = G^T x \) has a (unique) solution in \( x \). Now, in this model the most likely solution to the linear system is the one that maximizes the conditioned block probability

\[
\Pr(x|L) = \Pr(y = G^T x | L) = \frac{1}{\Pr(L) \prod_{i=1}^{n} p_i^{1-l_i(x)} (1-p_i)^{l_i(x)}}. \tag{13}
\]

It follows that \( \Pr(L) = \sum_{x \in \{0,1\}^k} \prod_{i=1}^{n} p_i^{1-l_i(x)} (1-p_i)^{l_i(x)} \). Of course, \( 2^k \) steps are required to find the solution.

The problem is in fact directly related to a decoding problem for the binary linear \((n,k)\) block code \( C \) with a generator matrix \( G \) on a time-varying memoryless binary symmetric channel (BSC) with error probabilities \( 1 - p_i, 1 \leq i \leq n \). Namely, in a probabilistic model in which the codewords are equiprobable, if the all-zero word is observed at the output of this BSC, then the posterior probability of an information word \( x \) is the same as the conditioned probability (13). However, our model is more appropriate as it directly deals with the problem considered and as such does not involve any communication channel (e.g., symmetry is not needed).

Another approach is to find a solution that maximizes each of the conditioned bit probabilities \( \Pr(x_j|L), 1 \leq j \leq k \). This requires only \( k \) steps, but such probabilities have to be computed, and that requires \( 2^{n-k} \) steps if the well-known Hartmann-Rudolph algorithm \[13\] is applied. For linear codes, this algorithm minimizes the decoding error probability for individual symbols rather than blocks of symbols. It can also be used for computing the conditioned bit probabilities \( \hat{p}_i = \Pr(y_i = 0 | L) \), \( 1 \leq i \leq n \), which are important for iterative algorithms. In our problem, \( k \) is large and the probabilities \( p_i \) are rather close to one half, so that the decision error probabilities can be small only if \( n - k \) is also large. Therefore, the Hartmann-Rudolph algorithm is computationally infeasible and numerical approximations are required.

Let \( H \) denote a parity-check matrix of the code \( C \), i.e., a generator matrix of its dual code \( C^d \). \( H \) is an \((n-k) \times n\) matrix of full rank \( n-k \) such that \( H G^T = 0 \). Recall that \( C^d \) is a binary linear \((n,n-k)\) code consisting of all the binary vectors \( \mathbf{v} = (v_i)_{i=1}^n \) that are orthogonal to each codeword \( y \) from \( C \) \((\mathbf{v} \cdot \mathbf{y} = v_1 y_1 + \cdots + v_n y_n = 0)\). The dual codewords represent the linear relations among the codeword bits and are hence called the parity checks. Instead of taking into account all \( 2^{n-k} \) parity checks as in the Hartmann-Rudolph algorithm, one can only consider numerically more important parity checks having a relatively low weight, which is defined as the number of nonzero terms minus one.

Let \( V_i \) be a set of parity checks \( \mathbf{v} \) involving the \( i \)-th codeword bit \( y_i \), i.e., such that \( v_i = 1 \). Let \( c_i = 2p_i - 1 \) and \( \hat{c}_i = 2\hat{p}_i - 1 \) denote the corresponding unconditioned and conditioned correlation coefficients of \( y_i \), respectively. Then,
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According to [11], we get an approximate expression

$$\hat{c}_i / c_i = \sum_{v \in V_i, j=1: v_j = 1, j \neq i} \prod_{v \in V_i} c_j / (14)$$

where the clipping function $/(\cdot)/$ ensures that $|\hat{c}_i| \leq 1$. Interestingly, this expression can also be obtained as the limit form, when all $c_i$ tend to zero, of the well-known expression (e.g., see [18])

$$1 - \hat{c}_i 1 + \hat{c}_i = 1 - c_i \prod_{v \in V_i} 1 - \prod_{j=1: v_j = 1, j \neq i} c_j / (15)$$

which is used if the parity checks from each $V_i$ are orthogonal, that is, if the $i$-th bit is the only bit that they share in common. Expression (14) appears to be more appropriate as the orthogonality is not required. In both expressions, the product term $\prod_{j=1: v_j = 1, j \neq i} c_j$ represents the correlation coefficient of the binary sum of all the bits $y_j$ other than $y_i$ from the parity check $v$ involving $y_i$. The absolute value of this correlation coefficient is a measure of information about $y_i$ contained in the considered parity check $v$. Accordingly, low-weight parity checks are more informative than the others.

The most effective way is to use (14) iteratively, in each iteration improving the conditioned correlation coefficients $\hat{c}_i$. The iterations are useful because (14) is only an approximate expression and because hard decisions based on conditioned bit probabilities generally do not result in codewords. Instead of directly recycling (14), by substituting $\hat{c}_i$ from the current iteration for $c_i$ in the next iteration (e.g., see [16]), one can also use a more sophisticated and more effective belief propagation recycling [6] (e.g., see [15], [5], and [11]). According to both experimental and theoretical [11] arguments, the correlation coefficients will converge in a relatively small number of iterations to values $\pm 1$ for most coordinates, and, in the case of success, the final hard decisions on individual bits will result in a binary word at a small Hamming distance from a codeword. A simple, information set decoding technique will then yield this codeword along with the corresponding information word $x$, which is the desired solution to the approximate linear system under consideration.

It is important to point out the conditions for success for both the approaches described above. In accordance with the capacity argument, the decision error probability of the block-based approach using (13) can be made arbitrarily close to zero if

$$\sum_{i=1}^n c_i^2 \geq k. \quad (16)$$

This means that we can reliably distinguish a correct solution from the remaining $2^k - 1$ incorrect solutions if (16) is satisfied. On the other hand, provided that $|c_i| = c, 1 \leq i \leq n$, it is theoretically argued in [11] that the average bit-decision error probability of the iterative approach using (14) will be close to
zero if $\sum_w M_w c^{w-1} > 1$, where $M_w$ is the average number per bit of the parity checks of weight $w$ that are used in (14). In the limit, when $c$ tends to zero, this condition coincides with the similar condition from [18] corresponding to (15) which is both theoretically derived and experimentally verified (see also [2]). Anyway, both conditions are also supported by numerous experimental results on fast correlation attacks on regularly clocked LFSR’s (e.g., see [10]).

We will work with a stronger condition, resulting in higher complexity estimates,

$$\sum_w M_w c^w \geq 1$$

where the exponent $w - 1$ is conservatively replaced by $w$. The new condition can be given another interpretation, directly in terms of (14) or (15). Namely, if we assume that $M_w$ is exactly the number of parity checks of weight $w$ that are used for the $i$-th bit, then (14) reduces to

$$\hat{c}_i = c_i + \sum_w (m^+_w - m^-_w)c^w$$

where $m^+_w$ and $m^-_w$ denote the numbers of parity checks of weight $w$ with the positive and negative sign of the product, respectively. Now, if $y_i = 0$ or $y_i = 1$, then the expected value of $m^+_w - m^-_w$ is equal to $+M_w c^w$ or $-M_w c^w$, respectively. So, the contribution of the parity checks of weight $w$ can be regarded (statistically) significant for the iterative process to converge to the most likely (correct) values of $y_i$ for each $1 \leq i \leq n$ if $M_w c^w \geq 1$. Accordingly, by combining the contributions of parity checks of different weights we get the condition (17). This condition demonstrates the significant advantage of iterative over one-step algorithms which when applied to individual bits, in light of (16), will be successful if $\sum_w M_w c^{2w} \geq 1$.

### 4.2 Application to Bluetooth

The main approach to be pursued here is one in which the initial state of the shortest LFSR, LFSR$_1$, is guessed, so that linear correlations conditioned on both the output and one input can be utilized. This is needed in order to minimize the precomputation complexity to be given below. Let $n = \alpha n_0$ be the number of linear equations chosen out of those resulting from the 4-bit, 5-bit, and 6-bit linear correlations described in Section 3. Here, $\alpha$ is the average number of chosen equations per output bit and $n_0 = 2740$ is the maximum number of output bits that can be used if 6-bit linear correlations are exploited. For each output bit, the average number of $\alpha$ equations are chosen from a possibly larger set of $\beta = \gamma \alpha$ equations that is independent of the observed 6-bit output segment and of the known 6-bit input segment resulting from the guessed initial state of LFSR$_1$. By expressing each LFSR bit involved as a linear function of the initial state bits, each obtained linear equation becomes a linear equation in the unknown 103=128-25 initial state bits of all the LFSR’s but the shortest.
The correlation coefficients associated with these linear equations depend on the known output segment, of maximal length 2745 bits, and on the guessed input segment of the same length. According to Section 3, the linear equations can be grouped in several types corresponding to 4-bit, 5-bit, and 6-bit linear correlations. For each such group, there are several absolute values of the correlation coefficients, each appearing with a given probability. Altogether, let the absolute value $\mu_j$ appear with probability $\nu_j$, where $\nu_j = \alpha_j / \alpha$ and $\alpha_j$ is the average number of linear equations with the absolute value of the correlation coefficient equal to $\mu_j$. For each output bit, the equations chosen and the absolute values and the signs of the associated correlation coefficients depend on the known output and guessed input. Two average values of the correlation coefficient magnitudes are important for measuring the success of the linear cryptanalysis to be applied. One, which is related to the iterative bit-based approach and (14) and (17), is the weighted geometric mean $\mu = \prod_j \mu_j^{\nu_j}$. Note that $\mu \leq \bar{\mu} = \sum_j \nu_j \mu_j$. The other, which is related to the block-based approach and (16), is the expected value of the squares $\bar{\mu}^2 = \sum_j \nu_j \mu_j^2$.

For the iterative approach, it is necessary to find the linear dependencies among the obtained linear equations (codeword bits) that involve only a relatively small number of linear equations, that is, to determine the corresponding low-weight parity checks. The weights to be used should result in numbers of parity checks that should be sufficient for success according to the condition (17). The number of parity checks of a given weight, $w$, per codeword bit is a characteristic of the produced linear system (linear code), which depends on the observed output and one guessed input, and can be modeled by assuming that the system is randomly generated as the expected value

$$M_w = 2^{-103} \binom{n-1}{w} \approx 2^{-103} \frac{n^w}{w!}$$

(19)

where the approximation error is negligible if $w \ll n$.

Consequently, if we utilize all the parity checks of weight at most $w$, the success condition (17), with the geometric mean of the correlation coefficient magnitudes, becomes

$$\sum_{j=2}^{w} \frac{n_j}{j!} \mu_j \geq 2^{103}$$

(20)

(parity checks of weight 1 are impossible for the problem considered). As the term with the maximal weight, $w$, is dominant, we finally get the condition

$$w (\log_2 n_0 + \log_2 \alpha - \log_2 \frac{1}{\mu}) \geq 103 + \log_2 w!$$

(21)

which can be solved numerically to give the minimal required weight $w$. This condition is conservative because we neglected the contribution of terms with weight lower than $w$ and because $M_w$ is expected to be larger than (19) due to the specific structure of the obtained linear equations for the Bluetooth keystream generator.
(i.e., each parity check gives rise to more parity checks through appropriate phase shifts).

As the iterative algorithm has to be run for each of $2^{25}$ guesses about the LFSR$_1$ initial state, its complexity can be expressed as

$$C = 2^{25} \cdot n \cdot \frac{1}{\mu^w} = 2^{25+\log_2 n_0+\log_2 \alpha+w \log_2 \frac{1}{\mu}}$$

(22)

where a computational step consists of all the computations per bit for a number of iterations, which on average is not greater than about 10. In each iteration, the computations are predominantly determined by the number of real multiplications needed to compute $14$ for every bit and for parity checks of weight $w$. This number is given as $3n/\mu^w$, in view of a simple fact that only $3(w-1)$ real multiplications are needed to compute all $w+1$ products of $w$ elements out of a set of $w+1$ elements. Accordingly, a computational step approximately consists of at most 30 real multiplications, where an 8-bit precision will suffice. As a real product of two 8-bit words can be performed by an average of 3 real additions, each requiring about $8 \cdot 3 = 24$ binary operations, the step consists of about $2160$ binary operations. This is comparable with one step of the exhaustive search method which consists of about $128 \cdot 15 = 1920$ binary operations.

The next point to be explained is how to generate all the parity checks of weight at most $w$ for a possibly larger set of $\gamma n$ linear equations. This can be done in precomputation time, by computing and sorting all the linear combinations of $[(w+1)/2]$ linear equations, altogether about $(\gamma n)^{(w+1)/2}/[(w+1)/2]!$ of them. The matches obtained by sorting directly give all the linear combinations of at most $2^{[(w+1)/2]}$ linear equations that evaluate to zero identically (e.g., see [8]). More precisely, we have to sort out only

$$D \approx \frac{\gamma^{[(w+1)/2]}}{[(w+1)/2]!} \left(\frac{2^{103/w}}{\gamma} \right)^0 \frac{[(w+1)/2]}{[(w+1)/2]!} \frac{1}{\mu}$$

(23)

randomly chosen linear combinations, represented as 103-bit words. The total obtained number of matches per bit, i.e., the total number of parity checks per each equation is then $\gamma^w/\mu^w$. They are all stored as the final result of precomputation.

Now, given an output segment and each guessed input, we have to filter $1/\mu^w$ parity checks out of a set of $\gamma^w/\mu^w$ collected parity checks, for each of $n$ linear equations. If $\gamma > 1$, then $\gamma^w/\mu^w$ parity checks can be sorted out, with respect to $n_0$ bit positions and $\beta$ indexes of linear equations per each bit position, so that the filtering takes only about $1/\mu^w$ steps. The complexity of filtering is then given by (22), but the corresponding step complexity is negligible in comparison with one of the iterative algorithm.

After the iterative algorithm has converged to probabilities close to 0 or 1, if the guess about the LFSR$_1$ initial state was correct, then the 103 bits of
the remaining LFSR initial states, along with the initial 4 memory bits, can be reconstructed by information set decoding (e.g., by looking for error-free sets of 103 linearly independent equations), with complexity much smaller than (22).

5 Linear Cryptanalysis of Initialization Scheme

The objective of the linear cryptanalysis of the Bluetooth initialization scheme is to reconstruct 128 bits of the secret key from a given number of 128-bit (or 132-bit) outputs of the Bluetooth initialization scheme obtained from the same secret key and different IV’s. Such outputs can be obtained by the linear iterative cryptanalysis method described in Section 4. As the initialization scheme is essentially the same as the keystream generator, for each IV we will again use the linear correlations described in Section 3 to produce another approximate system of linear equations. Other approaches, possibly requiring a smaller number of IV’s, may also exist (e.g., see [4]).

The main point facilitating the linear cryptanalysis is that the secret key and IV are linearly combined together to form the initial state of the Bluetooth keystream generator used for initialization. Therefore, each equation linear in LFSR bits can be expressed as the binary sum of an equation linear in secret key bits and an equation linear in IV bits which itself can be evaluated as IV is known. If the same linear equation in LFSR bits is used with different, say q, IV’s, one thus effectively obtains q independent observations of the same linear function, say y, of secret key bits. If the correlation coefficient associated with the i-th equation is $c_i$ and if $s_i$ is the value of the linear function of the corresponding IV, then the correlation coefficient associated with the i-th observation is $(-1)^{s_i}c_i$, $1 \leq i \leq q$. In view of (15), the combined correlation coefficient, $\hat{c}$, of y is then determined by

$$\frac{1 - \hat{c}}{1 + \hat{c}} = \prod_{i=1}^{q} \left( \frac{1 - c_i}{1 + c_i} \right)^{(-1)^{s_i}}$$

(24)

or, approximately, for small $c_i$, by

$$\hat{c} = \sqrt{\sum_{i=1}^{q} (-1)^{s_i}c_i}.$$  

(25)

Assume that $|c_i| = c$, $1 \leq i \leq q$. Then, if $y = 0$ or $y = 1$, the expected value of $\hat{c}$ is equal to $+qc^2$ or $-qc^2$, respectively. So, the combined correlation coefficient will be close to $\pm 1$ if $q \geq 1/c^2$. In general, in view of (16), it will be close to $\pm 1$ if

$$\sum_{i=1}^{q} c_i^2 \geq 1.$$  

(26)

This condition determines the minimal q required for reconstructing the correct value of $y$ with a small probability of decision error.
To minimize the required number of IV’s, we will again use linear correlations conditioned on the output and one input, which has to be guessed. Assuming that the sizes of the secret subkeys controlling individual LFSR’s are the same as their respective lengths, we have to guess 25 secret key bits controlling LFSR \(_1\). Let an average number of \(\alpha\) out of a set of \(\beta = \gamma \alpha\) linear equations be chosen for each of \(n_0 = 123\) available output bits, provided that 6-bit linear correlations are exploited. For \(q\) IV’s, each of the resulting \(\beta n_0\) linear functions of the remaining 103 secret key bits is then treated in the way explained above. Note that each of the functions will on average appear \(q/\gamma\) instead of \(q\) times. Then the condition (26) reduces to

\[
q \geq \gamma \frac{1}{\bar{\mu}^2}
\]

where \(\bar{\mu}^2 = \sum_j \nu_j \mu_j^2\) is the mean square value of the used correlation coefficients \(\mu_j\) appearing with probabilities \(\nu_j\). The linear correlations to be used should be chosen so as to minimize \(q\). The resulting \(\beta n_0\) linear equations in 103 secret key bits which hold with probabilities close to 1 can then be solved by information set decoding if the guess about the 25 secret key bits is correct. As the complexity of reconstructing the secret key from given \(q\) outputs of the initialization scheme is much smaller than the complexity of reconstructing these outputs, the total complexity is determined by the latter, and is \(q\) times larger than (22).

6 Optimal Complexities

There are many possible choices of the linear correlations described in Section 3 to be used in the linear iterative cryptanalysis of the keystream generator in order to reconstruct the LFSR initial states. The objective is to minimize the computation complexity \(C\) given by (22) and the precomputation complexity \(D\) given by (23). However, this is not possible to achieve simultaneously, as there is a tradeoff between the two criteria.

In general, \(C\) is minimal if one uses the linear correlations conditioned on the output, described in Section 3.2, but \(D\) is then relatively large. In this case, we do not have to guess one input and the complexity analysis is the same as in Section 4.2 except that the number of LFSR initial state bits to be reconstructed is now 128 instead of 103. For example, if we choose to use the largest 4 6-bit correlation coefficients and the corresponding 8 input linear functions, from the condition (21) get \(w = 15\) and hence \(C \approx 2^{60}\) and \(D \approx 2^{98.5}\). By guessing one input we generally decrease \(D\) and increase \(C\). Two illustrative examples are explained in more detail below.

First, choose the 2 largest 5-bit and the 3 largest 6-bit conditioned correlation coefficients to work with. In this case, we get \(\alpha = (1+2)+(1+1/2+9/8) = 5.625\), \(\beta = 8 + 8 = 16\), \(\gamma = 16/5.625 \approx 2.8444\), and

\[
\mu = \left(\frac{9}{32}\right)^2 \left(\frac{13}{64}\right)^{1/2} \left(\frac{3}{16}\right)^{25/8}\right)^{1/5.625} \approx 0.2181.
\]
Then \((21)\) yields \(w = 11\) and hence we get \(C \approx 2^{65.07}\) and \(D \approx 2^{82.68}\).

Second, choose the largest 2, 3, and 7 conditioned correlation coefficients from 4-bit, 5-bit, and 6-bit linear correlations to work with, respectively. In this case, we get \(\alpha = (2 + 16) + (1 + 2 + 1) + (1 + 1/2 + 9/8 + 5/8 + 1/8 + 5/8 + 1/8) = 26.125\), \(\beta = (8 + 32) + 8 + 8 = 56\), \(\gamma = 56/26.125 \approx 2.1435\), and

\[
\mu = \left(\left(\frac{9}{32}\right)^2 \left(\frac{1}{4}\right) \left(\frac{13}{64}\right) \left(\frac{3}{16}\right)^{25/8} \left(\frac{11}{64}\right)^{5/8} \left(\frac{5}{32}\right)^{1/8} \left(\frac{9}{64}\right)^{5/8} \left(\frac{17}{128}\right)^{1/8} \left(\frac{1}{8}\right)^{17}\right)^{1/26.125}
\]

\[\approx 0.1504.\] (29)

Then \((21)\) yields \(w = 9\) and hence we get \(C \approx 2^{65.73}\) and \(D \approx 2^{79.74}\).

There are also different possible choices of the linear correlations to be used in the linear cryptanalysis of the initialization scheme in order to reconstruct the secret key. The objective is to minimize the required number \(q\) of IV’s given by \((27)\). To this end, the 25 secret key bits controlling the shortest LFSR are guessed. It is slightly better to work with 6-bit than 5-bit linear correlations conditioned on the output and one input. If we use the 7 largest 6-bit conditioned correlation coefficients, we get \(\gamma = 8/4.125 \approx 1.9394\) and

\[
\mu^2 = \frac{1}{4.125} \left(\left(\frac{9}{32}\right)^2 + \frac{1}{2} \left(\frac{13}{64}\right)^2 + \frac{9}{8} \left(\frac{3}{16}\right)^2 + \frac{5}{8} \left(\frac{11}{64}\right)^2 + \frac{1}{8} \left(\frac{5}{32}\right)^2 + \frac{5}{8} \left(\frac{9}{64}\right)^2 + \frac{1}{8} \left(\frac{17}{128}\right)^2\right)
\]

\[\approx 0.04251.\] (30)

Then \((27)\) yields \(q \approx 45.2 \approx 2^{5.51}\), so that the total complexity of the secret key reconstruction increases to \(C \approx 2^{68.58}\) and \(C \approx 2^{71.24}\) for the two cases described above, respectively.

7 Conclusions

The developed linear cryptanalysis method shows that correlation attacks may also be applicable to stream ciphers producing very short keystream sequences which are reinitialized frequently by using a cryptographically strong initialization scheme. The complexity analysis concentrates on mathematical rather than practical implementation arguments. The obtained attack complexities for the Bluetooth stream cipher are overestimated as they are based on a conservative assumption about the underlying parity-check weight distribution. It is in principle possible that the complexity can be further decreased by exploiting \(m\)-bit linear correlations for \(m > 6\) if they are feasible to compute. It may also be possible that the actual precomputation complexity is lower than predicted.

Consequently, at least from the theoretical standpoint, there is a need to redesign the Bluetooth stream cipher, maybe by using the improvement suggested in [14]. This modified Bluetooth stream cipher appears to be more resistant to the linear cryptanalysis, but might not be the optimal choice (see the Appendix).
Appendix

A Linear Correlations in Modified Bluetooth Combiner

We exhaustively computed all the $m$-bit linear correlations for $m \leq 6$ in the modified Bluetooth combiner proposed in [14]. The distributions of the largest correlation coefficients are determined and displayed here.

The only modification relates to the linear update functions for the 4 memory bits. Namely, instead of (2), we now have

\[ c_t^0 = s_t^0 \oplus c_{t-1}^0, \quad c_t^1 = s_t^1 \oplus c_{t-1}^1. \]  

(31)

The stationary distribution of the 4 memory bits remains to be uniform.

First of all, there are no nonzero correlation coefficients for $m \leq 4$. The largest absolute values of the correlation coefficients, $|c|$, and the (average) numbers, $\alpha$, of linear functions attaining them are shown in the following tables. In the last table we also show the total numbers, $\beta$, of linear functions out of which the desired $\alpha$ are chosen. In this respect, note that for each $m$, each smaller set is contained in the next larger. For $m = 5$, there are no other nonzero correlation coefficients. For $m = 6$, there are also 46080 and 57600 pairs of input/output linear functions with $|c| = 1/512$ and $|c| = 1/1024$, respectively, whereas $\alpha = 65024$ for $1/1024 \leq |c| \leq 13/1024$, conditioned on output, and $\alpha = 1260$ for $1/64 \leq |c| \leq 3/64$, conditioned on output and one input, and there are no other nonzero correlation coefficients. A general conclusion is that the absolute values of the correlation coefficients are smaller than in the Bluetooth combiner, but their numbers are considerably larger.

Unconditioned Linear Correlations

<table>
<thead>
<tr>
<th>$m$</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>c</td>
<td>$</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>256</td>
<td>1536</td>
</tr>
</tbody>
</table>

Linear Correlations Conditioned on Output

<table>
<thead>
<tr>
<th>$m$</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>c</td>
<td>$</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>128</td>
<td>768</td>
</tr>
</tbody>
</table>

Linear Correlations Conditioned on Output and One Input

<table>
<thead>
<tr>
<th>$m$</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>$</td>
<td>c</td>
<td>$</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>8</td>
<td>16</td>
</tr>
<tr>
<td>$\beta$</td>
<td>64</td>
<td>128</td>
</tr>
</tbody>
</table>
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Abstract. We study the problem of root extraction in finite Abelian groups, where the group order is unknown. This is a natural generalization of the problem of decrypting RSA ciphertexts. We study the complexity of this problem for generic algorithms, that is, algorithms that work for any group and do not use any special properties of the group at hand. We prove an exponential lower bound on the generic complexity of root extraction, even if the algorithm can choose the “public exponent” itself. In other words, both the standard and the strong RSA assumption are provably true w.r.t. generic algorithms. The results hold for arbitrary groups, so security w.r.t. generic attacks follows for any cryptographic construction based on root extracting. As an example of this, we revisit Cramer-Shoup signature scheme [10]. We modify the scheme such that it becomes a generic algorithm. This allows us to implement it in RSA groups without the original restriction that the modulus must be a product of safe primes. It can also be implemented in class groups. In all cases, security follows from a well defined complexity assumption (the strong root assumption), without relying on random oracles, and the assumption is shown to be true w.r.t. generic attacks.

1 Introduction

The well known RSA assumption says, informally speaking, that given a large RSA modulus \( N \), exponent \( e \) and \( x \in \mathbb{Z}_N^* \), it is hard to find \( y \), such that \( y^e = x \mod N \). The strong RSA assumption says that given only \( n, x \) it is hard to find any root of \( x \), i.e., to find \( y, e > 1 \) such that \( y^e = x \mod N \). Clearly the second problem is potentially easier to solve, so the assumption that it is hard is potentially stronger.

Both these assumptions generalize in a natural way to any finite Abelian group: suppose we are given a description of some large finite Abelian group \( G \) allowing us to represent elements in \( G \) and compute inversion and multiplication in \( G \) efficiently. For RSA, the modulus \( N \) plays the role of the description. Another example is class groups, where the discriminant \( \Delta \) serves as the description. Then we can define the root assumption which says that given \( x \in G \) and
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number $c > 1$, it is hard to find $y$ such that $y^c = x$. The strong root assumption says that given $x$, it is hard to find $y, e > 1$ such that $y^e = x$.

Clearly, it is essential for these assumptions to hold, that the order of $G$ is hard to compute from the description of $G$. It must also be difficult to compute discrete logarithms in $G$. Otherwise, root extraction would be easy: we would be able to find a multiple $M$ of the order of the element $x$, and then computing $x^{e^{-1}} \mod M$ would produce the desired root (if $\gcd(e, |G|) = 1$).

In this paper, we study the complexity of root finding for generic algorithms, that is, algorithms that work in any group because they use no special properties of the group $G$ and only use the basic group operations for computing in $G$.

The generic complexity of discrete logarithms was showed to be exponential by Nechaev [18] and Shoup [24] who introduced a broader model for generic algorithms. In both models, however, the algorithm knows the order of the group, which means we cannot use them for studying the (strong) root assumption as we defined it here. Generic algorithms based on those models were studied and discussed in [16, 17, 22, 12, 23, 21]. A similar concept of algebraic algorithms was introduced in [3].

We propose a new model, in which the group and its order are hidden from the algorithm (as in RSA and class groups setting). More precisely, the group is chosen at random according to a known probability distribution $D$, and the algorithm only knows that the group order is in a certain interval. For instance, if $D$ is chosen to be the output distribution produced by an RSA key generation algorithm, then this models generic attacks against RSA. But the same model also incorporates generic attacks against schemes based on class groups (we elaborate later on this).

We show that if $D$ is a so called hard distribution, then both the root and strong root assumptions are true for generic algorithms, namely we show exponential lower bounds for both standard and strong root extraction. Roughly speaking, $D$ is hard if, when you choose the group order $n$ according to $D$, then the uncertainty about the largest prime factor in $n$ is large (later in the paper, we define what this precisely means). For instance, if the distribution is such that the largest prime factor in $n$ is a uniformly chosen $k + 1$-bit prime, then, ignoring lower order contributions, extracting roots with non-negligible probability requires time $\Omega(2^{k/4})$ for a generic algorithm. More precise bounds are given later in the paper. Our proof technique resembles that of Shoup [24], however, we need some new ideas in order to take advantage of the uncertainty about group order (which is known and fixed in Shoup’s case).

Thus the distribution of the order is the only important factor. Knowledge of the group structure, such as the number of cyclic components, does not help the algorithm. Standard RSA key generation produces distributions that are

---

1 We note that it is possible to study the generic complexity of root finding in Shoups model, but in this setting the problem can only be hard if the “public exponent” is not relatively prime to the order of the group. This was done by Maurer and Wolf [16]. They show that no efficient generic algorithm can compute $p$'th roots efficiently if $p^2$ divides the order of the group $G$ and $p$ is a large prime.
indeed hard in our sense, so this means that both the standard and the strong
RSA assumption are provably true w.r.t. generic algorithms. The results hold for
arbitrary groups, so security w.r.t. generic attacks follows for any cryptographic
construction based solely on root extracting being hard.

As an example of this, we revisit the Cramer-Shoup signature scheme [10]. We
modify it such that it becomes a generic algorithm. This allows us to implement
it in RSA groups without the original restriction that the modulus must be a
product of safe primes. It can also be implemented in class groups. Here, however,
we need a “flat tree” signature structure to make the scheme be efficient.

In all cases, security follows from a well defined complexity assumption (the
strong root assumption), without relying on random oracles (in contrast to Biehl
et al. [1]). We stress that the security proof is general, i.e., if our complexity
assumption holds, then the scheme is secure against all polynomial-time attacks,
not just generic ones. In addition, however, our lower bounds imply that the
assumption is true w.r.t. generic attacks.

Before discussing the meaning and significance of our results, we note that
one must always be careful in estimating the value of a generic lower bound. This
has been demonstrated recently where a server aided RSA protocol proposed in
[15] was proved generically secure in [17], but was later broken in [19]. This is
unrelated to our results because neither the generic proof nor the break applied
to root extraction, but to the problem of breaking a particular protocol. We
believe this demonstrates that a generic lower bound for a very specific and not
so well-studied problem is of highly questionable value: the problem may turn
out to be very easy after all, or to be so specialised that there are no variants
of it for which generic solutions are the best. From this point of view, it seems
reasonable to consider generic lower bounds for root extraction.

Nevertheless, we have of course NOT proved that RSA is hard to break,
or that root finding in class groups is hard: for both problems, there are non-
generic algorithms known that solve the problem in sub-exponential time. It
must also be mentioned that while there are groups known for which only generic
algorithms seem to be able to find discrete logs (namely elliptic curve groups),
similar examples are not known for root extraction. Despite this, we believe that
the results are useful and interesting for other reasons:

- They shed some light on the question whether the strong RSA assumption
really is stronger than the standard RSA assumption: since we show expo-
nential generic lower bounds for both problems, it follows that this question
must be studied separately for each type of group: only an algorithm directed
specifically against the group at hand can separate the two problems.
- They give extra credibility to the general belief that the best RSA key gener-
ation is obtained by choosing the prime factors large enough and as randomly
as possible, the point being that this implies that $\phi(n)$ contains at least one
large and random prime factor, and so the distribution of the group order is
hard in our sense. Note that a generic algorithm, namely a straightforward
variant of Pollard’s $p-1$ method, will be able to find roots if all primes factors
of $\phi(n)$ are too small. When $\phi(n)$ contains large prime factors this attack is
trivially prevented, but our results say that in fact all generic attacks will fail.

- The fact that no examples are known of groups where only generic root finding works, does not mean that such examples do not exist. We hope that our results can motivate research aimed at finding such examples.
- The generic point of view allows us to look at constructions such as the Cramer-Shoup signature scheme in an abstract way, and “move” them to other groups. The generic security of the scheme will be automatically inherited, on the other hand the real, non-generic complexity of root finding may be completely different in different groups. Therefore, having a construction work in arbitrary groups makes it more robust against non-generic attacks.

1.1 Open Problems

It can be argued that the RSA example can be more naturally considered as a ring than as a group. One may ask if root extraction is also hard for generic algorithms allowed to exploit the full ring structure, i.e., it may do additions as well as multiplications. Boneh and Lipton \cite{BonehLipton2} have considered this problem for fields, in a model called black-box fields (with known cardinality of the field), and have shown that in this model, one cannot hide the identity of field elements from the algorithm using random encodings: the algorithm will be able figure out in subexponential time which element is hidden behind an encoding, and so exponential lower bounds in this generic model cannot be shown. The black-box field model can easily be changed to a black-box ring model. But if we do not give the algorithm the order of the multiplicative group of units in the ring, it is unclear whether the results of Boneh and Lipton \cite{BonehLipton2} extend to black-box rings, and on the other hand also unclear if our lower bound still holds.

2 Lower Bound on Generic Root Extraction Algorithms

2.1 Model

In our model, we have public parameters $B, C$ and $D$. Here, $B, C$ are natural numbers and $D$ is a probability distribution on Abelian groups with order in the interval $[B, B + C]$.

Let $G$ be a finite abelian group of order $n$ chosen according to $D$ and let $S$ denote the set of bit strings of cardinality at least $B + C$. We define an \textit{encoding function} as an injective map $\sigma$ from $G$ into $S$.

A generic algorithm $A$ on $S$ is a probabilistic algorithm which gets as input an encoding list $(\sigma(x_1), \ldots, \sigma(x_k))$, where $x_i \in G$ and $\sigma$ is an encoding function of $G$ on $S$. Note that unlike in Shoups’ model \cite{Shoup}, this algorithm does not receive the order $n$ of the group as a part of its input.

The algorithm can query a \textit{group oracle} $O$, specifying two indices $i$ and $j$ from the encoding list, and a sign bit. The oracle returns $\sigma(x_i \pm x_j)$ according to the given sign bit, and this bit string is appended to the encoding list.
The algorithm can also ask the group oracle \( \mathcal{O} \) for a random element. Then the oracle chooses a random element \( r \in R G \) and returns \( \sigma(r) \), which is appended to the encoding list. After its execution the algorithm returns a bit string denoted by \( A(\sigma, x_1, \ldots, x_k) \).

Note that this model forces the algorithm to be generic by hiding the group elements behind encodings. In the following we will choose a random encoding function each time the algorithm is executed, and we will show that root extraction is hard for most encoding functions.

### 2.2 Lower Bound

The distribution \( D \) induces in a natural way a distribution \( D_p \) over the primes, namely we choose a group of order \( n \) according to \( D \) and look at the largest prime factor in \( n \). We let \( \alpha(D) \) be the maximal probability occurring in \( D_p \). One can think of \( \alpha(D) \) as a measure for how hard it is to guess the largest prime factor of \( n \), since clearly the best strategy is to guess at some prime that has a maximal probability of being chosen. We also need to measure how large \( p \) can be expected to be. So for an integer \( M \), let \( \beta(D, M) \) be the probability that \( p \leq M \). As we shall see, a good distribution \( D \) (for which root extraction is hard) has small \( \alpha(D) \) and small \( \beta(D, M) \), even for large values of \( M \).

Since, as we shall see, the only important property of \( D \) is how the order of the group is distributed, we will sometimes in the following identify \( D \) with the distribution of group orders it induces.

First we state a number of observations.

**Lemma 1.** Let \( n \) be a number chosen randomly from the interval \( [B, B+C] \) according to the probability distribution \( D \) and let \( p \) be its biggest prime divisor. Let \( a \) be any fixed integer satisfying \( |a| \leq 2^m \). Then the probability that \( p | a \) is at most

\[
m \alpha(D).
\]

**Proof.** There are at most \( m \) prime numbers dividing \( a \), each of these can be the largest prime factor in \( n \) with probability at most \( \alpha(D) \).

The following lemma was introduced by Shoup [24]:

**Lemma 2.** Let \( p \) be prime and let \( t \geq 1 \). Let \( F(X_1, \ldots, X_k) \in \mathbb{Z}/p^t[X_1, \ldots, X_k] \) be a nonzero polynomial of total degree \( d \). Then for random \( x_1, \ldots, x_k \in \mathbb{Z}/p^t \), the probability that \( F(x_1, \ldots, x_k) = 0 \) is at most \( d/p^t \).

**Lemma 3.** Let \( 0 < M < B \) and \( F(X_1, \ldots, X_k) = a_1 X_1 + \cdots + a_k X_k \in \mathbb{Z}[X_1, \ldots, X_k] \) be a nonzero polynomial, whose coefficients satisfy \( |a_i| \leq 2^m \). Let the integer \( n \) be chosen randomly from the range \( [B, B+C] \) according to the probability distribution \( D \). If \( p \) is the biggest prime divisor of \( n \) and \( t \geq 1 \), then

\[2\] The two measures \( \alpha(D), \beta(D, M) \) are actually related, we elaborate below.
for random \( x_1, \ldots, x_k \in \mathbb{Z}/p^t \), the probability that \( F(x_1, \ldots, x_k) = 0 \) in \( \mathbb{Z}/p^t \) is at most

\[ m\alpha(D) + \beta(D, M) + \frac{1}{M}, \]

for any \( M \).

**Proof.** Wlog we can assume that \( a_1 \neq 0 \). Let \( E \) be the event that \( F(x_1, \ldots, x_k) = 0 \), and \( A \) the event that \( p > M \) and \( p \nmid a_1 \). We have \( P(E) = P(E, \neg A) + P(E, A) \leq P(\neg A) + P(E|A) \). By lemma 1 and by definition of \( \beta(D, M) \) we have that

\[ P(\neg A) \leq m\alpha(D) + \beta(D, M). \]

On the other hand, assuming that \( p \nmid a_1 \) (and \( p > M \)), we can consider \( F(X_1, \ldots, X_k) \) as a nonzero linear polynomial in the ring \( \mathbb{Z}/p^t[X_1, \ldots, X_k] \). Let \( x_1, \ldots, x_k \) be chosen at random in \( \mathbb{Z}/p^t \). Then by lemma 2 we have

\[ P(E|A) \leq \frac{1}{p} < \frac{1}{M}. \]

Now we are able to prove the main theorem.

**Theorem 1.** Let a probability distribution \( D \) on the range \( [B, B+C] \) be given. Let \( S \subset \{0,1\}^* \) be a set of cardinality at least \( B+C \) and \( A \) a generic algorithm on \( S \) that makes at most \( m \) oracle queries. Let \( M \) be any number such that \( 2m \leq M \). Suppose \( A \) is an algorithm for solving the strong root problem, that is, \( A \) gets an element from \( S \) as input and outputs a number \( e \) and an element from \( S \). Assume \( \log e \leq v \).

Now choose a group \( G \) according to \( D \) and let \( n \) be its order. Further choose \( x \in G \) and an encoding function \( \sigma \) at random. Then the probability that \( A(\sigma, x) = e, \sigma(y) \) where \( e > 1 \) and \( ey = x \) is at most

\[ (m^3 + m^2 + mv + 2v + m)\alpha(D) + (m^2 + m + 2)\beta(D, M) + (m^2 + m + 3)/M + \frac{m^2}{B}. \]

**Proof.** First observe that \( A \) may output a new encoding from \( S \) that it was not given by the oracle, or it may output one of the encodings it was given by the oracle. Without loss of generality, we may assume that \( A \) always outputs a new encoding \( s \in S \), if we define that \( A \) has success if this new encoding represents an \( e \)'th root of \( x \), or if any of the encodings it was given represents such a root.

We define a new group oracle \( \mathcal{O}' \) that works like \( \mathcal{O} \), except that when asked for a random element, it chooses at random among elements for which the algorithm does not already know encodings. The executions of \( A \) that can be produced using \( \mathcal{O}' \) are a subset of those one can get using \( \mathcal{O} \). For each query, the probability that \( \mathcal{O} \) chooses a “known” element is at most \( (\text{number of encodings known})/\text{(group order)} \). Since at most one new encoding is produced by every oracle query, this probability is at most \( m/n \). Hence the overall probability that \( \mathcal{O} \) generates something \( \mathcal{O}' \) could not is at most \( m^2/n \leq m^2/B \). It follows that the success probability of \( A \) using \( \mathcal{O} \) is at most the sum of the success probability of \( A \) using \( \mathcal{O}' \) and \( m^2/B \).
To estimate the success probability of \( A \) using \( \mathcal{O}' \), we will simulate the oracle \( \mathcal{O}' \) as it interacts with the algorithm. However, we will not choose the group \( G \) or \( x \) until after the algorithm halts. While simulating, we keep track of what values the algorithm has computed, as follows: Let \( X, Y_1, \ldots, Y_m \) be indeterminants. At any step, we say that the algorithm has computed a list \( F_1, \ldots, F_k \) of linear integer polynomials in variables \( X, Y_1, \ldots, Y_m \). The algorithm knows also a list \( \sigma_1, \ldots, \sigma_k \) of values in \( S \), that the algorithm “thinks” encodes corresponding elements in \( G \). When we start, \( k = 1 \); \( F_1 = X \) and \( \sigma_1 \) is chosen at random and given to \( A \). Whenever the algorithm queries two indices \( i \) and \( j \) and a bit sign, we compute \( F_{k+1} = F_i \pm F_j \in \mathbb{Z}[X, Y_1, \ldots, Y_m] \) according to the bit sign. If \( F_{k+1} = F_i \) for some \( \ell \) with \( 1 \leq \ell \leq k \), we define \( \sigma_{k+1} = \sigma_i \); otherwise we choose \( \sigma_{k+1} \) at random from \( S \) distinct from \( \sigma_1, \ldots, \sigma_k \).

When the algorithm asks for a random element from the group \( G \), we choose at random \( \sigma_{k+1} \) from \( S \setminus \{\sigma_1, \ldots, \sigma_k\} \). We define \( F_{k+1} = Y_k \).

When the algorithm terminates, it outputs an exponent \( e \), such that \( \log e \leq v \) and \( e > 1 \) (and also outputs some new element \( s \) in \( S \)).

We then choose at random a group \( G \) according to the probability distribution \( D \) and hence also order \( n \) from the interval \( [B, B + C] \).

Let \( p \) be the biggest prime dividing \( n \). We know that for some integer \( r > 0 \)
\[
G \cong \mathbb{Z}_{p^r} \times H.
\]
We choose at random \( x, y_1, \ldots, y_m \in_R G \), which is equivalent to random independent choices of \( x', y'_1, \ldots, y'_m \in_R \mathbb{Z}_{p^r} \) and \( x'', y''_1, \ldots, y''_m \in_R H \).

We say that the algorithm wins if either
\[
- F_i(x', y'_1, \ldots, y'_m) \equiv F_j(x', y'_1, \ldots, y'_m) \mod p^r \text{ and } F_i \neq F_j \text{ for some } 1 \leq i \neq j \leq m + 1, \text{ or:}
- \text{ The new encoding } s \text{ output by } A \text{ is an } e' \text{'th root of } x, \text{ or:}
- eF_i(x', y'_1, \ldots, y'_m) \equiv x' \mod p^r \text{ for some } 1 \leq i \leq m + 1.
\]

To estimate the probability that the algorithm wins, we simply estimate the probability that each of the above three cases occur.

For this first case, recall that \( F_i(X, Y_1, \ldots, Y_m) = a_{i,0}X + a_{i,1}Y_1 + \ldots + a_{i,m}Y_m \), where \( F_i(X, Y_1, \ldots, Y_m) = X \). Since at each oracle query we could only either introduce a new polynomial \( Y_k \), add or subtract polynomials, then \( |a_{i,j}| \leq 2^m \) for \( i = 1, \ldots, m + 1, j = 0, \ldots, m \). Lemma \( 8 \) implies that \( F_i(x', y'_1, \ldots, y'_m) \equiv F_j(x', y'_1, \ldots, y'_m) \mod p^r \) for given \( i \neq j \), \( F_i \neq F_j \) with probability at most \( ma(D) + \beta(D, M) + \frac{1}{M} \). Since we have at most \( m^2 \) pairs \( i \neq j \), the probability that \( F_i(x', y'_1, \ldots, y'_m) \equiv F_j(x', y'_1, \ldots, y'_m) \mod p^r \) for some \( i \neq j \), \( F_i \neq F_j \) is at most
\[
m^2 \left( ma(D) + \beta(D, M) + \frac{1}{M} \right).
\]

For the second case, first observe that the probability that \( p \mid e \) or that \( p < M \) is at most \( v \alpha(D) + \beta(D, M) \), by lemma \( 11 \). On the other hand, assuming that \( p \mid e \) and \( p \geq M \), a random group element different from the at most \( m \) elements the algorithm has been given encodings of is an \( e' \)’th root of \( x \) with probability at
most \( \frac{1}{p-m} \leq \frac{1}{M-m} \leq \frac{2}{M} \). We conclude: the new encoding output by \( A \) represents an \( e \)'th root of \( x \) with probability at most

\[
v \alpha(D) + \beta(D,M) + 2/M.
\]

Finally let us consider the event \( eF_i(x',y'_1,\ldots,y'_m) \equiv x' \mod p^r \) for given \( 1 \leq i \leq m+1 \). Since \( F_i(X,Y_1,\ldots,Y_m) \) is an integer polynomial and \( e > 1 \), then \( eF_i(X,Y_1,\ldots,Y_m) \neq X \) in \( \mathbb{Z}[X,Y_1,\ldots,Y_m] \). We know that \( \log e \leq v \) and coefficients \( a_{i,j} \) of the polynomial \( F_i \) satisfy the condition \( |a_{i,j}| \leq 2^m \). Therefore by lemma 3 the probability that \( eF_i(x',y'_1,\ldots,y'_m) \equiv x' \mod p^r \) is at most \( (v+m) \alpha(D) + \beta(D,M) + \frac{1}{M} \). Hence the event, that for some \( 1 \leq i \leq m+1 \) the equivalence \( eF_i(x',y'_1,\ldots,y'_m) \equiv x' \mod p^r \) holds, happens with the probability

\[
(m+1) \left( (v+m) \alpha(D) + \beta(D,M) + \frac{1}{M} \right).
\]

Summarizing, the probability that \( A \) wins when we simulate \( \emptyset' \) is at most

\[
(m^3 + m^2 + mv + 2v + m)\alpha(D) + (m^2 + m + 2)\beta(D,M) + (m^2 + m + 3)/M.
\]

Given this bound on the probability that \( A \) wins the simulation game, we need to argue the connection to actual executions of \( A \) (using \( \emptyset' \)). To this end, note that since the only difference between simulation and execution is the time at which the group, group elements and encodings are chosen, the event that

\[
F_i(x',y'_1,\ldots,y'_m) \equiv F_j(x',y'_1,\ldots,y'_m) \mod p^r \quad \text{and} \quad F_i \neq F_j
\]

for some \( 1 \leq i \neq j \leq m+1 \) is well defined in both scenarios. Let \( BAD_{\text{sim}} \), respectively \( BAD_{\text{exec}} \) be the events that this happens in simulation, respectively in an execution. We let a history of execution or simulation be the choice of group and group elements followed by the sequence of oracle calls and responses, followed by \( A \)'s final output. We then make the following

**Claim:** Every history in which \( BAD_{\text{sim}} \) does not happen in simulation of \( \emptyset' \) occur with the same probability as history in which \( BAD_{\text{exec}} \) does not happen in execution of \( \emptyset' \). In particular, \( P(BAD_{\text{sim}}) = P(BAD_{\text{exec}}) \).

Recall that we defined that \( A \) wins the simulation game if \( BAD_{\text{sim}} \) occurs, or \( A \) finds a root. Therefore the claim clearly implies that our bound on the probability that \( A \) wins the simulation game is also a bound on \( A \)'s success probability in a real execution.

The proof of the claim is available in the full version of the paper [11]. \( \square \)

We now consider the case, where we have a family of values of the parameters \( B,C,D \), i.e., they are functions of a security parameter \( k \). As usual we say that a function of \( k \) is negligible if it is at most \( 1/p(k) \) for any polynomial \( p() \) and all large enough \( k \).

**Definition 1.** Let \( \{D(k)\mid k = 1,2,\ldots\} \) be a family of probability distributions, where \( D(k) \) ranges over Abelian groups of order in the interval \([B(k),B(k) + C(k)]\). The family is said to be hard if \( \alpha(D(k)) \) and \( \frac{1}{B(k)} \) are negligible in \( k \).
In the following, we will sometimes write just $D$ in place of $D(k)$ when the dependency on $k$ is clear. We can observe:

**Fact 1** If $\{D(k) | k = 1, 2, ...\}$ is a hard family, then there exists $M(k)$, such that $\beta(D(k), M(k))$ and $\frac{1}{M(k)}$ are negligible in $k$.

**Proof.** Let $M(k) = \frac{1}{\sqrt{\alpha(D(k))}}$. Clearly $\frac{1}{M(k)} = \sqrt{\alpha(D(k))}$ is negligible.

Now let $n$ be the order of a group chosen according to $D(k)$. What is the probability that the biggest prime factor of $n$ is smaller than $M(k)$? We have at most $M(k)$ prime factors smaller than $M(k)$. Each can be chosen with probability at most $\alpha(D(k))$. Therefore

$$\beta(D(k), M(k)) \leq M(k)\alpha(D(k)) = \frac{1}{\sqrt{\alpha(D(k))}} \alpha(D(k)) = \sqrt{\alpha(D(k))},$$

which is negligible.

**Corollary 1.** Let the family $\{D(k) | k = 1, 2, ...\}$ be hard. We choose randomly an abelian group $G$ of order $n$ according to the distribution $D(k)$. Let $x \in G$ be chosen at random. Consider any probabilistic polynomial time generic algorithm $A$. The probability that $A$ given $x$ outputs a natural number $e > 1$ and an encoding of an element $y \in G$ such that $y^e = x$ is negligible.

**Proof.** Let $M$ be such that $\alpha(D), \beta(D, M)$ and $\frac{1}{M}$ are negligible in $k$. Let $m$ be the number of group queries made by the algorithm $A$. Then $m$ and $\log e$ are polynomial in $k$, so clearly $2m < M$ for all large enough values of the security parameter. It follows from Theorem 1 and the proof of Fact 1 that the probability that $A$ succeeds is negligible.

One may note that if $\alpha(D(k))$ and $1/B(k)$ are exponentially small in $k$ (as it is in the concrete examples we know), say $\alpha(D(k)) \leq 2^{-ck}$ for a constant $c > 0$ and $B(k) \geq 2^{dk}$ for a constant $d > 0$. Suppose the running time of a generic algorithm $A$ is $O\left(2^{c'k}\right)$ where $c' < \min(c/4, d/2)$. Then it follows from the concrete expression in Theorem 1 and the proof of Fact 1 that $A$ has negligible success probability. Thus for such examples, we get an exponential generic lower bound. For instance, if $D(k)$ is such that the largest prime factor in the order is a uniformly chosen $k + 1$-bit prime, then certainly $B(k) \geq 2^k$, and also by the prime number theorem $\alpha(k) \approx 2^{-k + \log k \ln 2}$. Now, if we ignore lower order contributions we get that root extraction requires time $\Omega(2^{k/4})$. We present some proven or conjectured examples of hard families of distributions below in next subsections.

**Applying the results to the standard root problem.** What we have said so far concerns only the strong root assumption. For the standard root assumption, the scenario is slightly different: A group $G$ and a public exponent $e > 1$ are
chosen according to some joint distribution. Then \( e \) and an encoding of a random element \( x \) is given as input to the (generic) algorithm, which tries to find an \( e \)’th root of \( x \). Clearly, if we let \( D \) be the distribution of \( G \) given \( e \), Theorem 1 can be applied to this situation as well, as it lower bounds the complexity of finding any root of \( x \).

Now consider a family of distributions as above \( \{ D(k) \mid k = 1, 2, \ldots \} \), where each \( D(k) \) now outputs a group \( G \) and an exponent \( e \), let \( D(k, e) \) be the distribution of \( G \) given \( e \), and \( \lfloor B(k, e), B(k, e) + C(k, e) \rfloor \) be the interval in which \( |G| \) lies, given \( e \). The family is said to be hard if \( \max_e \left( \alpha(D(k, e)) \right) \) and \( \max_e \left( \frac{1}{B(k, e)} \right) \) are negligible in \( k \), where the maximum is over all \( e \) that can be output by \( D(k) \). One can then show in a straightforward way a result corresponding to Corollary 1 for the standard root problem.

### 2.3 RSA

For the RSA case, it is clear that any reasonable key generation algorithm would produce hard distributions because it is already standard to demand from good RSA key generation that the order of the group produced contains at least one large and random prime factor.

Furthermore, the fact that a public exponent \( e \) with \( (e, |G|) = 1 \) is given does not constrain seriously the distribution of the group, i.e., it remains hard. Consider, for instance, the distribution of random RSA moduli versus random RSA moduli where 3 is a valid public exponent. Since essentially half of all primes \( p \) satisfy that 3 does not divide \( p - 1 \), the uncertainty about the largest prime factor in the group order remains large.

### 2.4 The Uniform Distribution

Assume our distribution \( D \) is such that the group order \( n \) is chosen from the interval \( \lfloor B, B + C \rfloor \) according to the uniform distribution, and such that both \( B \) and \( C \) are at least \( 2^k \), where \( k \) is the security parameter. We prove that this uniform distribution is hard.

Let \( u = \sqrt{k} \). Wlog we can assume that \( u \) is a natural number. Let \( M = 2^u \). Clearly \( \frac{1}{M} \) is negligible in \( k \).

We prove that in this case \( \alpha(D) \) and \( \beta(D, M) \) are also negligible.

### 2.5 Class Groups

Buchmann and Williams \[4\] proposed a first crypto system based on class groups of imaginary quadratic orders (IQC). We describe briefly class groups and their application in cryptography.

Let \( \Delta \) be a negative integer such that \( \Delta \equiv 0, 1 \mod 4 \). The discriminant \( \Delta \) is called fundamental if \( \frac{\Delta}{4} \) or \( \Delta \) is square free for \( \Delta \equiv 0 \mod 4 \) or \( \Delta \equiv 1 \mod 4 \), respectively. Given \( \Delta \) it is possible to construct an abelian finite group called class group and denoted by \( Cl(\Delta) \). The order of the class group is denoted by...
$h(\Delta)$ and called class number. We denote the cardinality of the odd part of a class group $Cl(\Delta)$ by $h_{\text{odd}}(\Delta)$.

There is no known efficient algorithm to compute class number $h(\Delta)$ if the discriminant $\Delta$ is fundamental. See [14] for the discussion of the problem of computing class numbers.

Hamdy and Möller [13] analyze the smoothness probabilities of class numbers based on heuristics of Cohen and Lenstra [7] and Buell [5]. Hamdy and Möller provide examples of discriminants with nice smoothness properties. One of them is $\Delta = -8pq$ where $p$ and $q$ are primes such that $p \equiv 1 \mod 8$, $p + q \equiv 8 \mod 16$ and the Legendre symbol $\left(\frac{p}{q}\right)$ is equal $-1$.

We assume that a discriminant $\Delta$ is chosen randomly from some interval (under the restriction in above example) and that results in a distribution $D$ of class numbers. In provided example we have that $\beta(D, M)$ and $\frac{1}{M}$ are negligible ($\frac{1}{B}$ is trivially negligible).

We believe it is reasonable to conjecture that the distribution induced by choosing discriminant as described above is indeed hard. For more detailed discussion of this problem see the full version of the paper [11].

### 3 Generic Cryptographic Protocols

Based on our model of generic adversary, we look at the notion of generic cryptographic protocols. Such protocols do not exploit any specific properties of group element representation. They are based on a simple model of finite abelian group with unknown order.

One advantage of this approach is an easy application of generic protocols in any family of groups of difficult to compute order. As a first example we note the family of RSA groups (without necessarily restricting the RSA modulus to a product of safe primes). Another example is class groups.

This generic approach has been used earlier: Shoup [24] proved the security of Schnorr’s identification scheme [20] in the generic model with public order of the group. Biehl et al. [1] introduced some generic cryptographic protocols and applied them in class groups.

In this section we propose a generic signature scheme which can be seen as an abstraction of Cramer-Shoup signature scheme [10]. We will show security of this protocol against arbitrary attacks, given certain intractability assumption (strong root assumption), which we have proven in our generic model. This immediately implies provable security with respect to generic attacks.

#### 3.1 Protocol

For this signature scheme, we assume that we are given $D$, a probability distribution over Abelian groups with order in the interval $[B, B + C]$. We also assume for this version of the scheme that one can efficiently choose a group according to $D$, such that the order of the group is known (the assumption about known order is removed later). Moreover, we assume a collision-resistant hash function $H$ whose output is a natural number smaller than $\frac{B}{2}$.
Key Generation. We choose $G$ of order $n$ according to the probability distribution $D$. A description of the group $G$ is announced, but its order remains hidden (for RSA, for instance, this amounts to publishing the modulus).

We choose randomly elements $h \in_R G$ and $x \in_R h \langle h \rangle$ (let $h \langle h \rangle$ denote the cyclic subgroup generated by $h$). Let $e'$ be a prime satisfying $B + C < e' < 2(B + C)$.

The public key is $(h, x, e')$.

The private key is $n$.

Signing Protocol

1. When a message $M$ (it can be a bit string of arbitrary size) is requested to be signed, a random prime $e \neq e'$ is chosen such that $B + C < e < 2(B + C)$.
   A random element $y' \in_R G$ is chosen.
2. We compute $x' = \frac{(y')^{e'}}{h^{H(M)}}$ and $y = \left( x h^{H(x')} \right)^{\frac{1}{e}}$.

Note that the signer can invert $e$, since he knows the order $n$ of the group $G$.

3. The signature is defined to be $(e, y, y')$.

Signature Verification. To verify that $(e, y, y')$ is a signature on a message $M$, we perform the following steps.

1. We check that $e$ is an integer from interval $[B + C, 2(B + C)]$ and different from $e'$.
2. We compute $x' = (y')^{e'} h^{-H(M)}$.
3. We verify that $x = y^e h^{-H(x')}$.

3.2 Security Proof

First we state our intractability assumption:

Conjecture 1. We choose randomly an abelian group $G$ of order $n$, where $n \in [B, B + C]$, according to the probability distribution $D$. Let $x \in G$ be chosen at random. Consider any probabilistic polynomial time algorithm $A$. The probability that $A$, given the description of $G$ and $x$, outputs $e > 1$ and $y \in G$ such that $y^e = x$ is negligible.

In our generic model, where $A$ knows only $D$ and encodings of group elements, and assuming that $D$ is from a hard family, it follows from the results we proved above that this assumption is true.

The following fact is easy to proof:
Fact 2. For any $E > 0$, given natural numbers $e_1, \ldots, e_t$ smaller than $E$ and an element $g$ in a finite abelian multiplicative group $G$, we are able to compute $g^{\prod_{i \neq j} e_i}$ for all $j = 1, \ldots, t$ using $O(t \log t \log E)$ multiplications in $G$.

We prove that our signature scheme is secure against chosen message attacks. We stress that this security proof holds for any type of polynomial-time attack (not just generic ones), as long as the conjecture holds.

Theorem 2. The above signature scheme is secure assuming the conjecture and that $H$ is collision-resistant.

The proof is somehow standard and it is available in the full version of the article [11].

Corollary 2. The above signature scheme is secure against chosen message attack performed by any generic algorithm if we assume that $D$ is a hard probability distribution.

3.3 Concrete Instances of the Generic Scheme

Known order. If we are able to choose a random group of order known for us and hidden for others, then we have a very efficient signature scheme, secure assuming our conjectures.

The original Cramer-Shoup signature scheme [10] is a special case of this, where the RSA keys are restricted to safe prime products. But our generic scheme can also be instantiated with general RSA groups without restricting the keys to safe primes.

Unknown order. If we do not know how to generate a group of known for us order, we cannot use the signing algorithm we specified above. Instead, we can use the method based on Fact 2 and given in the simulation from the proof in order to sign messages. This requires $O(kt \log t)$ group operations, where $t$ is the number of the messages to be signed and $k$ the security parameter. Moreover we need to keep $t$ exponents $e$ in our memory.

Our signature scheme in such form can be applied, for instance, in class groups where we do not know how to generate efficiently a discriminant together with the corresponding class number. However, as $t$ becomes large, this scheme becomes rather inefficient. In the following section we describe a solution to this.

4 Tree Structured Signature Scheme in Groups with Unknown Order

Here, we describe a generic signature scheme, which can be applied, e.g., in class groups, is more efficient than the previous scheme and still provably secure without assuming the random oracle model.

We recall the idea of authentication “flat tree” [5, 6] and put it on top of our signature scheme.
4.1 Description of the Scheme

Let \( l \) and \( d \) be new integer parameters. We will construct a tree of degree \( l \) and depth \( d \).

As in the original protocol we choose an abelian group \( G \) of a random order \( n \) according to the distribution \( D \).

We generate a list of \( l \) primes \( e_1, \ldots, e_l \) such that \( B + C < e_i < 2(B + C) \) for each \( 1 \leq i \leq l \).

Let us consider the root of the authentication tree. As in the simulation in the security proof of the original protocol we choose random \( z_0, \omega_0 \in G \) and a prime \( e' \) satisfying \( B + C < e' < 2(B + C) \) and \( e' \neq e_i \) for all \( 1 \leq i \leq l \). We compute \( h_0 = z_0 \prod_{1 \leq i \leq l} e_i \) and \( x_0 = \omega_0 \prod_{1 \leq i \leq l} e_i \).

The values \( h_0, x_0 \) and \( e' \) are publicly known.

For each child \( i \) of the root we choose random elements \( z_{1,i}, \omega_{1,i} \in G \) and compute \( h_{1,i} = z_{1,i} \prod_{1 \leq j \leq l} e_{j,i} \) and \( x_{1,i} = \omega_{1,i} \prod_{1 \leq j \leq l} e_{j,i} \). Now as in the simulation we can sign the pair \( h_{1,i}, x_{1,i} \) using \( h_0, x_0 \) and the exponent \( e_i \). Let \( \sigma_{1,i} \) be that signature.

If we repeat that authentication procedure for each node using its signed values \( h \) and \( x \) together with exponent \( e' \), we can construct a tree of degree \( l \) and depth \( d \). We will have \( l^d \) leaves. Instead of constructing new values \( h \) and \( x \) for each leaf we will sign messages using leaves. Hence we will be able to sign \( l^d \) messages (one message for each leaf).

It is important to note that we don’t need to remember the whole tree in order to sign messages. If we use leaves in order “from the left”, the path from the root to the leaf is sufficient to construct a signature of a new message (for details see [8,9,6]). Let the nodes on the path be \( (h_0, x_0, h_1, x_1) \) with signature \( \sigma_0, \ldots, h_{d-1}, x_{d-1} \) with signature \( \sigma_{d-1} \). Using the values \( h_{d-1}, x_{d-1} \), the public exponent \( e' \) and appropriate exponent \( e_i \) we sign a message \( m \). That gives us the signature \( \sigma_d \). Finally the signature of message \( m \) is the list \( \sigma = (h_1, x_1, \sigma_1, \ldots, h_{d-1}, x_{d-1}, \sigma_{d-1}, \sigma_d) \).

To verify the signature \( \sigma \) we verify partial signatures \( \sigma_1, \ldots, \sigma_d \) consecutively using the original scheme with appropriate values of \( x, h \) and \( e_i \).

4.2 Security Proof

Theorem 3. Let \( l^d \) be polynomial in the security parameter \( k \). Assume that the signature scheme from previous scheme was unforgeable under adaptively chosen message attack. Then our tree authentication scheme is unforgeable under adaptive chosen message attack.

4.3 Efficiency Analysis

Each signature contains \( d \) partial signatures. Hence the size of the signature is \( O(dk) \).

The signer has to keep the list of \( l \) primes, which corresponds to \( O(kl) \) bits and a path of size \( O(dk) \) bits.
For signing a new signature the signer has to move to a new path. It requires computing at most \( d \) partial signatures, on average less than \( 1 + 2/\ell \). Computing a new partial signature in a straightforward way requires \( O(lk) \) group operations (generally computing roots takes this time).

It follows from Fact 2 that we could have done some precomputation for each node requiring \( O(kl \log \ell) \) multiplications in \( G \). That would give us on average \( O(k \log \ell) \) group operations for each partial signature. Then it would be sufficient to use \( O(k) \) group multiplications for each partial signature. However this solution requires keeping \( O(kl) \) bits in memory for each node. If we store the results of precomputation for each node on the path, it will occupy \( O(kld) \) bits in the memory of signer.

The verifier just checks \( d \) partial signatures (see previous section for details).

4.4 Realistic Parameters

Let \( l = 1000 \) and \( d = 3 \). Then we are able to sign one billion messages, which should be sufficient in real life applications. Signing messages will be still fast and the signer’s system will require a reasonable amount of data to be stored.
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1 Introduction

Since the invention of public-key cryptography in the seminal Diffie-Hellman paper [9], significant research endeavors were devoted to the design of practical and provably secure schemes. A proof of security is usually a computational reduction from solving a well established problem to breaking the cryptosystem. Well established problems of cryptographic relevance include factoring large integers, computing discrete logarithms in prime order groups, or extracting roots modulo a composite integer.

For digital signature schemes, the strongest security notion was defined by Goldwasser, Micali and Rivest in [13], as existential unforgeability under an adaptive chosen message attack. This notion captures the property that an attacker cannot produce a valid signature, even after obtaining the signature of (polynomially many) messages of his choice.

Goldwasser, Micali and Rivest proposed in [13] a signature scheme based on signature trees that provably meets this definition. The efficiency of the scheme
was later improved by Dwork and Naor \cite{10}, and Cramer and Damgård \cite{7}. A significant drawback of those signature schemes is that the signature of a message depends on previously signed messages: the signer must thus store information relative to the signatures he generates as time goes by. Gennaro, Halevi and Rabin presented in \cite{12} a new hash-and-sign scheme provably secure against adaptive chosen message attacks which is both state-free and efficient. Its security is based on the strong-RSA assumption. Cramer and Shoup presented in \cite{8} a signature scheme provably secure against adaptive chosen message attacks, which is also state-free, efficient, and based on the strong-RSA assumption.

The random oracle model, introduced by Bellare and Rogaway in \cite{1}, is a theoretical framework allowing to prove the security of hash-and-sign signature schemes. In this model, the hash function is seen as an oracle that outputs a random value for each new query. Bellare and Rogaway defined in \cite{2} the Full Domain Hash (FDH) signature scheme, which is provably secure in the random oracle model assuming that inverting RSA is hard. \cite{2} also introduced the Probabilistic Signature Scheme (PSS), which offers better security guarantees than FDH. Similarly, Pointcheval and Stern \cite{19} proved the security of discrete-log based signature schemes in the random oracle model (see also \cite{16} for a concrete treatment). However, security proofs in the random oracle are not real proofs, since the random oracle is replaced by a well defined hash function in practice; actually, Canetti, Goldreich and Halevi \cite{4} showed that a security proof in the random oracle model does not necessarily imply that a scheme is secure in the real world.

For practical applications of provably secure schemes, the tightness of the security reduction must be taken into account. A security reduction is tight when breaking the signature scheme leads to solving the well established problem with probability close to one. In this case, the signature scheme is almost as secure as the well established problem. On the contrary, if the above probability is too small, the guarantee on the signature scheme will be weak; in which case larger security parameters must be used, thereby decreasing the efficiency of the scheme.

The security reduction of \cite{2} for Full Domain Hash bounds the probability $\varepsilon$ of breaking FDH in time $t$ by $(q_{\text{hash}} + q_{\text{sig}}) \cdot \varepsilon'$ where $\varepsilon'$ is the probability of inverting RSA in time $t'$ close to $t$ and where $q_{\text{hash}}$ and $q_{\text{sig}}$ are the number of hash queries and signature queries performed by the forger. This was later improved in \cite{5} to $\varepsilon \approx q_{\text{sig}} \cdot \varepsilon'$, which is a significant improvement since in practice $q_{\text{sig}}$ happens to be much smaller than $q_{\text{hash}}$. However, FDH’s security reduction is still not tight, and FDH is still not as secure as inverting RSA.

On the contrary, PSS is almost as secure as inverting RSA ($\varepsilon \approx \varepsilon'$). Additionally, for PSS to have a tight security proof in \cite{2}, the random salt used to generate the signature must be of length at least $k_0 \approx 2 \cdot \log_2 q_{\text{hash}} + \log_2 1/\varepsilon'$, where $q_{\text{hash}}$ is the number of hash queries requested by the attacker and $\varepsilon'$ the probability of inverting RSA within a given time bound. Taking $q_{\text{hash}} = 2^{60}$ and $\varepsilon' = 2^{-60}$ as in \cite{2}, we obtain a random salt of size $k_0 = 180$ bits. In this paper, we show that PSS has actually a tight security proof for a random salt.
as short as $\log_2 q_{sig}$ bits, where $q_{sig}$ is the number of signature queries made by the attacker. For example, for an application in which at most one billion signatures will be generated, $k_0 = 30$ bits of random salt are actually sufficient to guarantee the same level of security as RSA, and taking a longer salt does not increase the security level. When PSS is used with message recovery, we obtain a better bandwidth because a larger message can now be recovered when verifying the signature.

Moreover, we show that this size is optimal: if less than $\log_2 q_{sig}$ bits of random salt are used, PSS is still provably secure, but PSS cannot have exactly the same security level as RSA. First, using a new technique, we derive an upper bound for the security of FDH, which shows that the security proof in [5] with $\varepsilon \approx q_{sig} \cdot \varepsilon'$ is optimal. In other words, it is not possible to further improve the security proof of FDH in order to obtain a security level equivalent to RSA. This answers the open question raised by Bellare and Rogaway in [2], about the existence of a better security proof for FDH: as opposed to PSS, FDH cannot be proven as secure as inverting RSA. The technique also applies to other signature schemes such as Gennaro-Halevi-Rabin’s scheme [12] and Paillier’s signature scheme [17]. To our knowledge, this is the first result concerning optimal security proofs. Then, using the upper bound for the security of FDH, we show that our size $k_0$ for the random salt in PSS is optimal: if less than $\log_2 q_{sig}$ bits are used, no security proof for PSS can be tight.

2 Definitions

In this section we briefly present some notations and definitions used throughout the paper. We start by recalling the definition of a signature scheme.

Definition 1 (signature scheme). A signature scheme $(Gen, Sign, Verify)$ is defined as follows:

- The key generation algorithm $Gen$ is a probabilistic algorithm which given $1^k$, outputs a pair of matching public and private keys, $(pk, sk)$.
- The signing algorithm $Sign$ takes the message $M$ to be signed, the public key $pk$ and the private key $sk$, and returns a signature $x = \text{Sign}_{pk,sk}(M)$. The signing algorithm may be probabilistic.
- The verification algorithm $Verify$ takes a message $M$, a candidate signature $x'$ and $pk$. It returns a bit $Verify_{pk}(M, x')$, equal to one if the signature is accepted, and zero otherwise. We require that if $x \leftarrow \text{Sign}_{pk,sk}(M)$, then $Verify_{pk}(M, x) = 1$.

In the previously introduced existential unforgeability under an adaptive chosen message attack scenario, the forger can dynamically obtain signatures of messages of his choice and attempts to output a valid forgery. A valid forgery is a message/signature pair $(M, x)$ such that $Verify_{pk}(M, x) = 1$ whereas the signature of $M$ was never requested by the forger.

A significant line of research for proving the security of signature schemes is the previously introduced random oracle model, where resistance against adaptive chosen message attacks is defined as follows [1]:
Definition 2. A forger $\mathcal{F}$ is said to $(t, q_{\text{hash}}, q_{\text{sig}}, \varepsilon)$-break the signature scheme $(\text{Gen}, \text{Sign}, \text{Verify})$ if after at most $q_{\text{hash}}(k)$ queries to the hash oracle, $q_{\text{sig}}(k)$ signatures queries and $t(k)$ processing time, it outputs a valid forgery with probability at least $\varepsilon(k)$ for all $k \in \mathbb{N}$.

and quite naturally:

Definition 3. A signature scheme $(\text{Gen}, \text{Sign}, \text{Verify})$ is $(t, q_{\text{hash}}, q_{\text{sig}}, \varepsilon)$-secure if there is no forger who $(t, q_{\text{hash}}, q_{\text{sig}}, \varepsilon)$-breaks the scheme.

The RSA cryptosystem, invented by Rivest, Shamir and Adleman [20], is the most widely used cryptosystem today:

Definition 4 (The RSA cryptosystem). The RSA cryptosystem is a family of trapdoor permutations, specified by:

- The RSA generator $\text{RSA}$, which on input $1^k$, randomly selects two distinct $k/2$-bit primes $p$ and $q$ and computes the modulus $N = p \cdot q$. It randomly picks an encryption exponent $e \in \mathbb{Z}_\phi(N)$ and computes the corresponding decryption exponent $d$ such that $e \cdot d = 1 \mod \phi(N)$. The generator returns $(N, e, d)$.
- The encryption function $f : \mathbb{Z}_N^* \to \mathbb{Z}_N^*$ defined by $f(x) = x^e \mod N$.
- The decryption function $f^{-1} : \mathbb{Z}_N^* \to \mathbb{Z}_N^*$ defined by $f^{-1}(y) = y^d \mod N$.

FDH was the first practical and provably secure signature scheme based on RSA. It is defined as follows: the key generation algorithm, on input $1^k$, runs $\text{RSA}(1^k)$ to obtain $(N, e, d)$. It outputs $(pk, sk)$, where the public key $pk$ is $(N, e)$ and the private key $sk$ is $(N, d)$. The signing and verifying algorithms use a hash function $H : \{0, 1\}^* \to \mathbb{Z}_N^*$ which maps bit strings of arbitrary length to the set of invertible integers modulo $N$.

$$\text{SignFDH}_{N,d}(M)$$
$$y \leftarrow H(M)$$
$$y \leftarrow x^e \mod N$$
$$\text{return } y^d \mod N$$

$$\text{VerifyFDH}_{N,e}(M, x)$$
$$y \leftarrow H(M)$$
$$y \leftarrow x^e \mod N$$
$$\text{if } y = H(M) \text{ then return } 1 \text{ else return } 0.$$

FDH is provably secure in the random oracle model, assuming that inverting RSA is hard. An inverting algorithm $\mathcal{I}$ for RSA gets as input $(N, e, y)$ and tries to find $y^d \mod N$. Its success probability is the probability to output $y^d \mod N$ when $(N, e, d)$ are obtained by running $\text{RSA}(1^k)$ and $y$ is set to $x^e \mod N$ for some $x$ chosen at random in $\mathbb{Z}_N^*$.

Definition 5. An inverting algorithm $\mathcal{I}$ is said to $(t, \varepsilon)$-break RSA if after at most $t(k)$ processing time its success probability is at least $\varepsilon(k)$ for all $k \in \mathbb{N}$.

Definition 6. RSA is said to be $(t, \varepsilon)$-secure if there is no inverter that $(t, \varepsilon)$-breaks RSA.

The following theorem [5] proves the security of FDH in the random oracle model.
Theorem 1. Assuming that RSA is \((t_I,\varepsilon_I)\)-secure, FDH is \((t_F, q_{\text{hash}}, q_{\text{sig}}, \varepsilon_F)\)-secure, with:

\[
t_I = t_F + (q_{\text{hash}} + q_{\text{sig}} + 1) \cdot O(k^3)
\]

\[
\varepsilon_I = \frac{\varepsilon_F}{q_{\text{sig}}} \left( 1 - \frac{1}{q_{\text{sig}} + 1} \right)^{q_{\text{sig}}+1}
\]

The technique described in [5] can be used to obtain an improved security proof for Gennaro-Halevi-Rabin’s signature scheme [12] in the random oracle model and for Paillier’s signature scheme [17]. From a forger which outputs a forgery with probability \(\varepsilon_F\), the reduction succeeds in solving the hard problem with probability roughly \(\varepsilon_F/q_{\text{sig}}\), in approximately the same time bound.

The security reduction of FDH is not tight: the probability \(\varepsilon_F\) of breaking FDH is smaller than roughly \(q_{\text{sig}} \cdot \varepsilon_I\) where \(\varepsilon_I\) is the probability of inverting RSA, whereas the security reduction of PSS is tight: the probability of breaking PSS is almost the same as the probability of inverting RSA \((\varepsilon_F \simeq \varepsilon_I)\).

3 New Security Proof for PSS

Several standards include PSS [2], among these are IEEE P1363a [14], a revision of ISO/IEC 9796-2, and the upcoming PKCS#1 v2.1 [18]. The signature scheme PSS is parameterized by the integers \(k, k_0\) and \(k_1\). The key generation is identical to FDH. The signing and verifying algorithms use two hash functions \(H : \{0,1\}^* \rightarrow \{0,1\}^{k_1}\) and \(G : \{0,1\}^{k_1} \rightarrow \{0,1\}^{k-k_1-1}\). Let \(G_1\) be the function which on input \(\omega \in \{0,1\}^{k_1}\) returns the first \(k_0\) bits of \(G(\omega)\), whereas \(G_2\) is the function returning the remaining \(k-k_0-k_1-1\) bits of \(G(\omega)\). A random salt \(r\) of \(k_0\) bits is concatenated to the message \(M\) before hashing it. The scheme is illustrated in figure [1] In this section we obtain a better security proof for PSS, in which a shorter random salt is used to generate the signature.

\[
\text{SignPSS}(M) : \quad \text{VerifyPSS}(M, x) : 
\]

\[
\begin{align*}
r &\leftarrow \{0,1\}^{k_0} \\
\omega &\leftarrow H(M || r) \\
r^* &\leftarrow G_1(\omega) \oplus r \\
y &\leftarrow 0 || \omega || r^* || G_2(\omega) \\
\text{return } y^d \mod N & \quad y \leftarrow x^e \mod N \quad \text{Break up } y \text{ as } b || \omega || r^* || \gamma \\
\end{align*}
\]

\[
\begin{align*}
\text{Let } r &\leftarrow r^* \oplus G_1(\omega) \\
\text{if } H(M || r) = \omega \text{ and } G_2(\omega) = \gamma \text{ and } b = 1 & \quad \text{then return } 1 \text{ else return } 0
\end{align*}
\]
The following theorem [2] proves the security of PSS in the random oracle model:

**Theorem 2.** Assuming that RSA is \((t',\varepsilon')\)-secure, the scheme \(\text{PSS}[k_0, k_1]\) is \((t, q_{\text{sig}}, q_{\text{hash}}, \varepsilon)\)-secure, where:

\[
\begin{align*}
t &= t' - (q_{\text{hash}} + q_{\text{sig}} + 1) \cdot k_0 \cdot \mathcal{O}(k^3) \\
\varepsilon &= \varepsilon' + 3 \cdot (q_{\text{sig}} + q_{\text{hash}})^2 \cdot (2^{-k_0} + 2^{-k_1})
\end{align*}
\]

(3)

(4)

Theorem [2] shows that for PSS to be as secure as RSA (i.e. \(\varepsilon' \simeq \varepsilon\)), it must be the case that \((q_{\text{sig}} + q_{\text{hash}})^2 \cdot (2^{-k_0} + 2^{-k_1}) < \varepsilon'\), which gives \(k_0 \geq k_{\text{min}}\) and \(k_1 \geq k_{\text{min}}\), where:

\[
k_{\text{min}} = 2 \cdot \log_2(q_{\text{hash}} + q_{\text{sig}}) + \log_2 \frac{1}{\varepsilon'}
\]

(5)

Taking \(q_{\text{hash}} = 2^{60}\), \(q_{\text{sig}} = 2^{30}\) and \(\varepsilon' = 2^{-60}\) as in [2], we obtain that \(k_0\) and \(k_1\) must be greater than \(k_{\text{min}} = 180\) bits.

The following theorem shows that PSS can be proven as secure as RSA for a much shorter random salt, namely \(k_0 = \log_2 q_{\text{sig}}\) bits, which for \(q_{\text{sig}} = 2^{30}\) gives \(k_0 = 30\) bits. The minimum value for \(k_1\) remains unchanged.

**Theorem 3.** Assuming that RSA is \((t',\varepsilon')\)-secure, the scheme \(\text{PSS}[k_0, k_1]\) is \((t, q_{\text{sig}}, q_{\text{hash}}, \varepsilon)\)-secure, where:

\[
\begin{align*}
t &= t' - (q_{\text{hash}} + q_{\text{sig}}) \cdot k_1 \cdot \mathcal{O}(k^3) \\
\varepsilon &= \varepsilon' \cdot (1 + 6 \cdot q_{\text{sig}} \cdot 2^{-k_0}) + 2 \cdot (q_{\text{hash}} + q_{\text{sig}})^2 \cdot 2^{-k_1}
\end{align*}
\]

(6)

(7)

In appendix [A], we give a security proof for a variant of PSS, for which the proof is simpler. The proof of theorem [3] is very similar and can be found in the full version of the paper [6]. The difference with the security proof of [2] is the following: in [2], a new random salt \(r\) is randomly generated for each signature query, and if \(r\) has appeared before, the inverter stops and has failed. Since at most \(q_{\text{hash}} + q_{\text{sig}}\) random salts can appear during the reduction, the inverter stops after a given signature query with probability less than \((q_{\text{hash}} + q_{\text{sig}}) \cdot 2^{-k_0}\).

There are at most \(q_{\text{sig}}\) signature queries, so this gives an error probability of:

\[q_{\text{sig}} \cdot (q_{\text{hash}} + q_{\text{sig}}) \cdot 2^{k_0}\]

which accounts for the term \((q_{\text{hash}} + q_{\text{sig}})^2 \cdot 2^{-k_0}\) in equation (4). On the contrary, in our new security proof, we generate for each new message \(M_i\) a list of \(q_{\text{sig}}\) random salts. Those random salts are then used to answer the signature queries for \(M_i\), so there is no error probability when answering the signature queries.

### 3.1 Discussion

Theorem [3] shows that PSS is actually provably secure for any size \(k_0\) of the random salt. In figure [2] we plot \(\log_2 \varepsilon'/\varepsilon\) as a function of the size \(k_0\) of the salt,
which depicts the relative security of PSS compared to RSA, for \( q_{\text{sig}} = 2^{30} \) and \( k_1 > k_{\text{min}} \). For \( k_0 = 0 \), we reach the security level of FDH, where approximately \( \log_2 q_{\text{sig}} \) bits of security are lost compared to RSA. For \( k_0 \) comprised between zero and \( \log_2 q_{\text{sig}} \), we gain one bit of security when \( k_0 \) increases by one bit. And for \( k_0 \) greater than \( \log_2 q_{\text{sig}} \), the security level of PSS is almost the same as inverting RSA. This shows that PSS has a tight security proof as soon as the salt size reaches \( \log_2 q_{\text{sig}} \), and using larger salts does not further improve security. For the signer, \( q_{\text{sig}} \) represents the maximal number of signatures which can be generated for a given public-key. For example, for an application in which at most one billion signatures will be generated, \( k_0 = 30 \) bits of random salt are actually sufficient to guarantee the same level of security as RSA, and taking a larger salt does not increase the security level.

PSS-R is a variant of PSS which provides message recovery; the scheme is illustrated in figure 1. The goal is to save on the bandwidth: instead of transmitting the message separately, the message is recovered when verifying the signature. The security proof for PSS-R is almost identical to the security proof of PSS, and PSS-R achieves the same security level as PSS. Consequently, using the same parameters as for PSS with a 1024-bits RSA modulus, 813 bits of message can now be recovered when verifying the signature (instead of 663 bits with the previous security proof).

4 Optimal Security Proof for FDH

In section 2 we have seen that the security proof of theorem 1 for FDH is still not tight: the probability \( \varepsilon_F \) of breaking FDH is smaller than roughly \( q_{\text{sig}} \varepsilon_I \) where \( \varepsilon_I \) is the probability of inverting RSA. In this section we show that the security proof
of theorem 1 for FDH is optimal, i.e. there is no better reduction from inverting RSA to breaking FDH, and one cannot avoid losing the $q_{sig}$ factor in the probability bound. We use a similar approach as Boneh and Venkatesan in [3] for disproving the equivalence between inverting low-exponent RSA and factoring. They show that any efficient algebraic reduction from factoring to inverting low-exponent RSA can be converted into an efficient factoring algorithm. Such reduction is an algorithm $A$ which factors $N$ using an $e$-th root oracle for $N$. They show how to convert $A$ into an algorithm $B$ that factors integers without using the $e$-th root oracle. Thus, unless factoring is easy, inverting low-exponent RSA cannot be equivalent to factoring under algebraic reductions.

Similarly, we show that any better reduction from inverting RSA to breaking FDH can be converted into an efficient RSA inverting algorithm. Such reduction is an algorithm $R$ which uses a forger as an oracle in order to invert RSA. We show how to convert $R$ into an algorithm $I$ which inverts RSA without using the oracle forger. Consequently, if inverting RSA is hard, there is no such better reduction for FDH, and the reduction of theorem 1 must be optimal.

Our technique is the following. Recall that resistance against adaptive chosen message attacks is considered, so the forger is allowed to make signature queries for messages of its choice, which must be answered by the reduction $R$. Eventually the forger outputs a forgery, and the reduction must invert RSA. Therefore we first ask the reduction to sign a message $M$ and receive its signature $s$, then we rewind the reduction to the state in which it was before the signature query, and we send $s$ as a forgery for $M$. This is a true forgery for the reduction, because after the rewind there was no signature query for $M$, so eventually the reduction inverts RSA. Consequently, we have constructed from $R$ an algorithm $I$ which inverts RSA without using any forger. Actually, this technique allows to simulate a forger with respect to $R$, without being able to break FDH. However, the simulation is not perfect, because it outputs a forgery only for messages which can be signed by the reduction, whereas a real forger outputs the forgery of a message that the reduction may or may not be able to sign.

We quantify the efficiency of a reduction by giving the probability that the reduction inverts RSA using a forger that $(t_F, q_{hash}, q_{sig}, \varepsilon_F)$-breaks the signature scheme, within an additional running time of $t_R$:

**Definition 7.** We say that a reduction algorithm $R$ $(t_R, q_{hash}, q_{sig}, \varepsilon_F, \varepsilon_R)$-reduces inverting RSA to breaking FDH if upon input $(N, e, y)$ and after running any forger that $(t_F, q_{hash}, q_{sig}, \varepsilon_F)$-breaks FDH, the reduction outputs $y^d \mod N$ with probability greater than $\varepsilon_R$, within an additional running time of $t_R$.

In the above definition, $t_R$ is the running time of the reduction algorithm only and does not include the running time of the forger. Eventually, the time needed to invert RSA is $t_F + t_R$, where $t_F$ is the running time of the forger. For example, the reduction of theorem 1 for FDH $(t_R, q_{hash}, q_{sig}, \varepsilon_F, \varepsilon_R)$-reduces inverting RSA to breaking FDH with $t_R(k) = (q_{hash} + q_{sig}) \cdot \mathcal{O}(k^3)$ and $\varepsilon_R = \varepsilon_F/(4 \cdot q_{sig})$. 


The following theorem, whose proof is given in appendix \[3\] shows that from any such reduction \( \mathcal{R} \) we can invert RSA with probability greater than roughly \( \varepsilon_R - \varepsilon_F/q_{\text{sig}} \), in roughly the same time bound.

**Theorem 4.** Let \( \mathcal{R} \) be a reduction that \((t_R, q_{\text{hash}}, q_{\text{sig}}, \varepsilon_R, \varepsilon_F)\)-reduces inverting RSA to breaking FDH. \( \mathcal{R} \) runs the forger only once. From \( \mathcal{R} \) we can construct an algorithm that \((t_I, \varepsilon_I)\)-inverts RSA, with:

\[
\begin{align*}
t_I &= 2 \cdot t_R \\
\varepsilon_I &= \varepsilon_R - \varepsilon_F \cdot \frac{\exp(-1)}{q_{\text{sig}}} \cdot \left(1 - \frac{q_{\text{sig}}}{q_{\text{hash}}}\right)^{-1}
\end{align*}
\]

Theorem \[4\] shows that from any reduction \( \mathcal{R} \) that inverts RSA with probability \( \varepsilon_R \) when interacting with a forger that outputs a forgery with probability \( \varepsilon_F \), we can invert RSA with probability roughly \( \varepsilon_R - \varepsilon_F/q_{\text{sig}} \), in roughly the same time bound, without using a forger. For simplicity, we omit here the factors \( \exp(-1) \) and \( (1 - q_{\text{sig}}/q_{\text{hash}}) \) in equation (9). Moreover we consider a forger that makes \( q_{\text{sig}} \) signature queries, and with probability \( \varepsilon_F = 1 \) outputs a forgery.

Theorem \[4\] implies that from a polynomial time reduction \( \mathcal{R} \) that succeeds with probability \( \varepsilon_R \) when interacting with this forger, we obtain a polynomial time RSA inverter \( \mathcal{I} \) that succeeds with probability \( \varepsilon_I = \varepsilon_R - 1/q_{\text{sig}} \), without using the forger. If inverting RSA is hard, the success probability \( \varepsilon_I \) of the polynomial time inverter must be negligible. Consequently, the success probability \( \varepsilon_R \) of the reduction must be less than \( 1/q_{\text{sig}} + \text{negl} \). This shows that from a forger that outputs a forgery with probability one, a polynomial time reduction cannot succeed with probability greater than \( 1/q_{\text{sig}} + \text{negl} \). On the contrary, a tight security reduction would invert RSA with probability close to one. Here we cannot avoid the \( q_{\text{sig}} \) factor in the security proof: the security level of FDH cannot be proven equivalent to RSA, and the security proof of theorem \[1\] for FDH is optimal.

## 5 Extension to Any Signature Scheme with Unique Signature

We have introduced a new technique that enables to simulate a forger with respect to a reduction. It consists in making a signature query for a message \( M \), rewinding the reduction, then sending the signature of \( M \) as a forgery. Actually, this technique stretches beyond FDH and can be generalized and applied to any signature scheme in which each message has a unique signature. Moreover, the technique can be generalized to reductions running a forger more than once. The following theorem shows that for a hash-and-sign signature scheme with unique signature, a reduction allowed to run or rewind a forger at most \( r \) times cannot succeed with probability greater than roughly \( r \cdot \varepsilon_F/q_{\text{sig}} \). The definitions and the proof of the theorem are given in the full version of the paper \[6\].

\[1\] Such forger can be constructed by first factoring the modulus \( N \), then computing a forgery using the factorisation of \( N \).
Theorem 5. Let $\mathcal{R}$ be a reduction that $(t_R, q_{\text{hash}}, q_{\text{sig}}, \varepsilon_F, \varepsilon_R)$-reduces solving a problem $\Pi$ to breaking a hash-and-sign signature scheme with unique signature. $\mathcal{R}$ is allowed to run or rewind a forger at most $r$ times. From $\mathcal{R}$ we can construct an algorithm that $(t_A, \varepsilon_A)$-solves $\Pi$, with:

\[ t_A = (r + 1) \cdot t_R \]  
\[ \varepsilon_A = \varepsilon_R - \varepsilon_F \cdot \frac{\exp(-1) \cdot r}{q_{\text{sig}}} \cdot \left(1 - \frac{q_{\text{sig}}}{q_{\text{hash}}} \right)^{-1} \]

6 Security Proofs for Signature Schemes in the Standard Model

The same technique can be applied to security reductions in the standard model, and we obtain the same upper bound in $1/q_{\text{sig}}$ for signature schemes with unique signature. The definitions and the proof of the following theorem are given in the full version of the paper [6].

Theorem 6. Let $\mathcal{R}$ be a reduction that $(t_R, q_{\text{sig}}, \varepsilon_F, \varepsilon_R)$-reduces solving $\Pi$ to breaking a signature scheme with unique signature. $\mathcal{R}$ can run or rewind the forger at most $r$ times. Assume that the size of the message space is at least $2^\ell$. From $\mathcal{R}$ we can construct an algorithm that $(t_A, \varepsilon_A)$-solves $\Pi$, with:

\[ t_A = (r + 1) \cdot t_R \]  
\[ \varepsilon_A = \varepsilon_R - \varepsilon_F \cdot \frac{\exp(-1) \cdot r}{q_{\text{sig}}} \cdot \left(1 - \frac{q_{\text{sig}}}{2^\ell} \right)^{-1} \]

In [6] we give an example of a signature scheme with unique signature, provably secure in the standard model, and reaching the the above bound in $1/q_{\text{sig}}$.

7 Optimal Security Proof for PSS

In section 6 we have seen that $k_0 = \log_2 q_{\text{sig}}$ bits of random salt are sufficient for PSS to have a security level equivalent to RSA, and taking a larger salt does not further improve the security. In this section, we show that that this length is optimal: if a shorter random salt is used, the security level of PSS cannot be proven equivalent to RSA. Our technique described in section 4 does not apply directly because PSS is not a signature scheme with unique signature. We extend our technique to PSS using the following method.

We consider PSS in which the random salt is fixed to $0^{k_0}$, and we denote this signature scheme $\text{PSS}_0[k_0, k_1]$. Consequently, $\text{PSS}_0[k_0, k_1]$ is a signature scheme with unique signature. First, we show how to convert a forger for $\text{PSS}_0[k_0, k_1]$ into a forger for $\text{PSS}[k_0, k_1]$. A reduction $\mathcal{R}$ from inverting RSA to breaking $\text{PSS}[k_0, k_1]$ uses a forger for $\text{PSS}[k_0, k_1]$ in order to invert RSA. Consequently, from a forger for $\text{PSS}_0[k_0, k_1]$, we can invert RSA using the reduction $\mathcal{R}$. This means that from $\mathcal{R}$ we can construct a reduction $\mathcal{R}_0$ from inverting RSA to breaking $\text{PSS}_0[k_0, k_1]$. 
Since PSS\(0[k_0, k_1]\) is a signature scheme with unique signature, theorem 3 gives an upper bound for the success probability of \(R_0\), from which we derive an upper bound for the success probability of \(R\).

**Theorem 7.** Let \(R\) a reduction that \((t, q_{hash}, q_{sig}, \varepsilon_F, \varepsilon_R)\)-reduces inverting RSA to breaking PSS\(k_0, k_1\), with \(q_{hash} \geq 2 \cdot q_{sig}\). The reduction can run or rewind the forger at most \(r\) times. From \(R\) we can construct an inverting algorithm for RSA that \((t_I, \varepsilon_I)\)-inverts RSA, with:

\[
\begin{align*}
t_I &= (r + 1) \cdot (t_R + q_{sig} \cdot O(k)) \\
\varepsilon_I &= \varepsilon_R - r \cdot \varepsilon_F \cdot \frac{2^{k_0+2}}{q_{sig}}
\end{align*}
\]

**Proof.** The proof is given in the full version of the paper [6].

Let consider as in section 4 a forger for PSS\(k_0, k_1\) that makes \(q_{sig}\) signature queries and outputs a forgery with probability \(\varepsilon_F = 1/2\). Then, from a polynomial time reduction \(R\) that succeeds with probability \(\varepsilon_R\) when running once this forger, we obtain a polynomial time inverter that succeeds with probability \(\varepsilon_I = \varepsilon_R - 2^{k_0+1}/q_{sig}\), without using the forger. If inverting RSA is hard, the success probability \(\varepsilon_I\) of the polynomial time inverter must be negligible, and therefore the success probability \(\varepsilon_R\) of the reduction must be less than \(2^{k_0+1}/q_{sig} + \text{negl}\). Consequently, in order to have a tight security reduction \((\varepsilon_R \approx \varepsilon_R)\), we must have \(k_0 \approx \log_2 q_{sig}\). The reduction of theorem 3 is consequently optimal.

### 8 Conclusion

We have described a new technique for analyzing the security proofs of signature schemes. The technique is both general and very simple and allows to derive upper bounds for security reductions using a forger as a black box, both in the random oracle model and in the standard model, for signature schemes with unique signature. We have also obtained a new criterion for a security reduction to be optimal, which may be of independent interest: we say that a security reduction is optimal if from a better reduction one can solve a difficult problem, such as inverting RSA. Our technique enables to show that the Full Domain Hash scheme, Gennaro-Halevi-Rabin’s scheme and Paillier’s signature scheme have an optimal security reduction in that sense. In other words, we have a matching lower and upper bound for the security reduction of those signature schemes: one cannot do better than losing a factor of \(q_{sig}\) in the security reduction.

Moreover, we have described a better security proof for PSS, in which a much shorter random salt is sufficient to achieve the same security level. This is of practical interest, since when PSS is used with message recovery, a better bandwidth is obtained because larger messages can be embedded inside the signature. Eventually, we have shown that this security proof for PSS is optimal: if a smaller random salt is used, PSS remains provably secure, but it cannot have the same level of security as RSA.
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A Security Proof of a Variant of PSS

We describe a variant of PSS that we call PFDH, for Probabilistic Full Domain Hash, for which the security proof is simpler. The scheme is similar to Full Domain Hash except that a random salt of $k_0$ bits is concatenated to the message $M$ before hashing it. The difference with PSS is that the random salt is not recovered when verifying the signature; instead the random salt is transmitted separately. As FDH, the scheme uses a hash function $H : \{0,1\}^* \rightarrow \mathbb{Z}_N^*$.

\[
\text{SignPFDH}(M) : \quad \text{VerifyPFDH}(M, s, r) :
\]
\[
\begin{align*}
r & \xleftarrow{} \{0,1\}^{k_0} \\
y & \leftarrow H(M || r) \\
\text{return } (y^d \mod N, r)
\end{align*}
\]
\[
\begin{align*}
y & \leftarrow s^e \mod N \\
\text{if } y = H(M || r) \text{ then return } 1 \\
\text{else return } 0
\end{align*}
\]

The following theorem proves the security of PFDH in the random oracle model, assuming that inverting RSA is hard. It shows that PFDH has a tight security proof for a random salt of length $k_0 = \log_2 q_{\text{sig}}$ bits.

**Theorem 8.** Suppose that RSA is $(t', \varepsilon')$-secure. Then the signature scheme PFDH[$k_0$] is $(t, q_{\text{hash}}, q_{\text{sig}}, \varepsilon)$-secure, where:

\[
t = t' - (q_{\text{hash}} + q_{\text{sig}}) \cdot O(k^3) - q_{\text{hash}} \cdot q_{\text{sig}} \cdot O(k) \quad (16)
\]
\[
\varepsilon = \varepsilon' \cdot (1 + 6 \cdot q_{\text{sig}} \cdot 2^{-k_0}) \quad (17)
\]

**Proof.** Let $\mathcal{F}$ be a forger that $(t, q_{\text{sig}}, q_{\text{hash}}, \varepsilon)$-breaks PFDH. We construct an inverter $I$ that $(t', \varepsilon')$-breaks RSA. The inverter receives as input $(N, e, \eta)$ and must output $\eta^d \mod N$. We assume that the forger never repeats a hash query. However, the forger may repeat a signature query, in order to obtain the signature of $M$ with distinct integers $r$. The inverter $I$ maintains a counter $i$, initially set to zero.

When a message $M$ appears for the first time in a hash query or a signature query, the inverter increments the counter $i$ and sets $M_i \leftarrow M$. Then, the inverter generates a list $L_i$ of $q_{\text{sig}}$ random integers in $\{0,1\}^{k_0}$.

When the forger makes a hash query for $M_i || r$, we distinguish two cases. If $r$ belongs to the list $L_i$, the inverter generates a random $x \in \mathbb{Z}_N^*$ and returns $H(M_i || r) = x^e \mod N$. Otherwise, the inverter generates a random $x \in \mathbb{Z}_N^*$ and returns $\eta \cdot x^e \mod N$. Consequently, for each message $M_i$, the list $L_i$ contains the
integers \( r \in \{0, 1\}^{k_0} \) such that the inverter knows the signature \( x \) corresponding to \( M_i \| r \).

When the forger makes a signature query for \( M_i \), the inverter takes the next random \( r \) in the list \( L_i \). Since the list contains initially \( q_{\text{sig}} \) integers and there are at most \( q_{\text{sig}} \) signature queries, this is always possible. If there was already a hash query for \( M_i \| r \), we have \( H(M_i \| r) = x^e \mod N \) and the inverter returns the signature \( x \). Otherwise the inverter generates a random \( x \in \mathbb{Z}_{N}^{*} \), sets \( H(M_i \| r) = x^e \mod N \) and returns the signature \( x \).

When the forger outputs a forgery \((M, s, r)\), we assume that it has already made a hash query for \( M \), so \( M = M_i \) for a given \( i \). Otherwise, the inverter goes ahead and makes the hash query for \( M \| r \). Then if \( r \) does not belong to the list \( L_i \), we have \( H(M_i \| r) = \eta \cdot x^e \mod N \). From \( s = H(M_i \| r)^d = \eta^d \cdot x^e \mod N \), we obtain \( \eta^d = s/x \mod N \) and the inverter succeeds in outputting \( \eta^d \mod N \).

Since the forger has not made any signature query for the message \( M_i \) in the forgery \((M_i, s, r)\), the forger has no information about the \( q_{\text{sig}} \) random integers in the list \( L_i \). Therefore, the probability that \( r \) does not belong to \( L_i \) is \((1 - 2^{-k_0})^{q_{\text{sig}}} \). If the size \( k_0 \) of the random salt is greater than \( \log_2 q_{\text{sig}} \), we obtain if \( q_{\text{sig}} \geq 2 \):

\[
(1 - 2^{-k_0})^{q_{\text{sig}}} = \left(1 - \frac{1}{q_{\text{sig}}} \right)^{q_{\text{sig}}} \geq \frac{1}{4}
\]

Since the forger outputs a forgery with probability \( \varepsilon \), the success probability \( \varepsilon' \) of the inverter is then at least \( \varepsilon/4 \), which shows that for \( k_0 \geq \log_2 q_{\text{sig}} \) the probability of breaking PFDH is almost the same as the probability of inverting RSA.

For the general case, \textit{i.e.} if we do not assume \( k_0 \geq \log_2 q_{\text{sig}} \), we generate fewer than \( q_{\text{sig}} \) random integers in the list \( L_i \), so that the salt \( r \) in the forgery \((M_i, s, r)\) belongs to \( L_i \) with lower probability. More precisely, starting from an empty list \( L_i \), the inverter generates with probability \( \beta \) a random \( r \leftarrow \{0, 1\}^{k_0} \), adds it to \( L_i \), and starts again until the list \( L_i \) contains \( q_{\text{sig}} \) elements. Otherwise (so with probability \( 1 - \beta \)) the inverter stops adding integers to the list. The number \( a_i \) of integers in \( L_i \) is then a random variable following a geometric law of parameter \( \beta \):

\[
\Pr[a_i = j] = \begin{cases} 
(1 - \beta) \cdot \beta^j & \text{if } j < q_{\text{sig}} \\
\beta^{q_{\text{sig}}} & \text{if } j = q_{\text{sig}}
\end{cases}
\]  \hspace{1cm} (18)

The inverter answers a signature query for \( M_i \) if the corresponding list \( L_i \) contains one more integer, which happens with probability \( \beta \) (otherwise the inverter must abort). Consequently, the inverter answers all the signature queries with probability greater than \( \beta^{q_{\text{sig}}} \). Note that if \( \beta = 1 \), the setting boils down to the previous case: all the lists \( L_i \) contain exactly \( q_{\text{sig}} \) integers, and the inverter answers all the signature queries with probability one.

The probability that \( r \) in the forgery \((M_i, s, r)\) does not belong to the list \( L_i \) is then \((1 - 2^{-k_0})^{q_{\text{sig}}} \), when the length \( a_i \) of \( L_i \) is equal to \( j \). The probability that
Since the forger outputs a forgery with probability $\varepsilon$, the success probability of the inverter is at least $\varepsilon \cdot \beta^{q_{\text{sig}}} \cdot f(\beta)$. We select a value of $\beta$ which maximizes this success probability; in [6], we show that for any $(q_{\text{sig}}, k_0)$, there exists $\beta_0$ such that:

$$\beta_0^{q_{\text{sig}}} \cdot f(\beta_0) \geq \frac{1}{1 + 6 \cdot q_{\text{sig}} \cdot 2^{-k_0}}$$

which gives (17). The running time of $I$ is the running time of $F$ plus the time necessary to compute the integers $x^e \mod N$ and to generate the lists $L_i$, which gives (16).

**B Proof of Theorem 4**

From $R$ we build an algorithm $I$ that inverts RSA, without using a forger for FDH. We receive as input $(N, e, y)$ and our goal is to output $y^d \mod N$ using $R$. We select $q_{\text{hash}}$ distinct messages $M_1, \ldots, M_{q_{\text{hash}}}$ and start running $R$ with $(N, e, y)$.

First we ask $R$ to hash the $q_{\text{hash}}$ messages $M_1, \ldots, M_{q_{\text{hash}}}$, and obtain the hash values $h_1, \ldots, h_{q_{\text{hash}}}$. We select a random integer $\beta \in [1, q_{\text{hash}}]$ and a random sequence $\alpha$ of $q_{\text{sig}}$ integers in $[1, q_{\text{hash}}] \setminus \{\beta\}$, which we denote $\alpha = (\alpha_1, \ldots, \alpha_{q_{\text{sig}}})$. We select a random integer $i \in [1, q_{\text{sig}}]$ and define the sequence of $i$ integers $\alpha' = (\alpha_1, \ldots, \alpha_{i-1}, \beta)$. Then we make the $i$ signature queries corresponding to $\alpha'$ to $R$ and receive from $R$ the corresponding signatures, the last one being the signature $s_\beta$ of $M_\beta$. For example, if $\alpha' = (3, 2)$, this corresponds to making a signature query for $M_3$ first, and then for $M_2$.

Then we rewind $R$ to the state it was after the hash queries, and this time, we make the $q_{\text{sig}}$ signature queries corresponding to $\alpha$. If $R$ has answered all the signature queries, then with probability $\varepsilon_F$, we send $(M_\beta, s_\beta)$ as a forgery to $R$. This is a true forgery for $R$ because after the rewind of $R$, there was no signature query for $M_\beta$. Eventually $R$ inverts RSA and outputs $y^d \mod N$.

We denote by $Q$ the set of sequences of signature queries which are correctly answered by $R$ after the hash queries, in time less than $t_R$. If a sequence of signature queries is correctly answered by $R$, then the same sequence without the last signature query is also correctly answered, so for any $(\alpha_1, \ldots, \alpha_j) \in Q$, we have $(\alpha_1, \ldots, \alpha_{j-1}) \in Q$. Let us denote by $\text{ans}$ the event $\alpha \in Q$, which corresponds to $R$ answering all the signature queries after the rewind, and by $\text{ans'}$ the event $\alpha' \in Q$, which corresponds to $R$ answering all the signature queries before the rewind.

Let us consider a forger that makes the same hash queries, the same signature queries corresponding to $\alpha$, and outputs a forgery for $M_\beta$ with probability $\varepsilon_F$. By definition, when interacting with such a forger, $R$ would output $y^d \mod N$
with probability at least $\varepsilon_R$. After the rewind, $R$ sees exactly the same transcript as when interacting with this forger, except if event ans is true and ans’ is false: in this case, the forger outputs a forgery with probability $\varepsilon_F$, whereas our simulation does not output a forgery. Consequently, when interacting with our simulation of a forger, $R$ outputs $y^d \mod N$ with probability at least:

$$\varepsilon_R - \varepsilon_F \cdot \Pr[\text{ans } \land \neg \text{ans'}]$$

(21)

The proof of the following lemma is given in the full version of the paper [6].

**Lemma 1.** Let $Q$ be a set of sequences of at most $n$ integers in $[1,k]$, such that for any sequence $(\alpha_1,\ldots,\alpha_j) \in Q$, we have $(\alpha_1,\ldots,\alpha_{j-1}) \in Q$. Then the following holds:

$$\Pr_{(\alpha_1,\ldots,\alpha_n,\beta)\leftarrow[1,k]^{n+1}}[(\alpha_1,\ldots,\alpha_n) \in Q \land (\alpha_1,\ldots,\alpha_i-1,\beta) \notin Q] \leq \frac{\exp(-1)}{n}$$

Using lemma [1] with $n = q_{\text{sig}}$ and $k = q_{\text{hash}}$, we obtain:

$$\Pr[\text{ans } \land \neg \text{ans'}] \leq \frac{\exp(-1)}{q_{\text{sig}}} \left(1 - \frac{q_{\text{sig}}}{q_{\text{hash}}}\right)^{-1}$$

(22)

The term $(1 - q_{\text{sig}}/q_{\text{hash}})$ in equation (22) is due to the fact that we select $\alpha_1,\ldots,\alpha_{q_{\text{sig}}}$ in $[1,q_{\text{hash}}] \setminus \{\beta\}$ whereas in lemma [1] the integers are selected in $[1,q_{\text{hash}}]$. From equations (21) and (22) we obtain that $I$ succeeds with probability greater than $\varepsilon_I$ given by (9). Because of the rewind, the running time of $I$ is at most twice the running time of $R$, which gives (8) and terminates the proof.
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1 Introduction

SFLASH [Spec] is a fast asymmetric signature scheme which was submitted to the call for cryptographic primitives organized by the European project NESSIE, together with a more conservative companion algorithm named FLASH. SFLASH was selected in September 2001 for phase II of the NESSIE project (whereas FLASH was not, probably because its longer key size makes it less attractive than SFLASH, assuming equivalent security levels [Nes01a]). No weakness of the SFLASH and FLASH algorithms was reported in the NESSIE security evaluation [Nes01b].

SFLASH and FLASH both belong to the family of multivariate asymmetric schemes [Pa00, Cou01], and do both represent particular instances of $C^*$, a variant of the $C$ scheme [MI88] in which a sufficient number $r$ of public equations of the $C^*$ trapdoor permutation are withdrawn in order to withstand Patarin’s cryptanalysis of $C^*$ [Pa95]. Both schemes are based on the difficulty of solving large systems of quadratic multivariate polynomials over a finite field $K$. Their trapdoor essentially consists in hiding a monomial transformation over an extension $L$ of $K$, using two affine transformations $s$ and $t$ of the $K$-vector space $K^n$. 
One of the distinctive properties of SFLASH and FLASH is that unlike most standard public key signature schemes (e.g. RSA, DSA, ECDSA, etc.), they are sufficiently fast to be well suited for implementation on low cost smart cards without cryptographic coprocessor. SFLASH and FLASH produce rather short signatures (259 bits in the case of SFLASH). The moderate public key size of SFLASH (2.2 Kbytes, versus 18 Kbytes for FLASH) represents an additional advantage for such applications.

In this paper, we present an attack of SFLASH which takes advantage of some special features introduced in SFLASH in order to save a substantial factor in the public key size as compared with more general instances of $C^*$ such as FLASH. This attack allows an adversary provided with an SFLASH public key to derive a valid signature, for that public key, of any message $M$. The complexity of the attack is well under the security target of $2^{80}$: it is equivalent to less than $2^{38}$ computations of the SFLASH public function used for signature verification. Although the attack was not fully implemented, the essential parts were confirmed by computer experiments.

Our attack does not appear to be applicable to FLASH and to the modified (more conservative, at the expense of a larger public key size) version of SFLASH proposed in October 2001 to the NESSIE project by the authors of SFLASH, in replacement of [Spec].

This paper is organised as follows. Section 2 describes SFLASH and its connection to $C^*$. Section 3 gives an overview of the attack. Section 4 details the two most essential steps of the attack.

2 Outline of $C^*$, $C^{*-\cdot}$, and SFLASH

In this Section, we briefly outline those features of $C^*$ and its cryptanalysis which are relevant for the attack presented here, and then provide a short description of SFLASH.

2.1 $C^*$

$C^*$ is a trapdoor permutation based on hidden monomial field equations proposed by Matsumoto and Imai in 1988 [MI88]. An efficient attack of $C^*$ was found by Patarin [Pa95]. It is sufficient for the sequel to only consider the basic version of $C^*$, which can be summarised as follows:

- $K$ denotes a finite field of characteristic 2: $K = F_{2^m} = F_q$, where $q = 2^m$.
- $L$ denotes an extension of $K$ of degree $n$: $L = F_{q^n}$. The representation of $L$ associated with a $P(X)$ irreducible polynomial of degree $n$ of $K[X]$ is used in the various computations. Thus any element $a$ of $L$ can be represented as the $\sum_{i=0}^{n-1} a_i X^i$ element of $K[X]/P(X)$. We will denote in the sequel by $\varphi$ the one to one mapping from $K^n$ to $L$ associated with this representation: $\forall c = (c_0, c_1, \ldots, c_{n-1}) \in K^n$, $\varphi(c) = \sum_{i=0}^{n-1} c_i X^i \mod P(X)$. 
- The public key of $C^*$ consists of a set of $n$ quadratic functions from $K^n$ to $K$ which together define a $G$ function from $K^n$ to $K^n$

$$G : K^n \rightarrow K^n$$

$$x = (x_0, \ldots, x_{n-1}) \mapsto y = (y_0, \ldots, y_{n-1})$$

where

$$y_i = \sum_{0 \leq j < k \leq n-1} \rho_{ijk} x_j x_k + \sum_{0 \leq j \leq n-1} \sigma_{ij} x_j + \tau_i$$

(in other words, the public key is made up of the $\rho_{ijk}$, $\sigma_{ij}$ and $\tau_i$ coefficients in $K$ of the $n$ public equations).

- The private key consists of two secret affine one to one functions of $K^n$: $s$ and $t$ (each determined by $n(n+1)$ $K$ coefficients). The knowledge of $s$ and $t$ provides a secret representation of $G$ as:

$$G = t \circ \varphi^{-1} \circ F \circ \varphi \circ s$$

where

$$F : L \rightarrow L$$

$$a \mapsto b = a^{q^\theta+1}$$

($\theta$ being a public or private integer such that $q^\theta + 1$ be co-prime with $q^{n-1}$). Note that since $F$ is the pointwise product of the two $L$ automorphisms $a \mapsto a$ and $a \mapsto a^{q^\theta}$, $\varphi^{-1} \circ F \circ \varphi$ (and thus $G$) is quadratic. Moreover, $F$ is one to one, and its inverse $F^{-1}$ is the monomial function $a \mapsto a^h$, where $h$ is the inverse of $q^\theta + 1$ modulo $q^n - 1$.

The knowledge of the private key allows to compute the inverse of the $G$ function. Thus $G$ is a trapdoor permutation which was initially conjectured to be one way, and proposed as a public key encryption or signature function.

### 2.2 Attack of $C^*$

The main attack of $C^*$ described in [Pa95] is based upon the following observation: the $b = a^{q^\theta+1}$ equation of the $F$ function implies $a^{q^{2\theta}} \cdot b = a \cdot b^{q^\theta}$ as can be seen is multiplying the former equation by $a^{q^{2\theta}}$. But the latter equation has the property that both the left and the right terms are “bilinear” in $a$ and $b$. As a consequence, there exists “bilinear” equations of the form

$$\sum_{0 \leq j \leq n-1, 0 \leq k \leq n-1} \gamma_{jk} x_j y_k + \sum_{0 \leq j \leq n-1} \delta_j x_j + \sum_{0 \leq j \leq n-1} \epsilon_j y_j + \eta = 0$$

relating the $(x_0, \ldots, x_{n-1})$ and $(y_0, \ldots, y_{n-1})$ $K^n$ input and output vectors of the $G$ public function (i.e. equations of total degree 2 without any $x_j x_k$ or $y_j y_k$ term). It is shown in [Pa95] that the linear equations in $\gamma_{jk}$, $\delta_j$, $\epsilon_j$ and $\eta$ provided by a sufficient number of $G$ input-output pairs allow to recover these unknown coefficients, and that once this has been done, the obtained vector space of
solutions can be used to compute the inverse by \( G \) of any \( K^n \) element \( y \) at the expense of solving a small \( K \)-linear system. The complexity of the attack is about \( m^2 n^4 \log n \).

J. Patarin, L. Goubin and N. Courtois investigated in [PGC98] the simple variant of \( C^* \) obtained by removing \( r \) of the public equations, say the \( r \) last ones. Thus the public key now consists of a \( G \) function from \( K^n \) to \( K^{n-r} \) given by \( n-r \) quadratic equations over \( K \). They came to the conclusion that the obtained variant of \( C^* \) (denoted by \( C^{*-} \)) can still be attacked if \( r \) is sufficiently small. However, attacks investigated in [PGC98] are not applicable when \( q^r \) is larger than say \( 2^{64} \). The \( C^{*-} \) name was introduced to refer to \( C^{*-} \) variants for which \( q \) and \( r \) satisfy this condition. Unlike \( C^* \), \( C^{*-} \) can only be used for signature purposes, not for encryption purposes.

### 2.3 Description of SFLASH

SFLASH is a special instance of \( C^{*-} \), in which a particular choice of the \( s \) and \( t \) functions (and of the polynomials associated with the representation of \( K \) and \( L \)) enables to considerably shorten the public key size.

More precisely:

- \( K \) is chosen equal to \( GF(2^7) \), i.e. \( m = 7 \) and \( q = 2^7 \). We denote by \( K' \) the \( GF(2) = \{0, 1\} \) subfield of \( K \). \( K \) elements are represented as 7-tuples of \( K' \) elements, using the representation of \( GF(2^7) \) associated with the \( X^7 + X + 1 \) irreducible polynomial of \( K'[X] \).
- \( L \) is chosen equal to \( K[X]/P(X) \), where \( P(X) \) is publicly known and equal to the \( X^{37} + X^{12} + X^{10} + X^2 + 1 \) irreducible polynomial of \( K[X] \). (Note that all coefficients of \( P(X) \) belong to \( K' \)). Thus \( n \) is equal to 37 and \( L \) elements can be represented as 37-tuples of \( K \) elements.
- The \( F \) monomial function of \( L \) involved in the secret representation of \( G \) is taken equal to \( a \rightarrow a^{128^{11}} + 1 \); in other words, \( \theta \) is public and equal to 11.
- The number \( r \) of withdrawn equations is equal to 11. Thus \( q^r = 2^{77} > 2^{64} \) and the \( C^{*-} \) condition is satisfied.
- The two secret affine functions \( s \) and \( t \) of \( K^n = K^{37} \) are taken from a small subset of the bijective affine functions from \( K^n \) to \( K^n \), namely those which can be represented by an \( n \times n \) matrix and a \( n \times 1 \) column vector which \( n \times (n + 1) \) coefficients do all belong to the \( K' \) subfield.

It is easy to see that as a consequence of the special choice of the \( s \) and \( t \) functions (and of the \( K \) and \( L \) representations), all the coefficients of the \( n-r = 26 \) public quadratic equations of the public function \( G \) belong to the \( K' = GF(2) \) subfield. This results in a gain by a factor of approximately \( m = 7 \) in the length of the SFLASH public key.

In addition to the above mentioned \( s \) and \( t \) affine mappings, an SFLASH private key also contains a 80-bit secret key \( \Delta \), which acts as a pseudo-random generation seed in the signature generation process.

In order to sign a message \( M \), the owner of a \((s, t, \Delta)\) private key performs the following operations.
The $M1 = SHA^{-1}(M)$ and $M2 = SHA^{-1}(M1)$ 160-bit strings, the 182-bit string $V = M1_{0→159}||M2_{0→21}$ and the 77-bit string $W = SHA^{-1}(V||\Delta)_{0→76}$ are computed.

$V$ is divided into $n - r = 26$ strings $y_0, ..., y_{25}$ of length 7 bits each, representing 26 elements of $K$, and $W$ is divided into $r = 11$ strings $y_{26}, ..., y_{36}$ of length 7 bits each representing 11 elements of $K$. Let us denote the $(y_0, ..., y_{25})$ 26-tuple by $y$, and the $(y_0, ..., y_{25}, y_{26}, ..., y_{36})$ 37-tuple by $y^*$.

The secret function $s^{-1} \circ \varphi^{-1} \circ F^{-1} \circ \varphi \circ t^{-1}$ is applied to $y^*$. The obtained 37-tuple $x$ of $K$ elements represents the signature of $M$. In order to check that the $x$ signature of an $M$ message is valid, a verifier just needs to compute $G(x)$, using the 26 public quadratic equations of $G$, and to make sure that the obtained value is equal to $y$.

![Fig. 1. SFLASH signature scheme](image)

3 Overview of Our Attack

The following simple observation represents the starting point for our attack. Let us consider the $G^* = t \circ \varphi^{-1} \circ F \circ \varphi \circ s$ untruncated SFLASH transformation of $K^n$ from which $G$ is derived ($G^*$ is given by the $n - r$ quadratic equations of $G$ and $r$ additional quadratic equations). Since the $s$, $t$ and $\varphi^{-1} \circ F \circ \varphi$ mappings
are constructed as to leave the $K'^n = GF(2)^{37}$ subset of $K^n$ invariant (this is the price to pay for having very compact public key equations), $G^*$ and its secret inverse $s^{-1} \circ \varphi^{-1} \circ F^{-1} \circ \varphi \circ t^{-1}$ used in the signature computations also leave $K'^n$ invariant. In other words, the restriction of $G^*$ (resp $G$) to $K'^n$ induces a $g^*$ (resp $g$) mapping of $K'^n$ to $K'^n$ (resp $K'^n$ to $K'^{n-r}$) and since $G^*$ is one to one, $g^*$ is also one to one.  1 It is also worth noticing that $G^*$ and $g^*$, though they are defined over distinct vector spaces ($K^n$ and $K'^n$), are described by exactly the same set of $n$ quadratic equations which coefficients belong by construction to $K'$.

Moreover, due to the fact that $K'^n = GF(2)^{37}$ is a small set, it is computationally easy to “invert” the public function $g$, i.e. given any 26-tuple $y$ of $K'$ elements, to determine the class($y$) set of all the $2^r = 2^{11}$ $x$ values in $K'^{37}$ such that $g(x) = y$. Our attack makes an extensive use of this property.

The purpose of our attack is to find $r$ additional quadratic equations of the form

$$z_i(x) = \sum_{0 \leq j < k \leq n-1} \alpha_{ijk} x_j x_k + \sum_{0 \leq j \leq n-1} \beta_{ij} x_j$$

(where the $\alpha_{ijk}$ and $\beta_{ij}$ coefficients are $K'$ elements) which, together with the $n - r \ G$ quadratic equations

$$y_i(x) = \sum_{0 \leq j < k \leq n-1} \rho_{ijk} x_j x_k + \sum_{0 \leq j \leq n-1} \sigma_{ij} x_j + \tau_i$$

represent a full $C^*$ instance consistent with $G$. More formally, we want to find $r$ additional quadratic equations such that there exists a $t'$ one to one affine mapping of $K^n$ with coefficients in $K'$ such that

$$\forall x = (x_0, x_1, \ldots, x_{n-1}) \in K^n,$$

$$(y_0(x), \ldots, y_{n-r-1}(x), z_0(x), \ldots, z_{r-1}(x)) = t' \circ \varphi^{-1} \circ F \circ \varphi \circ s(x) \tag{1}$$

Once any such set of $n$ equations over $K^n$ satisfying (1) have been determined, then the $C^*$ attack of [Pa95] can be applied to compute the preimage of any $K^n$ element in few operations, so that a valid signature of any message $M$ can then be computed by the adversary, using the following procedure:

1 The following even stronger property of $g$ deserves being mentioned: the public function $g$ represents a “restricted SFLASH” induced over $K'^n$ by the initial SFLASH , with distinct parameters ($q' = 2$ whereas $q = 2^7$, $\theta' = 3$ whereas $\theta = 11$, $n' = n = 37$, $r' = r = 11$). The $q'^{n'} > 2^{64}$ condition of $C'^{\ominus\ominus}$ is not satisfied by this restricted SFLASH, since $q'^{r'}$ is only equal to $2^{11}$. This mere property is sufficient to make the security of SFLASH suspicious, as first pointed out by Nicolas Courtois, Louis Goubin and Jacques Patarin in a discussion we had with them at an early stage of this work. However, we did not manage to apply the attacks of $C'^{\ominus\ominus}$ described in [PGC98] to the $g$ function, so we are unsure that this property is sufficient to draw firm conclusions concerning the security of SFLASH. Therefore we mounted a different attack dedicated to SFLASH, which takes advantage of the small value of $q'^n = 2^{37}$, as explained in the rest of this paper.
\[ V = SHA - 1(M)_{0 \rightarrow 159} \| SHA - 1(M)_{0 \rightarrow 21}, \] is computed and is divided into \( n - r = 26 \) 7-bit strings \( y_0, ..., y_{25} \), and \( r = 11 \) arbitrary additional 7-bit values \( z_0, ..., z_{10} \) are selected;

- The preimage of \((y_0, ..., y_{25}, z_0, ..., z_{10})\), which is computed using the \( C^* \) attack of [Pa95], is a valid signature of \( M \).

It is easy to see (one simply to consider \( t' \) and \( t \)) that the quadratic equations satisfying requirement (1) are those linear combinations of the \( n - r \) public quadratic equations \( y_i(x) \) (without their \( \tau_i \) constants) and the \( r \) additional hidden quadratic equations (again without their \( \tau_i \) constants) such that in addition the \( n \) quadratic functions \( y_0(x), ..., y_{n - r - 1}(x), z_0(x), ..., z_{r - 1}(x) \) be linearly independent.

So, each of the \( r = 11 \) additional quadratic functions \( z_i \) we are trying to determine, belongs to the same 37-dimensional \( K' \)-vector space \( E \) of quadratic functions, generated by the 37 public and hidden (constant less) quadratic equations. Our attack from now on consists in determining this partly unknown vector space \( E \). (Once \( E \) has been found, any \( z_0(x), ..., z_{r - 1}(x) \) functions of \( E \) such the \( n \) quadratic equations \( y_0(x), ..., y_{n - r - 1}(x), z_0(x), ..., z_{r - 1}(x) \) be linearly independent can be used to mount the rest of the attack, using the \( C^* \) cryptanalysis of [Pa95].) There are two main steps in the determination of \( E \):

The first step consists of an initial (partial) characterization of the coefficients of the \( z_i(x) \) equations by expressing the fact that \( g^* \) is one to one. This first phase allows to reduce the set of \( z_i(x) \) candidates from the \( K' \)-vector space of all quadratic functions constant less with \( K' \) coefficients, which dimension is \( n(n - 1)/2 + n = 703 \), to a smaller \( K' \)-vector space \( E' \) of dimension \( 4 \times 37 = 148 \).

The second step consists of an enhanced characterization of the \( z_i(x) \) coefficients. We are using the knowledge of \( E' \) to express additional conditions reflecting the a priori knowledge by the adversary of the degree in the \( y_0 \) to \( y_{n - 1} \) variables of the quadratic functions of \( E' \). Our computer experiments indicated that these additional conditions allow to fully determine the \( E \) set.

4 Detail of the Two Main Steps of the Attack

As said before, we attempt to characterize the 703 \( GF(2) \)-coefficients of any quadratic functions of \( E \)

\[ z(x) = \sum_{0 \leq j < k \leq n - 1} \alpha_{jk} x_j x_k + \sum_{0 \leq j \leq n - 1} \beta_j x_j \]

(representing any of the \( z_0(x) \) to \( z_{10}(x) \) functions we are try to determine in order to extend the \( G \) set of 26 public equations to a complete set \( G^* \) of 37 equations representing a \( C^* \) instance.)
4.1 First Step of the Attack: Derivation of $E'$

For that purpose, we are expressing the fact that since $g^*$ is one to one, each $\text{class}(y)$ of $2^{11} \times 2^{37}$ preimages by $g$ of any arbitrary element $y = (y_0, \cdots, y_{25})$ of $K'_{26}$ necessarily contains exactly $2^{r-1} = 2^{10}$ values such that $z(x) = 0$ and $2^{r-1} = 2^{10}$ values such that $z(x) = 1$, so that

$$\sum_{x \in \text{class}(y)} z(x) \equiv 0 \text{ mod } 2$$

So any arbitrary $y$ value provides one $GF(2)$-linear equation in the 703 coefficients of the quadratic function $z(x)$.

In order to compute the coefficients of the equation associated with $y$, one first needs to determine $\text{class}(y)$. This can be done with a total of less than $2^{37}$ computations and a limited amount of memory if we first select once for all the $N$ arbitrary $y = (y_0, \cdots, y_{25})$ values for which we want to determine $\text{class}(y)$ and if we then perform an exhaustive computation of the $g$ public function for all $2^{37}$ possible $x$ input values, and store the $2^{r-1} \times 703$ preimages of the $N$ selected $y$ values. Once $\text{class}(y)$ has been determined, the $GF(2)$-coefficients of the corresponding equation are easy to compute, and equal to $\sum_{x \in \text{class}(y)} x_j x_k$ for each $\alpha_{jk}$ coefficient, and to $\sum_{x \in \text{class}(y)} x_j$ for each $\beta_j$ coefficient.

We collect a little bit more than 703 such equations (say $N = 1000$ for instance) thus obtaining a $N \times 703$ matrix representing a system of $N$ $GF(2)$-linear equations which right terms are equal to zero, and compute the kernel of this matrix using gaussian elimination.

Instead of the initially anticipated 37-dimensional $GF(2)$ vector space $E$ spanned by the 26 public equations and the 11 hidden public equations without their constant terms, we found a much larger $GF(2)$-vector space $E'$ of solutions, of dimension $37 \times 4 = 148$. Unsurprisingly, $E'$ is a superset of $E$.

4.2 Explanation of the Above Phenomenon

The reason why $E'$ contains parasitic solutions distinct from the quadratic functions of the $E$ set appears to be the following: $z(x) = \sum_{x \in \text{class}(y)} z(x)$ can be regarded as a $z(y^*)$ function of the actual (partly hidden) $y^* = (y_0, \cdots, y_{36}) = g^*(x)$ value. For any fixed $y = (y_0, \cdots, y_{25})$ value, let us denote by $V_{11}(y)$ the $(y_0, \cdots, y_{25}) \times GF(2)^{11}$ affine subset of $GF(2)^{37}$. We can write

$$\sum_{x \in \text{class}(y)} z(x) = \sum_{y^* \in V_{11}} z(s^{-1} \circ \varphi^{-1} \circ F^{-1} \circ \varphi \circ t^{-1}(y^*)) = \text{def} \sum_{y^* \in V_{11}} z(y^*)$$

In other words, $\sum_{x \in \text{class}(y)} z(x)$ can be expressed as an 11th order derivative of the $z(y^*)$ function of $y^*$ induced by $z(x)$. Therefore, the equations of the previous Section are satisfied if $z(y^*)$ can be expressed as a boolean function of total degree at most 10 of the components of $y^*$.

Now, let us consider any $g_i(x) = \varphi^{-1} \circ f_i \circ \varphi \circ s(x)$ quadratic function of $K'^{37}$ associated with any $f_i$ monomial function $a \mapsto a^{2^i+1}$ of $L' = GF(2^{37})$. Let us
use the $q'$ and $\theta'$ notation of the footnote of Section 3 to refer to the parameters of the restricted SFLASH $g$. Since $b = t^{-1}(y^*)$ is equal to $g_3(x)$, $x$ is equal to $b^{h'}$, where $h'$ is the inverse of $q'\theta' + 1 = 2^3 + 1 \mod 2^{37} - 1$. Therefore, if $z(x)$ is equal to any linear combination of the outputs of $g_i(x)$, $z(x)$ can be expressed as a linear combination of the 37 $GF(2)$-components of $b^{h'}(2^i+1)$. Thus the degree of $z(x)$ as seen as a $z(y^*)$ function is then bounded above by the Hamming weight of $h'.(2^i+1) \mod 2^{37} - 1$.

We computed $h'_i = h'.(2^i+1) \mod 2^{37} - 1$ for the $i$ values between 0 and 36, and found exactly 4 $h'_i$ values of weight at most $10^2$, of weights 1, 4, 7 and 10 respectively, namely $i = 3, 9, 15$ and 21. Thus the output bits of $g_3(x)$, $g_9(x)$, $g_{15}(x)$ and $g_{21}(x)$ are quadratic in $x$ and can all be expressed as functions of degree at most 10 of $y^*$, so that any $z(x)$ linear combination of these 148 output bits satisfies the equations of the previous Section.

So in summary $E'$ is the 148-dimensional vector space spanned by the 37 components of each of the $g_3, g_9, g_{15}$ and $g_{21}$ functions of $GF(2)^{37}$.

4.3 Second Step of the Attack: Derivation of $E$

We select an arbitrary $B = (\zeta_0(x), \ldots, \zeta_{147}(x))$ basis of $E'$ provided by the gaussian elimination of step 1, and now attempt to characterize the 148 $GF(2)$-coordinates $\gamma_i$ in this basis of any $z(x) = \sum_{0 \leq i \leq 147} \gamma_i \zeta_i(x)$ element of $E$, in order to eliminate the $E'/E$ set of “parasitic solutions”.

As said in the previous Section, each $\zeta_i(x)$ quadratic function and their $z(x)$ linear combination can be seen as a $\zeta_i(y^*)$ and a $z(y^*)$ boolean function of the $y^*$ 37-tuple. We can notice that due to the structure of $E'$, the total degree in $y_0, \ldots, y_{36}$ of each of the $\zeta_i(y^*)$ functions is very likely to be equal to 10. If $z(x) \in E$ the total degree in $y_0, \ldots, y_{36}$ of $z(y^*)$ is by definition equal to 1. Therefore, if $z(x)$ belongs to $E$, then any 12th degree derivative of each of the $z(y^*) \cdot \zeta_i(y^*)$ functions (which degree is at most $10 + 1 = 11$) is equal to zero. On the other hand, if $z(x)$ belongs to $E' \setminus E$, the degree of at least one of the $z(y^*) \cdot \zeta_i(y^*)$ functions (in practice one of the $z(y^*) \cdot \zeta_0(y^*)$ and $z(y^*) \cdot \zeta_1(y^*)$ functions) can be expected to be at least $4 + 10 = 14$, due to the structure of $E'$, so that the 12th degree derivative of $z(y^*) \cdot \zeta_0(y^*)$ or $z(y^*) \cdot \zeta_1(y^*)$ (or both) can then be expected to differ from the null function. This provides one non trivial linear equation in the $\gamma_i$ unknown coefficients of $z(x)$.

For any fixed $y = (y_0, \ldots, y_{24})$ value, let us denote by $V_{12}(y)$ the affine subset of $GF(2)^{37}$ defined by $(y_0, \ldots, y_{24}) \times GF(2)^{12}$. For any arbitrary $(y_0, \ldots, y_{24})$ value we have

$$\sum_{y^* \in V_{12}(y)} z(y^*) \cdot \zeta_0(y^*) = 0 \text{ and } \sum_{y^* \in V_{12}(y)} z(y^*) \cdot \zeta_1(y^*) = 0.$$ 

For each $y$ value, each of these two equations provides the cryptanalyst with a $GF(2)$-linear equation in the 148 unknown $GF(2)$ coefficients $\gamma_i$, as can be

\footnote{up to circular rotations of $h'_i$. Indeed, if $i1$ and $i2$ are such that $h'_{i1} = 2^i h'_{i2} \mod 2^{37} - 1$, then $g_{i1}$ and $g_{i2}$ are equal up to a linear monomial transformation, and span the same set of quadratic functions.}
seen in rewriting the first equation (associated with $\zeta_0$) as

$$\sum_{0 \leq i \leq 147} \gamma_i \left( \sum_{x \in \text{class}(y_0, \ldots, y_{24}, 0) \cup \text{class}(y_0, \ldots, y_{24}, 1)} \zeta_i(x) \cdot \zeta_0(x) \right) \equiv 0 \mod 2$$

We collect a little bit more than 148 such equations (say $N' = 200$, some of which being associated with $z(x) \cdot \zeta_0(x)$ and the other being associated with $z(x) \cdot \zeta_1(x)$), thus obtaining a $N' \times 148$ matrix representing a system of $N'$ 148-bit vectors corresponding to $GF(2)$-linear equations which right terms are equal to zero. We compute the kernel of this matrix using gaussian elimination. It was confirmed by computer experiments that we obtain a kernel of dimension only 37, equal to the $E$ subspace of $E'$. This completes step 2 of our attack.

Once $E$ has been recovered with the above method, a complete $G^*$ set of 37 $K^n$-quadratic functions with $K'$ coefficient can be obtained (one just needs to complete the 26 public equations of $G$ as to obtain a basis of $E$), and the $C^*$ attack of [Pa95] can be applied to compute the inverse by $G^*$ of any $K^{37}$ element, so that a valid signature of any message $M$ can be produced by the adversary.

### 4.4 Complexity of the Attack

The most complex calculation required by the attack is the exhaustive computation of the $2^{37}$ values of the public function $g$, which is needed to obtain the (at most) $N + 2N'$ sets of $2^{11}$ preimages required for the computations of step 1 and step 2.

The computations of step 1 are essentially the derivation of the $N = 1000$ linear equations in 703 variables and the gaussian elimination of the resulting $N \times 703$ system in step 1. So, the complexity of step 1 is bounded above by $N.703.2^{11} + \frac{N^3}{3} \leq 2^{31}$. In the same way, the complexity of the derivation of the $N' = 148$ linear equations in 703 variables and the gaussian elimination of the resulting $N' \times 148$ system in step 2 are bounded above by $2^{27}$. Both complexities are far lower than $2^{37}$ computations of the SFLASH public function. Moreover the complexity of the attack of $C^*$ presented in [Pa95] is here about $2^{27}$ computations. In summary, the overall complexity of the attack is bounded above by $2^{38}$.

### 5 Conclusion

The attack presented in this paper uses extensively the fact that the SFLASH public function over $K^{37}$ induces a restricted scale function over the much smaller vector space $GF(2)^{37}$.

Our attack does not seem applicable to more conservative instances of $C^*$ such as FLASH, because a more sophisticated method than the one used in our attack would then have to be found to determine complete sets of $2^r$ preimages of some $C^*$ outputs.
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1 Introduction

The Revised NTRU Signature Scheme (R-NSS) and “NTRUSign” are the two most recent of several signature schemes related to the NTRU encryption scheme (now called NTRUEncrypt). NTRUEncrypt and the related signature schemes are not based on traditional hard problems such as factoring or computing discrete logarithms, like much of today’s cryptography. Instead, NTRUEncrypt was originally conceived as a cryptosystem based on polynomial arithmetic. Based on an early attack found by Coppersmith and Shamir \cite{7}, however, the underlying hard problem was soon reformulated as a lattice problem. See \cite{22} for an update on how lattices have recently been used both as a cryptanalytic tool and as a potential basis for cryptography.
There are two reasons for seeking alternative hard problems on which cryptography may be based. First, it is prudent to hedge against the risk of potential breakthroughs in factoring and computing discrete logarithms. A second and more significant reason is efficiency. NTRU-based algorithms, for example, are touted to run hundreds of times faster while providing the same security as competing algorithms. The drawback in using alternative hard problems is that they may not be as well understood. Although lattice theory has been studied for over 100 years, the algorithmic nature of hard lattice problems such as the “shortest vector problem” (SVP) was not really studied intensively until Lenstra, Lenstra and Lovász discovered a polynomial-time lattice basis reduction algorithm in 1982. Moreover, NTRU-based schemes use specific types of lattices based on an underlying polynomial ring, and these lattices generate specific types of lattice problems that may be easier to solve than general lattice problems. Since these specific lattice problems have been studied intensively only since NTRUEncrypt’s introduction in 1996, we can expect plenty of new results. This paper is a case in point: we use a new polynomial-time algorithm to find the shortest vector in certain lattices that arise in R-NSS, allowing us to break the scheme.

1.1 History of NTRU-Based Signature Schemes
Since the invention of NTRUEncrypt in 1996, several related identification and signature schemes have been proposed. These include an identification scheme invented by Kaliski, et.al. in 1997 [12], a “preliminary” version of NSS presented at the rump session of Crypto 2000, and the scheme described in the proceedings of Eurocrypt 2001 [17]. (See also [16] and [1].) All of these have been broken. (See [21] and [9].) In their Eurocrypt presentation, the authors of NSS sketched a revised scheme. They described these revisions in more detail in a technical note entitled “Enhanced Encoding and Verification Methods for the NTRU Signature Scheme” [14], which was revised several months later [15]. They finally committed to a scheme, which we will call “R-NSS,” by publishing it in the preliminary cryptographic standard document EESS [5]. They also published analysis and research showing how the new scheme defeated previous attacks. Although R-NSS does indeed appear to be a significantly stronger scheme than previous versions, this paper describes how it can be broken.

Since the initial submission of this paper, NTRU has proposed a new NTRU-based signature scheme called NTRUSign. Although our primary focus is R-NSS, we also provide security analysis of NTRUSign, as requested by the Program Committee.

1.2 Our Cryptanalysis
In our cryptanalysis of R-NSS, we use for concreteness the parameters suggested in the technical note [15] and standards document [5]. We show how a passive

---

1 This includes early work by Hermite and Minkowski, the latter calling the topic “Geometrie der Zahlen” (Geometry of Numbers) in 1910.
adversary who observes only a few valid signatures can recover the signer’s entire private key. Although some might consider R-NSS to be even more ad hoc than previous NTRU-based signature schemes, our attacks against it are more fundamental than previous attacks, in that they target the basic tenets of the scheme rather than its peculiarities.

The rest of this paper is organized as follows: In Section 2 we provide background mathematics, and then in Section 3 we describe R-NSS. In Section 4 we survey the previous attacks on NTRU-based signature schemes that are relevant to our cryptanalysis of R-NSS. In Section 5 we detail the first stage of our attack: the lifting procedure. Next, in Section 6 we describe how to obtain the polynomial \( f \ast \overline{f} \), which we use in the final stage of the attack. In Section 7 we introduce novel techniques for circulant lattices which enable a surprising algorithm to obtain the private key \( f \) in polynomial time. We give a summary of our R-NSS cryptanalysis in Section 8. Finally, in Section 9 we describe NTRUSign, consider attacks against it and describe alternative hard problems that underlie its security.

2 Background Mathematics

As with NTRUEncrypt and previous NTRU-based signature schemes, the key underlying structure of R-NSS is the polynomial ring

\[
R = \mathbb{Z}[X]/(X^N - 1)
\]  

where \( N \) is a prime integer (e.g., 251) in practice. In some steps, R-NSS uses the quotient ring \( R_q = \mathbb{Z}_q[X]/(X^N - 1) \), where the coefficients are reduced modulo \( q \), and normally taken in the range \((-q/2, q/2]\), where \( q \) is typically a power of 2 (e.g., 128). Multiplication in \( R \) and in \( R_q \) is also called convolution. We define \( \| f \| \) to be the Euclidean norm of a polynomial in the basis \( \{1, x, \ldots\} \) and the convolution matrix of \( f \) to be the matrix whose rows correspond to \( \{f, xf, x^2 f, \ldots\} \).

At times, we will refer to the reversal \( \overline{a} \) of a polynomial \( a \), defined by \( \overline{a}_k = a_{N-k} \) (with \( \overline{a}_0 = a_0 \)). The mapping \( a \mapsto \overline{a} \) is an automorphism of \( R \), since applying the map twice yields the original polynomial. We use the term “palindromes” in referring to polynomials that are fixed under the reversal mapping on \( R \) — i.e., polynomials \( a \) such that \( a = \overline{a} \). For any \( a \in R \), it is easy to see that the product \( a \ast \overline{a} \) is a palindrome. This fact, as well as the reversal mapping, may be described in elementary terms, but also in terms of an automorphism of the underlying cyclotomic field \( \mathbb{Q}(\zeta_N) \). We refer the reader to the full version of the paper for further details on the Galois theory of \( R \) and \( \mathbb{Q}(\zeta_N) \).

2.1 Lattices

The analysis of R-NSS will make frequent use of lattices. Formally, a lattice is a discrete subgroup of a vector space, but concretely, a lattice may be presented as
the integral span of some set $B = \{b_0, \ldots, b_{m-1}\}$ of linearly independent vectors in $\mathbb{R}^N$ - that is,

$$L = \{v | v = \sum a_i b_i \ | a_i \in \mathbb{Z}\}.$$  \hfill (2)

We call $m$ the dimension of the lattice, and $B$ a basis of $L$. Bases will often be presented as a matrix in which the rows are the basis vectors $\{b_i\}$. Each lattice has an infinite number of bases, related by $B' = UB$ where $U$ is a unimodular matrix, but some bases are more useful than others. The goal of lattice reduction is to find useful bases, typically ones with reasonably short, reasonably orthogonal basis vectors. The most celebrated lattice reduction algorithm is LLL [19], which has found many uses in cryptology. The contemporary survey [22] provides an overview of lattice techniques and [2] provides detailed descriptions of LLL variants.

The most famous lattice problem is the shortest vector problem (SVP): given a basis of a lattice $L$, find the shortest nonzero vector in $L$. Although LLL and its variants manage to find somewhat short vectors in lattices, they do not necessarily find the shortest vector. In fact, SVP is an NP-hard problem (under randomized reductions) [1]. In previous cryptanalysis of NTRU and NSS, LLL’s inability to recover the shortest (or a very, very short) vector was a significant shortcoming. In some of our attacks, however, we will construct lattices in which even vectors that are only somewhat short reveal information about the signer’s private key, and then we will use LLL and its variants as black box algorithms to find these vectors. We will explain other aspects of lattice theory as they become relevant.

2.2 Ideals

Since R-NSS operates with polynomials in the ring $R$, we will need to consider multiplication in $R$, as well as ideals in this ring. Recall that an ideal is an additive subgroup of a commutative ring which is also closed under multiplication by any element in $R$, and a principal ideal is an ideal of $R$ consisting of all $R$-multiples of a single element. We write $(a)$ to denote the principal ideal consisting of all $R$-multiples of $a$, and say that the ideal is generated by $a$. We remark that not all ideals are principal, and furthermore, a generator of a principal ideal is not unique since there are infinitely many units $u \in R$, and for each $u$, both $M_f$ and $M\left( f \ast u \right)$ define the same ideal. We naturally extend these notions to lattices by defining a lattice ideal to be a lattice which is also closed under “multiplication” by polynomials in $R$. Each lattice $L(M_a)$ is a principal lattice ideal, and we will exploit this extra structure in our novel attacks on R-NSS.

3 Description of R-NSS

The signature scheme R-NSS is a triplet ($keygen$, $sign$, $verify$) of algorithms operating on polynomials in $R = \mathbb{Z}[X]/(X^N - 1)$ and $R_q = \mathbb{Z}_q[X]/(X^N - 1)$, where $N$ is prime, and $q < N$, (e.g. $N = 251$, $q = 128$). Other parameters in
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R-NSS include the modulus $p$, which is relatively prime to $q$ and is typically chosen to be 3, as well as the integers $d_u$, $d_f$, $d_q$, $d_m$ and $d_z$, whose suggested values are respectively 88, 52, 36, 80, and 58. The latter parameters are used to define several families of \textit{trinary} polynomials as follows: $\mathcal{L}(d_1, d_2)$ denotes the set of polynomials in $R_q$, with $d_1$ coefficients 1, $d_2$ coefficients $-1$ and all other coefficients 0.

**Key generation:** Two polynomials $f$ and $g$ are randomly generated according to the equations

\[
    f = u + pf_1 \\
    g = u + pg_1
\]

where $u \in \mathcal{L}(d_u, d_u + 1)$, $f_1 \in \mathcal{L}(d_f, d_f)$ and $g_1 \in \mathcal{L}(d_g, d_g)$. The signer keeps these two polynomials secret, with $f$ serving as the signer’s private key. The public key $h$ is computed as $f^{-1} \ast g$ in $R_q$, and it is therefore necessary that $f$ be invertible in $R_q$ (i.e., $f \ast f^{-1} = 1$ for some $f^{-1} \in R_q$). This is true with very high probability (see \[24\]); in any case the preceding step may be repeated by choosing a different polynomial $f_1$.

As in previous versions of NSS, the coefficients of $f$ and $g$ are small – i.e., they lie in a narrow range ($[-4, 4]$ assuming $p = 3$) of $\mathbb{Z}_q$. However, R-NSS introduces a new secret polynomial – namely, $u$ – into the private key generation process. In the previous version of NSS, $f \pmod{p}$ and $g \pmod{p}$ were public, allowing a statistical attack on a transcript of signatures. In the full version of the paper we briefly describe this transcript attack, and explain how using $u$ defeats it.

**Signature generation:** To sign a message, one transforms the message to be signed into a message representative according to a hash function-based procedure such as that described in \[4\]. We do not base any attack on this encoding, which can be made as safe as for any signature scheme. This message representative $m$ is a polynomial in $\mathcal{L}(d_m, d_m)$. The signer then computes the following temporary variables:

\[
    y = u^{-1} \ast m \mod p \\
    z \in \mathcal{L}(d_z, d_z) \\
    w = y + pz,
\]

where $u^{-1}$ is computed in $R_p = \mathbb{Z}_p[X]/(X^N - 1)$. Notice that in $R$, $f \ast w \equiv m \pmod{p}$. This is not necessarily the case in $R_q$, however, since reduction modulo $q$ causes “deviations” in the modulo $p$ congruence, given that $p$ and $q$ are relatively prime. During the rest of the signing process, the signer will try to keep the number of these deviations to a minimum. The signer computes more temporary variables:

\[
    s = f \ast w \mod q \\
    t = g \ast w \mod q \\
    Dev_s = (s - m) \mod p
\]
\[ \text{Dev}_t = (t - m) \mod p. \]

\( \text{Dev}_s \) and \( \text{Dev}_t \) represent the deviations that the signer would like to correct, but, unfortunately for the signer, correcting a coefficient in \( s \) may cause additional deviations in \( t \). Therefore, the signer limits his corrections to coefficient positions \( j \) such that \( (\text{Dev}_s)_j = (\text{Dev}_t)_j \). He initializes a polynomial \( e \) to 0 and sets \( e_j \) to \( -(\text{Dev}_s)_j \) when \( (\text{Dev}_s)_j = (\text{Dev}_t)_j \). He then lets \( e' = w^{-1} \ast e \mod p \), adds \( e' \) to \( w \), and recomputes \( s = f \ast w \) in \( R_q \). The pair \((m, s)\) is the signer’s signature of \( m \).

**Signature verification:** To avoid the forgery attacks presented in [9], verification has become a rather complicated process involving up to 20 distinct steps, detailed in [6] and [15], which fall into three broad categories: the Quartile Distribution tests, the Mod 3 Distribution tests, and the \( L_2 \) Norm tests. In essence, the verifier checks, respectively, that

1. the coefficients of \( s \) and \( t = s \ast h \mod q \) have a roughly normal distribution;
2. the coefficients of \( s \) and \( t \) deviating from \( m \) are few and have a certain distribution; and
3. the \( L_2 \) norms of \( s' = p^{-1}(s - m) \mod q \), \( t' = p^{-1}(t - m) \mod q \) and \( (s'||t') \) (concatenated) are below certain thresholds.

Since we do not focus on forgery attacks in this paper, we do not describe the verification process in full detail here. On average, the signer has to run the signing process two or three times to produce a valid signature.

### 4 Previous Attacks on NSS

In this section, we review some relevant known attacks against NTRUEncrypt and previous NTRU-based signature schemes. This review will help us explain our cryptanalysis of R-NSS, which will occasionally leverage pieces of the attacks mentioned here.

#### 4.1 Coppersmith-Shamir Attack

As with NTRUEncrypt, the security of R-NSS is claimed to be based on a hard lattice problem. Coppersmith and Shamir [7] were the first to present a lattice-based attack against NTRUEncrypt, an attack which is also relevant to R-NSS. Let \( L_{CS} \) be the lattice generated by the rows of the following matrix:

\[
B_{CS} = \begin{bmatrix}
I_{(N)} & M_h \\
0 & qI_{(N)}
\end{bmatrix},
\]

where \( I_{(N)} \) is the \( N \)-dimensional identity matrix. This lattice clearly contains the vector \((f||g)\), since \( f \ast h = g \mod q \). Moreover, for technical reasons [7], it is highly probable that \((f||g)\) is the shortest nonzero vector in this lattice (up to rotation, sign, and excluding trivial vectors such as \( 1^N, 1^N \)), the vector of
all 1’s.) Therefore, recovering the private key is simply a matter of recovering the shortest vector in $L_{CS}$, which we can presumably do using a lattice reduction algorithm. This attack is very effective when $N$ is small (e.g., 107).

The problem with this approach (and lattice attacks, in general) is that no known lattice reduction algorithm is both very fast and very effective. More specifically, the LLL algorithm is “polynomial-time” – i.e., it terminates in time polynomial in the dimension $m$ of the lattice – but, for high-dimensional lattices, such as those used in NTRU-based schemes, it almost certainly will not find the shortest vector. Rather, LLL only guarantees finding a vector that is no more than $2^{(m-1)/2}$ times as long as the shortest vector. Even though, in practice, LLL performs significantly better than this worst case bound, its performance is not sufficient for this lattice; we need the shortest vector or a very small multiple thereof. Other lattice reduction algorithms can find shorter vectors, but they naturally have greater time-complexity. The bottom line, based on current knowledge and on extensive empirical tests run by NTRU [23], seems to be that the time necessary to find $(f \parallel g)$ in $L_{CS}$ grows at least exponentially in the dimension of the lattice ($2N$). This apparently hard lattice problem of recovering $(f \parallel g)$ from the $2N$-dimensional lattice is claimed to underlie the security of both NTRUEncrypt and R-NSS.

Remark 1. As mentioned previously, the fact that SVP is an NP-hard problem for general lattices does not necessarily mean that finding short vectors in $L_{CS}$ is hard. May [20] exploited the specifics of NTRUEncrypt’s private key structure to construct lower-dimensional “zero-run” lattices and “dimension-reducing” lattices from which an attacker could quickly recover an NTRUEncrypt-107 private key. Gentry [8] used a ring homomorphism from $\mathbb{R}$ to $\mathbb{Z}[X]/(X^{N/d} - 1)$ to “fold” $L_{CS}$ into a more manageable lattice of dimension $2N/d$ for $N$ having a nontrivial divisor $d$.

4.2 GCD Lattice Attack

Since reducing $L_{CS}$ does indeed appear to be infeasible, the natural inclination of the cryptanalyst is to look for smaller lattices that contain the private key. The authors of R-NSS mention one such lattice in [16]. They observe that if an attacker is able to recover the values of several $f \ast w$’s in $\mathbb{R}$ – “unreduced” modulo $q$ – then $f$ will likely be the shortest vector in the $N$-dimensional lattice formed by the rows of the several $M_{f \ast w}$’s.

Recall from section [22] that, for any polynomial $a$, there is an equivalence between the ideal $(a)$ of $a$-multiples and the lattice generated by $M_a$. Similarly, the lattice spanned by the rows of $M_{f \ast w_1}$ and $M_{f \ast w_2}$ corresponds to the ideal $I = (f \ast w_1, f \ast w_2)$. Every polynomial in $I$ is a multiple of $f$. Moreover, if $(w_1)$ and $(w_2)$ are relatively prime – i.e., there exist $a, b \in \mathbb{R}$ with $a \ast w_1 + b \ast w_2 = 1$ – then $f \in I$, and we may say that $\text{GCD}(f \ast w_1, f \ast w_2) = (f)$. This “lattice attack” is, in fact, the standard ideal-GCD algorithm, and is among the lattice ideal operations discussed in [2].

Given how the $w_i$ are produced in R-NSS, $(f)$ often is indeed the GCD of two unreduced signatures, and it is even more likely to be the GCD of several
unreduced signatures. Therefore, given a few unreduced signatures, we can construct an \(N\)-dimensional lattice whose shortest vector is likely \(f\). The authors of R-NSS note that, although reducing this \(N\)-dimensional lattice is still not a trivial problem for R-NSS parameters, it is much easier than reducing the \(2N\)-dimensional \(L_{CS}\), given the exponential relationship between dimension and running time. R-NSS uses “masking” techniques to prevent recovery of \(f \ast w\’s\) in \(R\) to avoid this lattice attack. (In section 5 we show that recovering \(f \ast w\’s\) is nonetheless quite easy.)

### 4.3 Averaging Attack

The so-called “averaging attack” was first considered by Kaliski during collaboration with Hoffstein in the context of an early precursor to NSS (see patent [12]). In this work, it was observed that in the ring \(R\), the value \(f \ast \overline{f}\) could be obtained by an averaging attack. This attack was fatal, since in the scheme [12], \(f\) itself is a palindrome (unlike in R-NSS), thus \(f \ast \overline{f} = f^2\). There is an efficient algorithm for taking the square root in \(R\) (see, e.g., [13]), so \(f \ast \overline{f}\) revealed \(f\).

In [16], the authors of R-NSS do mention this averaging attack, but also remark that knowledge of \(f \ast \overline{f}\) does not appear to be useful. See [16], [9], [21] for a discussion of this and other ways in which the attacker may average a transcript of signatures in such a way as to get information about the private key.

Here is a description of how the averaging attack works. Suppose we can obtain a set of unreduced \(f \ast w\’s\) in \(R\). Now, consider the average

\[
A_r = \left(\frac{1}{r}\right) \sum_{i=1}^{r} (f \ast \overline{f}) \ast (w_i \ast \overline{w_i})
\]

For each \(i\), \((w_i \ast \overline{w_i})_0 = \|w_i\|^2\), which is a large positive quantity. However, for \(k \neq 0\), \((w_i \ast \overline{w_i})_k\) has a random distribution of positive and negative quantities that averaging essentially cancels out. Thus, as \(r\) increases, \(A_r\) essentially converges to a scalar multiple of \(f \ast \overline{f}\). This convergence is quite fast: after a few thousand signatures a close estimate of \(f \ast \overline{f}\) can be computed, meaning that we obtain an estimate \(z\) such that for most coefficients, \(|z_i - (f \ast \overline{f})_i| \leq 2\). Even if reduced signatures are used, with some corrections, there is still a convergence to \(f \ast \overline{f}\), albeit about 10 times as slow. Clearly, the more signatures, the better the estimate. In section 6 we explain how this averaging attack may be combined with a lattice attack to recover \(f \ast \overline{f}\) quickly and completely.

### 5 Lifting the Signatures

In this section, we present our first (and arguably the most important) attack with which we obtain \(R\)-multiples of the private key \(f\). More specifically, we assume that, as passive adversaries, we are given a transcript of legitimate signatures \(\{(m_1, s_1), \ldots, (m_r, s_r)\}\). Using this transcript and the signer’s public
key, we directly compute the following elements in $R_q$:

$$\{f \ast w_1 \mod q, \ldots, f \ast w_r \mod q\} \text{ and } \{g \ast w_1 \mod q, \ldots, g \ast w_r \mod q\},$$

where the $w_i$ are computed according to the signing process above. We will then lift these signatures to the ring $R$, obtaining a list of multiples of $f$ and $g$:

$$\{f \ast w_1, \ldots, f \ast w_r\} \text{ and } \{g \ast w_1, \ldots, g \ast w_r\},$$

which are “unreduced” modulo $q$. This is a devastating attack against R-NSS, because undoing the $q$ modular reduction of the signatures allows us to use the $N$-dimensional GCD lattice attack, described in section 4.2 rather than the $2N$-dimensional Coppersmith-Shamir attack, reducing the key recovery time by a factor exponential in $N$. It also permits the other, more efficient attacks discussed later in this paper.

### 5.1 The Principle

From the signing procedure in the ring $R_q$, we get the following equations for each $i$:

$$f \ast w_i \equiv s_i \mod q \text{ and } g \ast w_i \equiv t_i \mod q,$$

$$f \ast w_i \equiv g \ast w_i \equiv m_i + e_i \mod p.$$  \hspace{1cm} (5)

If we knew $e_i$, we would be able to compute $f \ast w_i$ and $g \ast w_i$ modulo $pq$ via the Chinese Remainder Theorem. We could then recover $f \ast w_i$ and $g \ast w_i$ over $R$ without too much difficulty, since almost all of the coefficients of $f \ast w_i$ and $g \ast w_i$ will lie in the interval $(-pq/2, pq/2)$.

The use of $e_i$ in the signing process makes lifting the signatures much less straightforward. Since $e_i$ will have about 20 nonzero coefficients for the suggested parameters of R-NSS, we cannot simply guess $e_i$ from among $\binom{251}{20}^2$ possibilities. Later, we will mention how specific properties of the signing process make some possibilities much more probable than others, but even with these refinements the guessing approach remains infeasible.

Instead, we will use an iterative approach that, at each step, attempts to improve upon previous approximations. Let $S_i$ denote our approximation of $f \ast w_i$, and $T_i$ our approximation of $g \ast w_i$. We initialize $S_i$ and $T_i$ to be the polynomials in $R_{pq}$ that satisfy

$$S_i \equiv s_i \mod q \text{ and } T_i \equiv t_i \mod q,$$

$$S_i \equiv T_i \equiv m_i \mod p.$$  \hspace{1cm} (6)

\[\text{See [7] for an analysis of the coefficient distributions of convolution products. The key points here are that L2 norms } \|f\|, \|g\| \text{ and } \|w_i\| \text{ are small, } \|f \ast w_i\| \approx \|f\| \|w_i\| \text{ and the coefficients of } f \ast w_i \text{ have a roughly normal distribution.}\]
Our approximations will have two different types of errors. First, the $k$th coefficients of $S_i$ and $T_i$ will be wrong if the $k$th coefficient of $e_i$ is nonzero. Second, a coefficient of $S_i$ (resp. $T_i$) may be correct modulo $pq$ but incorrect in $R$ if the corresponding coefficient of $f \ast w_i$ (resp. $g \ast w_i$) lies outside the interval $(-pq/2, pq/2]$. On average, about 25 (out of 251) coefficients of our initial approximations will be incorrect.

In refining our approximations, we begin with the following observation: For any $(i, j)$,

$$
(f \ast w_i) \ast (g \ast w_j) - (f \ast w_j) \ast (g \ast w_i) = 0.
$$

(8)

Based on this observation, we would expect $S_i \ast T_j - S_j \ast T_i$ to tend towards 0 as our approximations improve. In fact, this is the case. We can use the norms $n_{ij} = \|S_i \ast T_j - S_j \ast T_i\|$ to decide what adjustments we should make, and to know when our approximations are finally correct. The rest of the lifting procedure is simply an elaboration of this basic idea, and one can imagine a variety of different methods through which an attacker could use these norms to create an effective lifting procedure. In our particular implementation against R-NSS, we used the norms $n_{ij}$, together with some R-NSS-specific heuristics, to create a very fast lifting procedure that worked almost all the time with a transcript of only four signatures.

5.2 Our Implementation of the Lifting Procedure

For each approximation pair $(S_i, T_i)$, we computed a “norm product” with the other approximation pairs according to the formula $P_i = \prod_{j \neq i} n_{ij}$. Preferring approximation pairs with higher norm products, we then picked a random pair $(S_i, T_i)$ to be corrected. For each coefficient position, we temporarily added or subtracted certain multiples of $q$ to $S_i$ and $T_i$ (since the approximations are already correct modulo $q$), and recomputed $P_i$. With a little bookkeeping, this step can be made extremely fast. We preserved the adjustment that reduced $P_i$ by the greatest amount. Finally, we terminated this process when the norm product of some approximation pair reached zero, at which point we would have two correct approximation pairs.

We note that not every adjustment made during the lifting procedure is actually a correction. Often, this procedure will make a previously correct coefficient incorrect, and then switch it back later on. In other words, it behaves somewhat like a “random walk”. This fact, together with the heuristic nature of the overall algorithm, admittedly makes the lifting procedure difficult to analyze. For the specified parameters of R-NSS, however, it works quickly and reliably. For a transcript of four signatures, it is able to lift two signatures 90% of the time in an average of about 25 seconds (on a desktop computer). In the remaining 10%, the number of errors never converges to zero. For three signatures, it still works 70% of the time, typically finishing in about 15 seconds.
6 Obtaining $f^* \bar{f}$

An important ingredient of the final algorithm is the product of $f$ with its reversal, $\bar{f}$. In order to recover $f^* \bar{f}$ in the context of R-NSS, we used a combination of the averaging attack mentioned in section 4.3 and a lattice attack on $f^* \bar{f}$ noticed by the authors and Jonsson, Nguyen and Stern.

The lattice attack is a derivative of the Coppersmith-Shamir attack described in section 4.2. Since sending a polynomial to its reversal is an automorphism, $$(f^* \bar{f}) * (h^* \bar{h}) \equiv (g^* \bar{g}) \pmod{q}.$$ This means that the vector $(f^* \bar{f}) \parallel (g^* \bar{g})$ is contained in the lattice $L_{\text{norm}}$ generated by

$$B_{\text{norm}} = \begin{bmatrix} I(N) & M_{h^* \bar{h}} \\ 0 & q I(N) \end{bmatrix}.$$  

This lattice has dimension $2N$, but it has an $(N + 1)$-dimensional sublattice of palindromes, which contains $(f^* \bar{f}) \parallel (g^* \bar{g})$. Conceivably, recovering $(f^* \bar{f}) \parallel (g^* \bar{g})$ from this sublattice could give us useful information about $f$ and $g$. However, this attack fails for typical NTRU or NSS parameters, since $(f^* \bar{f}) \parallel (g^* \bar{g})$ is normally not the shortest vector.

For R-NSS, we combine ideas from the above attack with the GCD attack in 4.2 and the averaging technique in 4.3. First, we use our unreduced signatures to form the ideal $(f^* \bar{f})$ from a few unreduced signature products $s \ast \bar{s} = f^* \bar{f} \ast w_i \ast \bar{w}_i$, exactly as described in Section 4.2. Then, we take the subring of $(f^* \bar{f})$ consisting of palindromes, which forms a lattice of dimension $(N+1)/2$. In fact, this lattice is generated by $f^* \bar{f}$, and $(N - 1)/2$ vectors $(X^k + X^{N-k}) \ast f^* \bar{f}$. For the same reason as above, $f^* \bar{f}$ might not be the shortest vector in the lattice. However, we may use the averaging attack to obtain a good estimate $t$ of $f^* \bar{f}$, modify the lattice to include $t$, and then use lattice reduction to obtain the (shortest) vector $t - f^* \bar{f}$. In practice, this attack is amazingly effective for two reasons: the lattice problem is only $(N+1)/2$ dimensional, and $\|t - f^* \bar{f}\|$ will be much less than $\|f^* \bar{f}\|$ for even a very poor estimate of $t$. We found that we needed only 10 signatures to obtain a sufficiently accurate estimate $t$ of $f^* \bar{f}$ (even though only a handful of coefficients in $t$ were actually correct). With these 10 signatures, we consistently recovered $f^* \bar{f}$ in less than 10 seconds.

7 Orthogonal Congruence Attack

In this section, we describe a polynomial-time algorithm for recovering the private key $f$ from $f^* \bar{f}$ and one other multiple of $f$, such as $f^* w$, when $w$ is

---

3 By the “Gaussian heuristic,” the expected length of the shortest vector in a lattice of determinant $d$ and dimension $n$ is $d^{1/n} \sqrt{n/(2\pi e)}$. For $L_{\text{norm}}$, this length is $\sqrt{qN/(\pi e)}$. On the other hand, since $\|f\| > \sqrt{N}$ in NSS and $\|f^* \bar{f}\| \geq \|f\|^2$ (the latter inequality following from $(f^* \bar{f})_0 = \|f\|^2$), the norm of $f^* \bar{f}$ is greater than $N$ and hence greater than the Gaussian heuristic, since $N$ is typically chosen to be greater than $q$.

4 One could also use Babai’s algorithm to solve the closest vector problem (CVP).
relatively prime to \( f \). In other words, this algorithm requires \( f \ast \bar{f} \) and a basis \( B_f \) of the ideal \( (f) \).

This algorithm is quite surprising, and uses novel ideas combining orthogonal lattices with number theoretic congruence arising from the cyclotomic field \( \mathbb{Q}(\zeta_N) \).

The complete algorithm is rather complex, but here is a brief (and not entirely accurate) sketch: We begin by choosing a large prime number \( P \equiv 1 \pmod{N} \). (For now, we defer discussing how large \( P \) must be.) Then, using \( f \ast \bar{f} \) and our basis for \( (f) \), we use a series of lattice reductions to obtain \( f^{P-1} \ast a \) for some polynomial \( a \), and a guarantee that \( \|a\| < P/2 \). Using the congruence \( f^{P-1} \equiv 1 \pmod{P} \), we will be able to compute \( a \pmod{P} \) and hence \( a \) exactly, from which we will be able to compute \( f^{P-1} \) exactly. We will then use this power of \( f \) to recover \( f \).

We describe this algorithm and the theory behind it in more detail below. Our first task will be to find a tool that ensures that when LLL gives us \( f^{P-1} \ast a \), there is a definite bound on \( \|a\| \).

7.1 Orthogonal Lattices

Certain lattices possess a basis of \( N \) equal length, mutually perpendicular basis vectors. We denote such lattices orthogonal lattices. Two lattices are called homothetic if up to a constant stretching factor, \( \lambda \), there is a distance preserving map from one lattice to the other. That is, all orthogonal lattices are homothetic to the trivial lattice \( \mathbb{Z}^N \). Similarly, we define \( f \) to be an orthogonal polynomial if the circulant matrix \( M_f \) is the orthogonal basis of an orthogonal lattice. We are interested in orthogonal lattices because they possess a multiplicative norm property.

We note that for randomly chosen polynomials \( a \) and \( f \), the norm is quasi-multiplicative, \( \|f \ast a\| \approx \|f\| \cdot \|a\| \). However, if one of the polynomial factors, say \( f \), is orthogonal, then equality will hold

\[
\|f \ast a\| = \|f\| \cdot \|a\|. \tag{10}
\]

For general polynomials \( f \), applying LLL to \( (f) \) is guaranteed to find a multiple of \( f \), say \( f \ast a \), such that the norm \( \|f \ast a\| \) is less than a specific factor times the norm of the shortest vector in the lattice. In the case where \( f \) is orthogonal, we can additionally bound \( \|a\| \) by this factor, since \( \|f \ast a\| = \|f\| \cdot \|a\| \). In the case of LLL, this means that we can be certain that \( \|a\| < 2^{(N-1)/2} \).

7.2 Using \( f \ast \bar{f} \) to Construct an Implicit Orthogonal Lattice

What do we do when \( f \) is not an orthogonal polynomial, but our objective is to find \( f \ast a \) with small \( \|a\| \) (given only \( f \ast \bar{f} \) and lattice basis \( B_f \) of \( (f) \))? Of course, we may apply LLL to \( B_f \) and just hope that the output vector \( f \ast a \) has

\( ^5 \) Yet another characterization of the algorithm is that it recovers \( f \) from \( B_f \) and the relative norm of \( f \) over the index 2 subfield of \( \mathbb{Q}(\zeta_N) \).
short $a$, but this may not work even if $f$ is only slightly nonorthogonal\footnote{The notion of nonorthogonality is made precise with concept called orthogonality defect.}. This section describes how we can accomplish this task by using knowledge of $f \ast \overline{f}$ to implicitly define an orthogonal lattice.

Since $B_f$ and $M_f$ are both bases of $(f)$, they are related by $B_f = U \cdot M_f$ for some unimodular matrix $U$. Notice that each row of $B_f$ is of the form $f \ast u_i$ where $u_i$ is the $i$th row of $U$. This means that the objective of finding $f \ast a$ with bounded $\|a\|$ is equivalent to bounding the norms of the rows of $U$. So, in some sense, we would like to apply lattice reduction to $U$. How can we reduce the rows of $U$ when we only know $B_f = U \cdot M_f$, and not $U$ itself?

Supposing that $f$ is a not a zero divisor in $R$, we can also divide by $f \ast \overline{f}$. Allowing denominators in our notation, we let $D = M_{(1/(f \ast \overline{f}))}$ and compute

$$B_f \cdot D \cdot B_f^T = U \cdot U^T,$$

which is the Gram matrix of our unknown unimodular matrix $U$. Although we do not know $U$ explicitly, $U \cdot U^T$ has all the information that LLL needs to know about $U$ in order to reduce it – namely, the mutual dot products $u_i \cdot u_j$ of each pair of row vectors. We can therefore apply a Gram matrix version of LLL to $U \cdot U^T$, which outputs the unimodular transformation matrix $V$, and the Gram matrix of the reduced lattice: $(V \cdot U) \cdot (V \cdot U)^T$. By the LLL bound, the norms of the rows of (the unknown) basis $V \cdot U$ will be bounded by $2^{(N-1)/2}$. Now, we can compute a new basis of $(f)$ – namely, $(V \cdot U) \cdot M_f = V \cdot B_f$ – and be certain that each row of this basis equals $f \ast a_i$ for $\|a_i\| < 2^{(N-1)/2}$. Effectively, we have reduced the orthogonal lattice defined by $U$, without even knowing an explicit basis for it.

### 7.3 Galois Congruence

In addition to the orthogonal lattices technique, we use some interesting congruences on the ring $R$. The first congruence states that for any prime $P$ such that $P \equiv 1 \pmod{N}$,

$$f^P = f \pmod{P}. \quad (12)$$

This implies that for any $f$ which is not a zero divisor\footnote{See the full version of the paper for a discussion of the zero divisor issue in $R_P$.} in $R_P = \mathbb{Z}_P[X]/(X^N - 1)$ that

$$f^{P-1} = 1 \pmod{P}. \quad (13)$$

We may generalize these equations to arbitrary primes $P$ by using a Galois Conjugation function (written as a superscript) $\sigma(r) : R \rightarrow R$, defined by

$$f^{\sigma(r)}(x) = f(x^r). \quad (14)$$

For any $r$ not divisible by $N$, $\sigma(r)$ defines an automorphism on $R$. There are $N-1$ such automorphisms, since two values of $r$ which differ by a factor of $N$ define
the same automorphism. We call \( \sigma(r) \) the \( r \)th Galois conjugation mapping, and have the congruence

\[
    f^P = f^{\sigma(P)} \pmod{P}.
\]

For elementary proofs of equations [13] and [15] and their relationship with the the Galois theory of \( Q(\zeta) \), we refer the reader to the the full version of the paper.

As mentioned above, our motivation for considering such congruences is that given a multiple of \( f^{P-1} \), say \( f^{P-1} \ast a \), we may use the congruence \( f^{P-1} = 1 \pmod{P} \) to conclude that

\[
    f^{P-1} \ast a = a \pmod{P}.
\]

Now, if \( a \) is so small that all of its coefficients lie in the interval \((-P/2, P/2]\), then the representatives for \( f^{P-1} \ast a \pmod{p} \) in this interval reveal \( a \) exactly. Assuming that \( a \) is not a zero divisor in \( R \), dividing the product by \( a \) then yields the exact value of \( f^{P-1} \). With this observation, we are in a position to use orthogonal lattice theory with lattice reduction to obtain small multiples of powers of \( f \) and thus exact powers of \( f \).

However, there is a technical difficulty arising from the fact that LLL only guarantees that \( \|a\| < 2^{(N-1)/2} \). To ensure that \( a \) has coefficients in \((-P/2, P/2]\), \( P \) has to be quite large – about the same order of magnitude as \( 2^{(N-1)/2} \). This means that \( f^{P-1} \) has bit-length exponential in \( N \), which makes it impossible for us to even store the value of this polynomial. Initially, this might appear to be a fatal problem. It also indicates that the “brief sketch” given at the beginning of Section 7 could not have been entirely accurate.

Fortunately, we will not need to work with \( f^{P-1} \) directly; it will be sufficient for our purposes to be able to compute \( f^{P-1} \) modulo some primes. As discussed further in section 7.4, we can make such computations using a process similar to repeated squaring. However, to recover \( f \), we will need some power of \( f \) that we can work with directly (unreduced). To solve this problem, we may choose a second prime \( P' \equiv 1 \pmod{N} \) with \( \gcd(P-1, P'-1) = 2N \) for which we can compute \( f^{P'-1} \) modulo some primes. Then, using the Euclidean Algorithm, we may compute \( f^{2N} \) modulo these primes, and ultimately \( f^{2N} \) exactly via the Chinese Remainder Theorem. We may work with \( f^{2N} \) directly, since its bit-length is merely polynomial in \( N \). A more elegant solution (in the full version) computes \( f^{2N} \) directly from \( f^{P-1} \) if \( \gcd(P-1, 2N-1) = 1 \). In Section 7.5 we describe how to recover \( f \) from \( f^{2N} \).

### 7.4 Ideal Power Algorithms

In practice, it might be the case that smaller \( P \) would be sufficient, allowing us to work with the ideal \( (f^{P-1}) \) directly, but some tricks are needed to handle the very large primes \( P \) that the LLL bound imposes on us. Suppose we had the chains of polynomials \( \{v_0^2 \ast v_1, \ldots, v_{r-1} \ast v_r\} \) and \( \{v_0 \ast v_0, \ldots, v_{r-1} \ast v_{r-1}\} \). Then, we could make the following series of computations:

\[
    v_0^4 \ast v_2 = (v_0^2 \ast v_1)^2 \ast (v_1 \ast v_2)^{-2} \ast (v_2 \ast v_3) \pmod{P},
\]

\[
    v_0^8 \ast v_3 = (v_0^4 \ast v_2)^2 \ast (v_2 \ast v_3)^{-2} \ast (v_3) \pmod{P}.
\]
and so on, ending with the equation:

\[ v_0^{2^r} \ast v_r = (v_0^{2^{r-1}} * v_{r-1})^2 * (v_{r-1} * \bar{v}_{r-1})^{-2} * (v_{r-1}^2 * \bar{v}_r) \pmod{P}. \]  

(19)

In other words, we could compute \( v_0^{2^r} \ast v_r \pmod{P} \) efficiently even though the exponent \( 2^r \) may be quite large. If we could use this approach to get \( v_0^{P-1} \ast v_r \pmod{P} \) where \( \|v_r\| < P/2 \), then we could recover \( v_r \) exactly, and then we could use the same chains of polynomials to compute \( v_0^{P-1} \) modulo other primes.

The main tool that we use is the multiplication of ideals (see [2]), and we adapt this technique to use the orthogonal lattice theory above. The algorithm described in the paragraph above is essentially a repeated squaring algorithm, so we first review how to multiply ideals, and in particular, obtain the ideal \((f^2)\) from the ideal \((f)\).

Remark 2. Ideal multiplication in \( R \): If \( A = (f) \) and \( B = (g) \) are principal ideals generated as \( \mathbb{Z} \)-modules by \((f \ast a_1, \ldots, f \ast a_n)\) and \((g \ast b_1, \ldots, g \ast b_n)\), then the ideal product \( AB \) is generated as a \( \mathbb{Z} \)-module by the \( n^2 \) elements of the set \( \{a_i \ast b_j \ast f \ast g\} \), which defines \((f \ast g)\).

Note that we describe the ideals as modules – i.e., as the \( \mathbb{Z} \)-span of a set of polynomials (rather than by giving generators over \( R \)). This is because our algorithms represent ideals as lattices – i.e., as lists of polynomials.

We use ideal multiplication as follows: Given the ideal \((f)\) in terms of the basis \( B_f = U \cdot M_f \), we can generate \((f^2)\) from the rows \( b_i \ast b_j = u_i \ast u_j \ast f^2 \). Since we know \( f^2 \ast \bar{f}^2 \), we can use the orthogonal lattice method described in section [7.2] to obtain a reduced basis \( B_{f^2} = U' \cdot M_{f^2} \) where the rows of \( U' \) have norm less than \( 2^{(N-1)/2} \). Next, we pick a row of \( B_{f^2} \) and name it \( f^2 \ast \bar{v}_1 \). We can directly compute \( v_1 \ast \bar{v}_1 \) and a basis for \( v_1 : U' \cdot M_{v_1} \). Now, we can compute a basis for \((v_1^2)\) to begin another iteration of this process.

Thus, we have the chains of polynomials previously introduced, and with a modification to take into account the binary representation of \( P - 1 \), we may obtain \( f^{P-1} \ast \bar{v}_r \pmod{P} \). The polynomial complexity of the algorithm follows from the norm bound on the \( v_i \)'s and the polynomial running time of LLL. By selecting a second prime \( P' \), as described in Section [7.3], we may obtain \( f^{2N} \) in polynomial time. In Appendix [A], we write this algorithm in terms of pseudocode in an effort to clarify its details as well as its polynomial-time complexity.

### 7.5 Computing \( f \) from \( f^{2N} \)

Our final task is to compute the private key \( f \) from \( f^{2N} \). We use the following theorem.

---

\[ ^8 \] In the worst case, this involves reduction of an \( N \)-dimensional lattice defined by \( N^2 \) generators. This reduction would only have polynomial time-complexity, but normally we will be able to do much better, since we will usually be easy to find far fewer (on the order of \( N \)) polynomials that span the ideal.
Theorem 1. Galois Polynomial
Given $f^{2N}$ and $b \in \mathbb{Z}_N^*$, we may compute $z = f^{\sigma(-b)} f^b$ in time polynomial in $b$, $N$ and bit-length of $f$.

Proof. Let $P_2 > 2\|f^{\sigma(-b)} f^b\|$ be a prime number such that $P_2 = 2c_2N - b$ for some integer $c_2$. Then, $(f^{2N})^{c_2} \equiv f^{P_2} \equiv f^{\sigma(-b)} f^b \pmod{P_2}$. Since $P_2 > 2\|f^{\sigma(-b)} f^b\|$, we recover $z = f^{\sigma(-b)} f^b$ exactly.

Now, in terms of recovering $f$, we first note that $f^{2N}$ uniquely defines $f$ only up to sign and rotation – i.e., up to multiplication by $\pm X^k$, the $2N$th roots of unity in $R$. The basic idea of our approach is that, given $f^{2N}$, fixing $f(\zeta)$ for one (complex) $N$th root of unity completely determines $f(\zeta^d)$ for all exponents $d$. Then, we may use the $N - 1$ values of $f(\zeta^d)$, together with $f(1)$ (which we will know up to sign), to solve for $f$ using Gaussian elimination. If we set $-b$ to be a primitive root modulo $N$, the polynomial $z$ given in Theorem 1 will help us iteratively derive the $f(\zeta^d)$ from $f(\zeta)$ as follows:

$$f(\zeta^{(-b)^{i+1}}) = z(\zeta^{(-b)^i})/f^b(\zeta^{(-b)^i}).$$

Repeated exponentiation will not result in a loss of precision, since the value may be corrected at each stage. Since $-b$ is a primitive root modulo $N$, these evaluations give us $N - 1$ linearly independent equations in the coefficients of $f$, which together with $f(1)$, allow us to recover the private key $f$ completely, up to sign and rotation.

8 Summary and Generalizations of R-NSS Cryptanalysis

For the reader’s convenience, we briefly review the main points of the attack. The first two stages of the attack are fast in practice, but they are both heuristic and have no proven time bounds. The lifting procedure lifts a transcript of signatures from $R_q$ to $R$, obtaining unreduced $f$-multiples in $R$. The second stage uses an averaging attack to approximate $f \ast \overline{f}$, and then solves the closest vector problem (CVP) to recover $f \ast \overline{f}$ exactly. The algorithm of the final stage, which we have not fully implemented, uses output from the previous two stages to recover the private key in polynomial time. By combining lattice-based methods and number-theoretic congruences, the algorithm of the final stage can be used to:

1. Recover $f$ from $f \ast \overline{f}$ and a basis $B_f$ of $(f)$;
2. Recover $f$ from only $B_f$ when $f$ is an orthogonal polynomial; and
3. Recover $f/\overline{f}$ from $B_f$ whether $f$ is an orthogonal polynomial or not.

We anticipate that this algorithm could be generalized to recover $f$ given a basis of $(f)$ and the relative norm of $f$ over an index 2 subfield where the degree-2 extension is complex conjugation. In Section 9, we discuss another possible generalization of this algorithm that may be an interesting area of research.
9 NTRUSign

NTRUSign was proposed at the rump session of Asiacrypt 2001 as a replacement of R-NSS [11], and, as requested by the Program Committee, we provide some preliminary security analysis. The scheme is more natural than previous NTRU-based signature schemes, particularly in terms of its sole verification criterion: the signer (or forger) must solve an “approximate CVP problem” in the NTRU lattice – i.e., produce a lattice point that is sufficiently close to a message digest point, à la Goldreich, Goldwasser and Halevi [10]. Similar to the GGH cryptosystem, the signer has private knowledge of a “good” basis of the NTRU lattice having short basis vectors, and publishes the usual “bad” NTRU lattice basis:

\[ B_{priv} = \begin{bmatrix} M_f & M_g \\ M_F & M_G \end{bmatrix}, \quad B_{pub} = \begin{bmatrix} I(N) & M_h \\ 0 & qI(N) \end{bmatrix}. \]

Unlike GGH, these bases may be succinctly represented as polynomials: \((f,g,F,G)\) for the private basis, and \(h\) for the public basis. (Recall that \(M_f\) denotes the circulant matrix corresponding to the polynomial \(f\); see Section 2.) In terms of key generation, the signer first generates short polynomials \(f\) and \(g\) and computes the public key as \(h = f^{-1} \cdot g \mod q\), as in NTRUEncrypt or R-NSS. Due to lack of space, we refer the reader to [11] for details on how the signer generates his second pair of short polynomials \((F,G)\), but we note the following properties: 1) \(f \cdot G - g \cdot F = q\) and 2) \(\|F\|\) and \(\|G\|\) are 2 to 3 times greater than \(\|f\|\) and \(\|g\|\).

To sign, the message is hashed to create a random message digest vector \((m_1, m_2)\) with \(m_1, m_2 \in \mathbb{R}_q\). The signer then computes:

\[ G \cdot m_1 - F \cdot m_2 = A + q \cdot C, \] (22a)

\[ -g \cdot m_1 + f \cdot m_2 = a + q \cdot c, \] (22b)

where \(A\) and \(a\) have coefficients in \((-q/2, q/2]\), and sends his signature:

\[ s \equiv f \cdot C + F \cdot c \pmod{q}. \] (23)

The verifier computes \(t \equiv s \cdot h \mod q\) and checks that \((s, t)\) is “close enough” to \((m_1, m_2)\) – specifically,

\[ \|s - m_1\|^2 + \|t - m_2\|^2 \leq \text{Normbound}. \] (24)

We can see why verification works when we write, say, \(s\) in terms of Equations 22a and 22b

\[ s \equiv m_1 - (A \cdot f + a \cdot F)/q \pmod{q}, \] (25)

where \(\|A \cdot f + a \cdot F\|\) will be reasonably short since \(f\) and \(F\) are short.

In the absence of a transcript, the forgery problem is provably as difficult as the approximate CVP problem in the NTRU lattice. However, it is clear that
NTRUSign signatures leak some information about the private key. The mapping involution \( Z[X]/(q, X^N - 1) \) sending \( m \mapsto s \) is not a permutation, and the associated identification protocol is not zero knowledge (even statistically or computationally). Below, we describe concrete transcript attacks using ideas from our cryptanalysis of R-NSS. We have had fruitful discussions with NTRU regarding these attacks, and they have begun running preliminary tests to determine their efficacy. Based on these tests, some of these attacks appear to require a very long transcript that may make them infeasible in practice. This is a subject of further research. In any case, these attacks show that NTRUSign cannot have any formal security property, since it is not secure against passive adversaries.

9.1 Second Order Attack

Using Equation 25, we may obtain polynomials of the form \((A \ast f + a \ast F)\) (similarly, \((A \ast g + a \ast G)\)). Consider the following average:

\[
\text{Avg}_{ff}(r) = \frac{1}{r} \sum_{i=1}^{r} (a_i \ast F + A_i \ast f) * (a_i \ast F + A_i \ast f)
\]

\[
= \frac{1}{r} \sum_{i=1}^{r} (a_i \ast \overline{a_i}) * (F \ast \overline{F}) + (A_i \ast \overline{A_i}) * (f \ast \overline{f}) + \text{other terms}.
\]

The “other terms” will converge to 0, since \( A \) and \( a \) are uniformly distributed at random modulo \( q \) and, though dependent, have small statistical correlation. (See Remark 3 below.) The explicit portion of the average will converge essentially to a scalar multiple of \( f \ast \overline{f} + F \ast \overline{F} \), for the same reasons as discussed in Section 4.3. Thus,

\[
\lim \text{Avg}_{ff}(r) = \gamma (f \ast \overline{f} + F \ast \overline{F}) \, .
\]

Because the signatures in a transcript are random variables, the limit converges as \( 1/\sqrt{r} \) where \( r \) is the length of a transcript. We may use this averaging to obtain a sufficiently close approximation of \( f \ast \overline{f} + F \ast \overline{F} \) to obtain the exact value by solving the CVP in the \((N + 1)\)-dimensional lattice given in Equation 9 using lattice reduction. Thus, we recover a polynomial that is quadratic in the private key, and we can obtain \( f \ast \overline{g} + F \ast \overline{G} \) and \( g \ast \overline{g} + G \ast \overline{G} \) in a similar fashion.

Remark 3. One may artificially construct situations where \((1/r) \sum_{i=1}^{r} a_i \ast \overline{A_i}\) does not converge to 0. For example, if we let \( f = F \), then \( A_i \ast f + a_i \ast F \equiv 0 \) (mod \( q \)) basically implies \( A_i = -a_i \) and hence \( a_i \ast \overline{A_i} = -a_i \ast \overline{a_i} \), the average of which does not converge to 0. Conceivably, NTRUSign could be modified so as to constrain \( f^{-1} \ast F \) (mod \( q \)), but this would likely allow alternative attacks.

It is worth noting that these second order polynomials give us the Gram matrix \( B^T_{priv} \cdot B_{priv} \):

\[
B^T_{priv} \cdot B_{priv} = \begin{bmatrix} M_f & M_g \\ M_{\overline{f}} & M_{\overline{g}} \end{bmatrix} \begin{bmatrix} M_f & M_g \\ M_{\overline{f}} & M_{\overline{g}} \end{bmatrix} = \begin{bmatrix} M_f \ast \overline{f} + F \ast \overline{F} & M_g \ast \overline{f} + G \ast \overline{F} \\ M_f \ast \overline{g} + F \ast \overline{G} & M_g \ast \overline{g} + G \ast \overline{G} \end{bmatrix} .
\]
This Gram matrix gives us the “shape” of the parallelepiped defined by $B^T_{\text{priv}}$, but the “orientation” of this parallelepiped is unclear. An interesting (and open) question is: Can an attacker recover $B_{\text{priv}}$ from $B^T_{\text{priv}} \cdot B_{\text{priv}}$ and $B_{\text{pub}} = U \cdot B_{\text{priv}}$, where $U$ is a unimodular matrix? We answered a similar question in the affirmative in Section 7; we showed that an attacker, in polynomial time, can recover $M_f$ from $M^T_f \cdot M_f$ and $U \cdot M_f$, where $U$ is a unimodular matrix. We have not found a way to extend the orthogonal congruence attack to solve the NTRUSign Gram matrix problem, however, where the bi-circulant (rather than purely circulant) nature of the matrices in question (such as $B_{\text{priv}}$) destroys the commutativity that our orthogonal congruence attack appears to require, but this does not imply that the NTRUSign Gram matrix problem is necessarily hard. We note that it would more than suffice to find an algorithm that factors $U \cdot U^T$ for unimodular $U$. (This factorization is unique up to a signed permutation matrix.) Further research in this area would be interesting, if only because it is relevant to NTRUSign’s security.

9.2 Second Order Subtranscript Attack

It is clear that the second order polynomials recovered above contain information not contained in the public key, but using this information to create an effective attack is not so straightforward. Our approach has been to use the second order polynomials to recover, say, $f \ast \overline{f}$, so that we may then apply the orthogonal congruence attack to recover $f$. One way to get $f \ast \overline{f}$ is to use the following subtranscript attack.

First, we notice that since $\|F\| > \|f\|$, the norm $\|A \ast f + a \ast F\|$ is dictated more by $\|a\|$ than by $\|A\|$. More relevantly, for our purposes, an $A \ast f + a \ast F$ that is longer than normal will usually have $\|a\| > \|A\|$. This suggests a subtranscript attack, including in Equation 26 only those polynomials $A_i \ast f + a_i \ast F$ for which $\|A_i \ast f + a_i \ast F\|$ is greater than some bound. Then, we have:

Subtranscript: $\lim \text{Avg}_{ff}(r) = \gamma_1 (f \ast \overline{f}) + \gamma_2 (F \ast \overline{F})$, \hspace{1cm} (30)

for $\gamma_1 < \gamma_2$. Since this linear combination of $f \ast \overline{f}$ and $F \ast \overline{F}$ is distinct from that in Equation 28, we may compute $f \ast \overline{f}$ and $F \ast \overline{F}$. The convergence of this subtranscript averaging will be affected by the proportional size of the subtranscript, but more importantly, by the fact that $\gamma_1$ may be only a few percentage points greater than $\gamma_2$ (in our preliminary experiments using the longest 50% of the $A_i \ast f + a_i \ast F$‘s). Further experiments are necessary to determine the effectiveness of this attack. Another consideration is that in [11], a possible modification of NTRUSign was proposed in which one chooses the transpose of $B_{\text{priv}}$ to be the private key. The basis vectors are then $(f, F)$ and $(g, G)$ with $\|f\| \approx \|g\|$ and $\|F\| \approx \|G\|$. Choosing the private basis in this way appears to defeat this subtranscript attack.

\[9\] This selection criterion might be refined, as by also considering the norm of $A \ast \overline{F} - a \ast \overline{f}$, which may be computed using the above second order polynomials.
9.3 Fourth Order Attack

An alternative way to get \( f \ast f \) is to use the following fourth order attack. Viewing the average in Equation 20, one may consider the corresponding variance and conclude, under the assumption of the statistical independence of \( a \) and \( A \), that:

\[
\lim_{r \to \infty} \frac{1}{r} \sum_{i=1}^{r} (s \ast s_{rev})^2 - \frac{1}{r} \beta \left( \lim_{r \to \infty} \sum_{i=1}^{r} (s \ast s_{rev}) \right)^2 = \gamma f \ast f \ast F \ast F .
\]

(31)

The adjustment value of \( \beta \) depends on the scheme parameters \( n \) and \( q \), and so the above value may not be exactly the variance. The factor \( \gamma \) also depends on the scheme parameters, and is a constant that slows convergence by a factor \( \frac{1}{\gamma^2} \). This limit does converge more slowly than the second order averaging, but, as above, we may use a close approximation in conjunction with the lattice of Equation 9 to obtain the exact value. Preliminary tests show that it may not be practical to obtain an error lower than the Gaussian estimate with a reasonable number of signatures. Assuming we do obtain the value \( f \ast f \ast F \ast F \), we may use it in combination with \((f \ast f + F \ast F)^2\) to obtain \((f \ast f - F \ast F)^2\), and then \( f \ast f - F \ast F \) (using, perhaps, the algorithm given in Section 7.5). Then, \( f \ast f + F \ast F \) and \( f \ast f - F \ast F \) give us \( f \ast f \) and \( F \ast F \).

9.4 Preliminary Conclusion

The approach of these initial attacks was to reduce the breaking problem to the orthogonal congruence attack using the results of various averagings. We showed how this could be done, but the practical feasibility of these attacks has yet to be determined. In our experiments, we have found that the second order attack is feasible; for example, by averaging 20000 signatures, an attacker may obtain an approximation whose squared error is about 88, about 1/20 of the squared Gaussian heuristic of the \((N + 1)\)-dimensional CVP lattice that would be used to correct this approximation. Although we have not tested this CVP lattice, we believe its reduction would be feasible. Alternatively, more signatures could first be used to obtain a better approximation. We have also shown how the security of NTRU Sign rests on the hardness of several new hard problems. These attacks will continue to be analyzed by the authors, NTRU corporation, and the cryptographic community.
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A Orthogonal Congruence Attack: The Key Algorithm

Here, we present in pseudocode the key algorithm of the orthogonal congruence attack, through which an attacker computes chains of polynomials that allow him to derive modular information about $f^{P-1}$. This algorithm, as well as other algorithms from the orthogonal congruence attack, are discussed in more detail in the full version of the paper. Note that this algorithm will compute \( \mathbf{f}^{2r} \pmod{P} \) instead of \( f^{P-1} \pmod{P} \) for \( r = \lceil \log_2 P \rceil \); more general powers require only minor adjustments. Let \( v_0 = f \).

Input: \( v_0 \in \mathbb{Z}_P \); basis \( B_0 \) of \( (v_0) \); prime \( P \equiv 1 \pmod{N} \), \( r = \lceil \log_2 P \rceil = (N+1)/2 \).

Output: \( \{v_0^2, v_1, \ldots, v_{r-1}^2 \pmod{P}\} \) and \( \{v_0, v_0^2, \ldots, v_{r-1}^2 \pmod{P}\} \) with \( \|v_i\| < 2^{(N-1)/2} \).

\[v_0^2 \pmod{P} \text{ (mod } P)\].

1. Set \( r' := 0 \).

2. While \( r' < r \) do
   \begin{enumerate}
   \item Use \( B_{r'} \) to construct a set \( G \) of vectors generating \( (v_{r'}^2) \). Let \( G = H \cdot M_{v_{r'}} \).
   \item Compute the Gram matrix \( H \cdot H^T = G \cdot M_{v_{r'}^2} \cdot G^T \).
   \item Reduce the Gram matrix \( H \cdot H^T \) to get \( (A \cdot H) \cdot (A \cdot H)^T \) for known \( A \).
   \item Compute the basis \( (A \cdot H) \cdot M_{v_{r'}^2} = A \cdot G \) of \( (v_{r'}^2) \). \( A \cdot H \) has short rows.
   \item Pick, say, the \( j \)th row of \( A \cdot G \), call it \( v_{r'}^2 \cdot v_{r'+1} \). Note: \( v_{r'+1} \) is the \( j \)th row of \( A \cdot H \).
   \item Output \( v_{r'}^2 \cdot v_{r'+1} \).
   \item If \( r' + 1 \neq r \)
      \begin{enumerate}
      \item Compute \( v_{r'+1} \cdot v_{r'+1} = (v_{r'}^2 \cdot v_{r'+1}) \cdot (v_{r'}^2 \cdot v_{r'+1}) \cdot (v_{r'} \cdot v_{r'})^{-2} \).
      \item Output \( v_{r'+1} \cdot v_{r'+1} \).
      \item Compute \( (A \cdot H) \cdot M_{v_{r'} \cdot v_{r'}} = A \cdot G \cdot M_{v_{r'}^2} \cdot M_{v_{r'}^2} \cdot v_{r'+1} \). This is our basis \( B_{r'+1} \) of \( (v_{r'+1}) \).
      \end{enumerate}
   \item Increment \( r' \).
   \end{enumerate}

3. Set \( r' := 1 \); Set \( y := v_0^2 \pmod{P} \).

4. While \( r' < r \) do
   \begin{enumerate}
   \item Compute \( y := y^2 \pmod{P} \).
   \item Compute \( y := y \cdot (v_{r'} \cdot v_{r'})^{-2} \cdot (v_{r'} \cdot v_{r'+1}) \pmod{P} \). At this point, \( y = v_0 v_{r'+1} \pmod{P} \).
   \item Increment \( r' \).
   \end{enumerate}

5. Output \( y \).
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Abstract. Authenticated Diffie-Hellman key exchange allows two principals communicating over a public network, and each holding public/private keys, to agree on a shared secret value. In this paper we study the natural extension of this cryptographic problem to a group of principals. We begin from existing formal security models and refine them to incorporate major missing details (e.g., strong-corruption and concurrent sessions). Within this model we define the execution of a protocol for authenticated dynamic group Diffie-Hellman and show that it is provably secure under the decisional Diffie-Hellman assumption. Our security result holds in the standard model and thus provides better security guarantees than previously published results in the random oracle model.

1 Introduction

Authenticated Diffie-Hellman key exchange allows two principals A and B communicating over a public network and each holding a pair of matching public/private keys to agree on a shared secret value. Protocols designed to deal with this problem ensure A (B resp.) that no other principals aside from B (A resp.) can learn any information about this value; the so-called authenticated key exchange with "implicit" authentication (AKE). These protocols additionally often ensure A and B that their respective partner has actually computed the shared secret value (i.e. authenticated key exchange with explicit key confirmation). A natural extension to this protocol problem would be to consider a scenario wherein a pool of principals agree on a shared secret value. We refer to this extension as authenticated group Diffie-Hellman key exchange.

Consider scientific collaborations and conferencing applications [5][11], such as data sharing or electronic notebooks. Applications of this type usually involve

* The second author was supported by the Director, Office of Science, Office of Advanced Scientific Computing Research, Mathematical Information and Computing Sciences Division, of the U.S. Department of Energy under Contract No. DE-AC03-76SF00098. This document is report LBNL-49087.
users aggregated into small groups and often utilize multiple groups running in parallel. The users share responsibility for parts of tasks and need to coordinate their efforts in an environment prone to attacks. To reach this aim, the principals need to agree on a secret value to implement secure multicast channels. Key exchange schemes suited for this kind of application clearly needs to allow concurrent executions between parties.

We study the problem of authenticated group Diffie-Hellman key exchange when the group membership is dynamic – principals join and leave the group at any time – and the adversary may generate cascading changes in the membership for subsets of principals of his choice. After the initialization phase, and throughout the lifetime of the multicast group, the principals need to be able to engage in a conversation after each change in the membership at the end of which the session key is updated to be $sk'$. The secret value $sk'$ should be only known to the principals in the multicast group during the period when $sk'$ is the session key.

(2-party) Diffie-Hellman key exchange protocols also usually achieve the property of forward-secrecy \cite{15,16} which entails that corruption of a principal’s long-term key does not threaten the security of previously established session keys. Assuming the ability to erase a secret, some of these protocols achieve forward-secrecy even if the corruption also releases the principal’s internal state (i.e. strong-corruption \cite{24}). In practice secret erasure is, for example, implemented by hardware devices which use physical security and tamper detection to not reveal any information \cite{12,22,21,28}. Protocols for group Diffie-Hellman key exchange need to achieve forward-secrecy even when facing strong-corruption.

**Contributions.** This paper is the third tier in the formal treatment of the group Diffie-Hellman key exchange using public/private key pairs. The first tier was provided for a scenario wherein the group membership is static \cite{7} and the second, by extension of the latter for a scenario wherein the group membership is dynamic \cite{8}. We start from the latter formal model and refine it to add important attributes. In the present paper, we model instances of players via oracles available to the adversary through queries. The queries are available to use at any time to allow model attacks involving multiple instances of players activated concurrently and simultaneously by the adversary. In order to model two modes of corruption, we consider the presence of two cryptographic devices which are made available to the adversary through queries. Hardware devices are useful to overcome software limitations however there has thus far been little formal security analysis \cite{12,23}.

The types of crypto-devices and our notion of forward-secrecy leads us to modifications of existing protocols to obtain a protocol, we refer to it as AKE1+, secure against strong corruptions. Due to the very limited computational power of a smart card chip, smart card is used as an authentication token while a secure coprocessor is used to carry out the key exchange operations. We show that within our model the protocol AKE1+ is secure assuming the decisional Diffie-Hellman problem and the existence of a pseudo-random function family. Our
security theorem does not need a random oracle assumption \cite{4} and thus holds in the standard model. A proof in the standard model provides better security guarantees than one in an idealized model of computation \cite{8,7}. Furthermore we exhibit a security reduction with a much tighter bound than \cite{8}, namely we suppress the exponential factor in the size of the group. Therefore the security result is meaningful even for large groups. However the protocols are not practical for groups larger than 100 members.

The remainder of this paper is organized as follows. We first review the related work and then introduce the building blocks which we use throughout the paper. In Section 3, we present our formal model and specify through an abstract interface the standard functionalities a protocol for authenticated group Diffie-Hellman key exchange needs to implement. In Section 4, we describe the protocol $AKE_1^{+}$ by splitting it down into functions. This helps us to implement the abstract interface. Finally, in Section 5 we show that the protocol $AKE_1^{+}$ is provably secure in the standard model.

**Related Work.** Several papers \cite{1,10,19,14,27} have extended the 2-party Diffie-Hellman key exchange \cite{13} to the multi-party setting however a formal analysis has only been proposed recently. In \cite{8,7}, we defined a formal model for the authenticated (dynamic) group Diffie-Hellman key exchange and proved secure protocols within this model. We use in both papers an ideal hash function \cite{4}, without dealing with dynamic group changes in \cite{7}, or concurrent executions of the protocol in \cite{8}.

However security can sometimes be compromised even when using a proven secure protocol: the protocol is incorrectly implemented or the model is insufficient. Cryptographic protocols assume, and do not usually explicitly state, that secrets are *definitively and reliably erased* (only the most recent secrets are kept) \cite{12,18}. Only recently formal models have been refined to incorporate the cryptographic action of erasing a secret, and thus protocols achieving forward-secrecy in the strong-corruption sense have been proposed \cite{3,24}.

Protocols for group Diffie-Hellman key exchange \cite{7} achieve the property of forward-secrecy in the strong-corruption sense assuming that “ephemeral” private keys are erased upon completion of a protocol run. However protocols for dynamic group Diffie-Hellman key exchange \cite{8} do not, since they reuse the “ephemeral” keys to update the session key. Fortunately, these “ephemeral” keys can be embedded in some hardware cryptographic devices which are at least as good as erasing a secret \cite{22,21,28}.

2 Basic Building Blocks

We first introduce the pseudo-random function family and the intractability assumptions.
Message Authentication Code. A Message Authentication Code \( \text{MAC} = (\text{MAC.Sgn}, \text{MAC.Vf}) \) consists of the following two algorithms (where the key space is uniformly distributed) [2]:

- The authentication algorithm \( \text{MAC.Sgn} \) which, on a message \( m \) and a key \( K \) as input, outputs a tag \( \mu \). We write \( \mu \leftarrow \text{MAC.Sgn}(K, m) \). The pair \( (m, \mu) \) is called an authenticated message.
- The verification algorithm \( \text{MAC.Vf} \) which, on an authenticated message \( (m, \mu) \) and a key \( K \) as input, checks whether \( \mu \) is a valid tag on \( m \) with respect to \( K \). We write \( \text{True}/\text{False} \leftarrow \text{MAC.Vf}(K, m, \mu) \).

A \((t, q, L, \epsilon)\)-MAC-forger is a probabilistic Turing machine \( \mathcal{F} \) running in time \( t \) that requests a \( \text{MAC.Sgn} \)-oracle up to \( q \) messages each of length at most \( L \), and outputs an authenticated message \((m', \mu')\), without having queried the \( \text{MAC.Sgn} \)-oracle on message \( m' \), with probability at least \( \epsilon \). We denote this success probability as \( \text{Succ}_{\text{cma}}(t, q, L) \), where CMA stands for (adaptive) Chosen-Message Attack. The MAC scheme is \((t, q, L, \epsilon)\)-CMA-secure if there is no \((t, q, L, \epsilon)\)-MAC-forger.

Group Decisional Diffie-Hellman Assumption (G-DDH). Let \( G = \langle g \rangle \) be a cyclic group of prime order \( q \) and \( n \) an integer. Let \( I_n \) be \( \{1, \ldots, n\} \), \( \mathcal{P}(I_n) \) be the set of all subsets of \( I_n \) and \( \Gamma \) be a subset of \( \mathcal{P}(I_n) \) such that \( I_n \notin \Gamma \).

We define the Group Diffie-Hellman distribution relative to \( \Gamma \) as:

\[
\text{G-DH}_{\Gamma} = \left\{ \left( J, g^{\prod_{j \in J} x_j} \right) \middle| x_1, \ldots, x_n \in \mathbb{R} \mathbb{Z}_q \right\}.
\]

Given \( \Gamma \), a \((T, \epsilon)\)-G-DDH\(_{\Gamma}\)-distinguisher for \( G \) is a probabilistic Turing machine \( \Delta \) running in time \( T \) that given an element \( X \) from either \( \text{G-DH}_{\Gamma}^\$ \), where the tuple of \( \text{G-DH}_{\Gamma}^\$ \) is appended a random element \( g^r \), or \( \text{G-DH}_{\Gamma}^\ast \), where the tuple is appended \( g^{x_1 \cdots x_n} \), outputs 0 or 1 such that:

\[
\left| \Pr \left[ \Delta(X) = 1 \middle| X \in \text{G-DH}_{\Gamma}^\$ \right] - \Pr \left[ \Delta(X) = 1 \middle| X \in \text{G-DH}_{\Gamma}^\ast \right] \right| \geq \epsilon.
\]

We denote this difference of probabilities by \( \text{Adv}_{G}^{\text{gddh}_{\Gamma}}(\Delta) \). The G-DDH\(_{\Gamma}\) problem is \((T, \epsilon)\)-intractable if there is no \((T, \epsilon)\)-G-DDH\(_{\Gamma}\)-distinguisher for \( G \).

If \( \Gamma = \mathcal{P}(I) \setminus \{I_n\} \), we say that \( \text{G-DH}_{\Gamma} \) is the Full Generalized Diffie-Hellman distribution [6, 20, 26]. Note that if \( n = 2 \), we get the classical DDH problem, for which we use the straightforward notation \( \text{Adv}_{G}^{\text{ddh}}(\cdot) \).

Lemma 1. \( \text{The DDH assumption implies the G-DDH assumption.} \)

Proof. Steiner, Tsudik and Waidner proved it in [26].
Multi Decisional Diffie-Hellman Assumption (M-DDH). We introduce a new decisional assumption, based on the Diffie-Hellman assumption. Let us define the Multi Diffie-Hellman M-DH and the Random Multi Diffie-Hellman M-DH$^S$ distributions of size $n$ as:

$$
\begin{align*}
\text{M-DH}_n &= \{ \{ (g^x_i)_{1 \leq i \leq n}, (g^{x_i x_j})_{1 \leq i < j \leq n} \} \mid x_1, \ldots, x_n \in \mathbb{Z}_q \} \\
\text{M-DH}^S_n &= \{ \{ (g^x_i)_{1 \leq i \leq n}, (g^{r_j, k})_{1 \leq j < k \leq n} \} \mid x_i, r_{j, k} \in \mathbb{Z}_q, \forall i, 1 \leq j < k \leq n \}.
\end{align*}
$$

A $(T, \epsilon)$-M-DDH$_n$-distinguisher for $G$ is a probabilistic Turing machine $\Delta$ running in time $T$ that given an element $X$ of either M-DH$_n$ or M-DH$^S_n$ outputs 0 or 1 such that:

$$
\left| \Pr[\Delta(X) = 1 \mid X \in \text{M-DH}_n] - \Pr[\Delta(X) = 1 \mid X \in \text{M-DH}^S_n] \right| \geq \epsilon.
$$

We denote this difference of probabilities by $\text{Adv}^{\text{mddh}}_G(T)$. The M-DDH$_n$ problem is $(T, \epsilon)$-intractable if there is no $(T, \epsilon)$-M-DDH$_n$-distinguisher for $G$.

**Lemma 2.** For any group $G$ and any integer $n$, the M-DDH$_n$ problem can be reduced to the DDH problem and we have: $\text{Adv}^{\text{mddh}}_G(T) \leq n^2 \text{Adv}^{\text{ddh}}_G(T)$.

## 3 Model

In this section, we model instances of players via oracles available to the adversary through queries. These oracle queries provide the adversary a capability to initialize a multicast group via Setup-queries, add players to the multicast group via Join-queries, and remove players from the multicast group via Remove-queries. By making these queries available to the adversary at any time we provide him an ability to generate concurrent membership changes. We also take into account hardware devices and model their interaction with the adversary via queries.

### Players.

We fix a nonempty set $U$ of $N$ players that can participate in a group Diffie-Hellman key exchange protocol $P$. A player $U_i \in U$ can have many instances called oracles involved in distinct concurrent executions of $P$. We denote instance $t$ of player $U_i$ as $I^t_i$ with $t \in \mathbb{N}$. Also, when we mean a not fixed member of $U$ we use $U$ without any index and denote an instance of $U$ as $I^t_u$, with $t \in \mathbb{N}$.

For each concurrent execution of $P$, we consider a nonempty subset $I$ of $U$ called the multicast group. And in $I$, the group controller $GC(I)$ initiates the addition of players to the multicast group or the removal of players from the multicast group. The group controller is trusted to do only this.

In a multicast group $I$ of size $n$, we denote by $I_i$, for $i = 1, \ldots, n$, the index of the player related to the $i$-th instance involved in this group. This $i$-th instance is furthermore denoted by $I(I, i)$. Therefore, for any index $i \in \{1, \ldots, n\}$, $I(I, i) = I^t_{I_i} \in I$ for some $t$.

Each player $U$ holds a long-lived key $LL_U$ which is a pair of matching public/private keys. $LL_U$ is specific to $U$ not to one of its instances.
Abstract Interface. We define the basic structure of a group Diffie-Hellman protocol. A group Diffie-Hellman scheme GDH consists of four algorithms:

- The key generation algorithm GDH.KeyGen($1^\ell$) is a probabilistic algorithm which on input of a security parameter $1^\ell$, provides each player in $\mathcal{U}$ with a long-lived key $LL_U$. The structure of $LL_U$ depends on the particular scheme.

The three other algorithms are interactive multi-party protocols between players in $\mathcal{U}$, which provide each principal in the new multicast group with a new session key $SK$.

- The setup algorithm GDH.Setup($\mathcal{J}$), on input of a set of instances of players $\mathcal{J}$, creates a new multicast group $\mathcal{I}$, and sets it to $\mathcal{J}$.
- The remove algorithm GDH.Remove($\mathcal{I}, \mathcal{J}$) creates a new multicast group $\mathcal{I}$ and sets it to $\mathcal{I}\setminus \mathcal{J}$.
- The join algorithm GDH.Join($\mathcal{I}, \mathcal{J}$) creates a new multicast group $\mathcal{I}$, and sets it to $\mathcal{I}\cup \mathcal{J}$.

An execution of $P$ consists of running the GDH.KeyGen algorithm once, and then many concurrent executions of the three other algorithms. We will also use the term operation to mean one of the algorithms: GDH.Setup, GDH.Remove or GDH.Join.

Security Model. The security definitions for $P$ take place in the following game. In this game Game$^{\text{ake}}$($A, P$), the adversary $A$ plays against the players in order to defeat the security of $P$. The game is initialized by providing coin tosses to GDH.KeyGen($\cdot$), $A$, any oracle $\Pi_U^i$; and GDH.KeyGen($1^\ell$) is run to set up players’ $LL$-key. A bit $b$ is as well flipped to be later used in the Test-query (see below). The adversary $A$ is then given access to the oracles and interacts with them via the queries described below. We now explain the capabilities that each kind of query captures:

Instance Oracle Queries. We define the oracle queries as the interactions between $A$ and the oracles only. These queries model the attacks an adversary could mount through the network.

- Send($\Pi_U^i, m$): This query models $A$ sending messages to instance oracles. $A$ gets back from his query the response which $\Pi_U^i$ would have generated in processing message $m$ according to $P$.
- Setup($\mathcal{J}$), Remove($\mathcal{I}, \mathcal{J}$), Join($\mathcal{I}, \mathcal{J}$): These queries model adversary $A$ initiating one of the operations GDH.Setup, GDH.Remove or GDH.Join. Adversary $A$ gets back the flow initiating the execution of the corresponding operation.
- Reveal($\Pi_U^i$): This query models the attacks resulting in the loss of session key computed by oracle $\Pi_U^i$; it is only available to $A$ if oracle $\Pi_U^i$ has computed its session key $SK_{\Pi_U^i}$. $A$ gets back $SK_{\Pi_U^i}$ which is otherwise hidden. When considering the strong-corruption model (see Section 5), this query also reveals the flows that have been exchanged between the oracle and the secure coprocessor.
Test\((\Pi_t^u)\): This query models the semantic security of the session key \(SK_{\Pi_t^u}\). It is asked only once in the game, and is only available if oracle \(\Pi_t^u\) is Fresh (see below). If \(b = 0\), a random \(\ell\)-bit string is returned; if \(b = 1\), the session key is returned. We use this query to define \(A\)'s advantage.

**Secure Coprocessor Queries.** The adversary \(A\) interacts with the secure coprocessors by making the following two queries.

- **Send\(_c\)(\(\Pi_t^u, m\)):** This query models \(A\) directly sending and receiving messages to the secure coprocessor. \(A\) gets back from his query the response which the secure coprocessor would have generated in processing message \(m\). The adversary could directly interact with the secure coprocessor in a variety of ways: for instance, the adversary may have broken into a computer without being detected (e.g., bogus softwares, trojan horses and viruses).

- **Corrupt\(_c\)(\(\Pi_t^u\)):** This query models \(A\) having access to the private memory of the device. \(A\) gets back the internal data stored on the secure coprocessor. This query can be seen as an attack wherein \(A\) gets physical access to a secure coprocessor and bypasses the tamper detection mechanism [29]. This query is only available to the adversary when considering the *strong-corruption model* (see Section 5). The Corrupt\(_c\)-query also reveals the flows the secure coprocessor and the smart card have exchanged.

**Smart Card Queries.** The adversary \(A\) interacts with the smart cards by making the two following queries.

- **Send\(_s\)(\(U, m\)):** This query models \(A\) sending messages to the smart card and receiving messages from the smart card.

- **Corrupt\(_s\)(\(U\)):** This query models the attacks in which the adversary gets access to the smart card and gets back the player’s LL-key. This query models attacks like differential power analysis or other attacks by which the adversary bypasses the tamper detection mechanisms of the smart card [29].

When \(A\) terminates, it outputs a bit \(b'\). We say that \(A\) wins the AKE game (see in Section 5) if \(b = b'\). Since \(A\) can trivially win with probability \(1/2\), we define \(A\)'s advantage by \(Adv^{ake}_P(A) = 2 \times \Pr[b = b'] - 1\).

### 4 An Authenticated Group Diffie-Hellman Scheme

In this section, we describe the protocol \(AKE_1^+\) by splitting it into functions that help us to implement the GDH abstract interface. These functions specify how certain cryptographic transformations have to be performed and abstract out the details of the devices (software or hardware) that will carry out the transformations. In the following we identify the multicast group to the set of indices of players (instances of players) in it. We use a security parameter \(\ell\) and, to make the description easier see a player \(U_i\) not involved in the multicast group as if his private exponent \(x_i\) were equal to 1.
4.1 Overview

The protocol $\text{AKE}^1_+$ consists of the $\text{Setup}^1_+$, $\text{Remove}^1_+$ and $\text{Join}^1_+$ algorithms. As illustrated in Figures [1] [2] and [3] in $\text{AKE}^1_+$ the players are arranged in a ring and the instance with the highest-index in the multicast group $\mathcal{I}$ is the group controller $\text{GC}(\mathcal{I})$: $\text{GC}(\mathcal{I}) = \Pi(\mathcal{I}, n) = \Pi^t_{\mathcal{I}}$ for some $t$. This is also a protocol wherein each instance saves the set of values it receives in the down-flow of $\text{Setup}^1_+$, $\text{Remove}^1_+$ and $\text{Join}^1_+$.1

The session-key space $\text{SK}$ associated with the protocol $\text{AKE}^1_+$ is $\{0, 1\}^\ell$ equipped with a uniform distribution. The arithmetic is in a group $\mathbb{G} = \langle g \rangle$ of prime order $q$ in which the DDH assumption holds. The key generation algorithm $\text{GDH.KeyGen}(1^\ell)$ outputs ElGamal-like LL-keys $LL_i = (s_i, g^{s_i})$.  

4.2 Authentication Functions

The authentication mechanism supports the following functions:

- $\text{Auth.KeyDerive}(i, j)$. This function derives a secret value $K_{ij}$ between $U_i$ and $U_j$. In our protocol, $K_{ij} = F_1(g^{s_is_j})$, where the map $F_1$ is specified in Section [4.3] ($K_{ij}$ is never exposed.)

- $\text{Auth.Sig}(i, j, m)$. This function invokes $\text{MAC.Sgn}(K_{ij}, m)$ to obtain tag $\mu$, which is returned.

- $\text{Auth.Ver}(i, j, m, \mu)$. This function invokes $\text{MAC.Vf}(K_{ij}, m, \mu)$ to check if $(m, \mu)$ is correct w.r.t. key $K_{ij}$. The boolean answer is returned.

The two latter functions should of course be called after initializing $K_{ij}$ via $\text{Auth.KeyDerive}(\cdot)$.

4.3 Key-Exchange Functions

The key-exchange mechanism supports the following functions:

- $\text{GDH.Picks}(i)$. This function generates a new private exponent $x_i \xleftarrow{R} \mathbb{Z}_q^*$. Recall that $x_i$ is never exposed.

- $\text{GDH.Picks}^*(i)$. This function invokes $\text{GDH.Picks}(i)$ to generate $x_i$ but do not delete the previous private exponent $x'_i$. $x'_i$ is only deleted when explicitly asked for by the instance.

- $\text{GDH.Up}(i, j, k, \mathcal{I}, \mu)$. First, if $j > 0$, the authenticity of tag $\mu$ on message $\mathcal{I}$ is checked with $\text{Auth.Ver}(j, i, \mathcal{I}, \mu)$. Second, $\mathcal{I}$ is decoded as a set of intermediate values $(\mathcal{I}, Y, Z)$ where $\mathcal{I}$ is the multicast group and

$$Y = \bigcup_{m \neq i} \{Z^{1/x_m} \} \text{ with } Z = g^{x_i}.$$

1 In the subsequent removal of players from the multicast group any oracle $\Pi$ could be selected as the group controller $\text{GC}$ and so will need these values to execute $\text{Remove}^1_+$. 
The values in \( Y \) are raised to the power of \( x_i \) and then concatenated with \( Z \) to obtain these intermediate values

\[
Y' = \bigcup \{ Z'^{1/x_m} \}, \text{ where } Z' = Z^{x_i} = g^{x_i}.
\]

Third, \( Fl' = (I, Y', Z') \) is authenticated, by invoking \textsc{Auth}_\textsc{Sig}(i, k, Fl') to obtain tag \( \mu' \). The flow \((Fl', \mu')\) is returned.

- \textsc{Gdh\_Down}(i, j, Fl, \mu). First, the authenticity of \((Fl, \mu)\) is checked, by invoking \textsc{Auth\_Ver}(j, i, Fl, \mu). Then the flow \( Fl' \) is computed as in \textsc{Gdh\_Up}, from \( Fl = (I, Y, Z) \) but without the last element \( Z' \) (i.e. \( Fl' = (I, Y') \)). Finally, the flow \( Fl' \) is appended tags \( \mu_1, \ldots, \mu_n \) by invoking \textsc{Auth\_Sig}(i, k, Fl'), where \( k \) ranges in \( I \). The tuple \((Fl', \mu_1, \ldots, \mu_n)\) is returned.

- \textsc{Gdh\_Up\_Again}(i, k, Fl = (I, Y')). From \( Y' \) and the previous random \( x'_i \), one can recover the associated \( Z' \). In this tuple \((Y', Z', \mu)\), one replaces the occurrences of the old random \( x'_i \) by the new one \( x_i \) (by raising some elements to the power \( x_i/x'_i \)) to obtain \( Fl' \). The latter is authenticated by computing via \textsc{Auth\_Sig}(i, k, Fl') the tag \( \mu \). The flow \((Fl', \mu')\) is returned. From now on the old random \( x'_i \) is no longer needed and, thus, can be erased.

- \textsc{Gdh\_Down\_Again}(i, Fl = (I, Y')). In \( Y' \), one replaces the occurrences of the old random \( x'_i \) by the new one \( x_i \), to obtain \( Fl' \). This flow is appended tags \( \mu_1, \ldots, \mu_n \) by invoking \textsc{Auth\_Sig}(i, k, Fl'), where \( k \) ranges in \( I \). The tuple \((Fl', \mu_1, \ldots, \mu_n)\) is returned. From now on the old random \( x'_i \) is no longer needed and, thus, can be erased.

- \textsc{Gdh\_Key}(i, j, Fl, \mu) produces the session key \( sk \). First, the authenticity of \((Fl, \mu)\) is checked with \textsc{Auth\_Ver}(j, i, Fl, \mu). Second, the value \( \alpha = g^{\prod_{j \in I} x_j} \) is computed from the private exponent \( x_i \), and the corresponding value in \( Fl \). Third, \( sk \) is defined to be \( F_2(I \| Fl \| \alpha) \), where the map \( F_2(\cdot) \) is defined below.

### 4.4 Key Derivation Functions

The key derivation functions \( F_1 \) and \( F_2 \) are implemented via the so-called “entropy-smoothing” property. We use the left-over-hash lemma to obtain (almost) uniformly distributed values over \( \{0, 1\}^\ell \).

**Lemma 3 (Left-Over-Hash Lemma [17]).** Let \( D_s : \{0, 1\}^s \) be a probabilistic space with entropy at least \( \sigma \). Let \( e \) be an integer and \( \ell = \sigma - 2e \). Let \( h : \{0, 1\}^k \times \{0, 1\}^s \to \{0, 1\}^\ell \) be a universal hash function. Let \( r \in_U \{0, 1\}^k \), \( x \in D_s \{0, 1\}^s \) and \( y \in_U \{0, 1\}^\ell \). Then the statistical distance \( \delta \) is:

\[
\delta(h_r(x) \| r, y \| r) \leq 2^{-(e+1)}.
\]

Any universal hash function can be used in the above lemma, provided that \( y \) is uniformly distributed over \( \{0, 1\}^\ell \). However, in the security analysis, we need an additional property from \( h \). This property states that the distribution \( \{h_r(\alpha)\}_\alpha \) is computationally undistinguishable from the uniform one, for any \( r \). Indeed, we
need there is no “bad” parameter $r$, since such a parameter may be chosen by the adversary.

The map $F_1(\cdot)$ is implemented as follows through public certified random strings. In a Public-Key Infrastructure (PKI), each player $U_i$ is given $N - 1$ random strings $\{r_{ij}\}_{j \neq i}$ each of length $k$ when registering his identity with a Certification Authority (CA). Recall that $N = |U|$. The random string $r_{ij} = r_{ji}$ is used by $U_i$ and $U_j$ to derive from input value $x$ a symmetric-key $K_{ij} = F_1(x) = h_{r_{ij}}(x)$.

The map $F_2(\cdot)$ is implemented as follows. First, $\text{GDH\_Down}(\cdot)$ is enhanced in such a way that it also generates a random value $r_\alpha \in \{0, 1\}^k$, which is included in the subsequent broadcast. Then, player $U_i$ derives from input value $x$ a session key $sk = F_2(x) = h_{r_\alpha}(x)$.

One may note that in both cases, the random values are used only once, which gives almost uniformly and independently distributed values, according to the lemma \[3\]

4.5 Scheme

We correctly deal with concurrent sessions running in an adversary-controlled network by creating a new instance for each player in a multicast group. We in effect create an instance of a player via the algorithm $\text{Setup1}^+$ and then create new instances of this player through the algorithms $\text{Join1}^+$ and $\text{Remove1}^+$.

$\text{Setup1}^+(\mathcal{I})$: This algorithm consists of two stages, up-flow and down-flow (see Figure [1]). On the up-flow oracle $\Pi(\mathcal{I}, i)$ invokes $\text{GDH\_Picks}(\mathcal{I}_i)$ to generate its private exponent $x_{\mathcal{I}_i}$ and then invokes $\text{GDH\_Up}(\mathcal{I}_i, \mathcal{I}_{i-1}, \mathcal{I}_{i+1}, F_{l_{i-1}}, \mu_{i-1,i})$ to obtain both flow $F_{l_i}$ and tag $\mu_{i,i+1}$ (by convention, $\mathcal{I}_0 = 0$, $F_{l_0} = \mathcal{I}||g$ and $\mu_{0,i} = \emptyset$). Then, $\Pi(\mathcal{I}, i)$ forwards $(F_{l_i}, \mu_{i,i+1})$ to the next oracle in the ring. The down-flow takes place when $\text{GC}(\mathcal{I})$ receives the last up-flow. Upon receiving this flow, $\text{GC}(\mathcal{I})$ invokes $\text{GDH\_Picks}(\mathcal{I}_n)$ and $\text{GDH\_Down}(\mathcal{I}_n, \mathcal{I}_{n-1}, F_{l_{n-1}}, \mu_{n-1,n})$ to compute both $F_{l_n}$ and the tags $\mu_1, \ldots, \mu_n$. $\text{GC}(\mathcal{I})$ broadcasts $(F_{l_n}, \mu_1, \ldots, \mu_n)$. Finally, each oracle $\Pi(\mathcal{I}, i)$ invokes $\text{GDH\_Key}(\mathcal{I}_i, \mathcal{I}_n, F_{l_n}, \mu_i)$ and gets back the session key $SK_{\Pi(\mathcal{I}, i)}$.

$\text{Remove1}^+(\mathcal{I}, \mathcal{J})$: This algorithm consists of a down-flow only (see Figure [2]). The group controller $\text{GC}(\mathcal{I})$ of the new set $\mathcal{I} = \mathcal{I} \setminus \mathcal{J}$ invokes $\text{GDH\_Picks}^*(\mathcal{I}_n)$ to get a new private exponent and then $\text{GDH\_Down\_Again}(\mathcal{I}_n, F')$ where $F'$ is the saved previous broadcast. $\text{GC}(\mathcal{I})$ obtains a new set of intermediate values from which it deletes the elements related to the removed players (in the set $\mathcal{J}$) and updates the multicast group. This produces the new broadcast flow $F_{l_n}$. Upon receiving the down-flow, $\Pi(\mathcal{I}, i)$ invokes $\text{GDH\_Key}(\mathcal{I}_i, \mathcal{I}_n, F_{l_n}, \mu_i)$ and gets back the session key $SK_{\Pi(\mathcal{I}, i)}$. Here, is the reason why an oracle must store its private exponent and only erase its internal data when it leaves the group.
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Join$^+$($\mathcal{I}, \mathcal{J}$): This algorithm consists of two stages, up-flow and down-flow (see Figure 3). On the up-flow the group controller GC($\mathcal{I}$) invokes GDH\_PICKS*($\mathcal{I}_n$), and then GDH\_UP\_AGAIN($\mathcal{I}_n, j, F_{l'}$) where $F_{l'}, j$ are respectively the saved previous broadcast and the index of the first joining player. One updates $\mathcal{I}$, and forwards the result to the first joining player. From that point in the execution, the protocol works as the algorithm Setup$^+$, where the group controller is the highest index player in $\mathcal{J}$.

4.6 Practical Considerations
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\[ S_1 \text{ holds } x_1 \, \quad \, S_2 \text{ holds } x_2 \, \quad \, S_3 \text{ holds } x_3 \, \quad \, S_4 \text{ holds } x_4 \]

\[ C_1 \text{ holds } x_1 \in \mathbb{Z}_p^* \, \quad \, C_2 \text{ holds } x_2 \in \mathbb{Z}_p^* \, \quad \, C_3 \text{ holds } x_3 \in \mathbb{Z}_p^* \, \quad \, C_4 \text{ holds } x_4 \in \mathbb{Z}_p^* \]

\[ \downarrow \quad U_1 \quad \downarrow \quad U_2 \quad \downarrow \quad U_3 \quad \downarrow \quad U_4 \]

Previous set of values is $F_{l_4} = (\mathcal{I}, g^{x_2^2 x_3 x_4}, g^{x_1 x_3 x_4}, g^{x_1 x_2 x_4}, g^{x_2 x_3})$

New set of values is $F_{l'_4} = (\mathcal{I} \setminus \mathcal{J}, g_{24}^{x_2^4}, g_{24}^{x_2})$, where $g_{24} = g^{x_2 x_4}$

\[ \text{GDH\_KEY}(1, F_{l'_4}, \mu_{31}) \]

\[ \text{GDH\_KEY}(2, F_{l_4}, \mu_{42}) \]

\[ \text{GDH\_KEY}(3, F_{l_4}, \mu_{43}) \]

\[ \text{GDH\_KEY}(4, F_{l_4}, \mu_{44}) \]

Fig. 1. Algorithm Setup$^+$. A practical example with 4 players $\mathcal{I} = \{U_1, U_2, U_3, U_4\}$.

Fig. 2. Algorithm Remove$^+$. A practical example with 4 players: $\mathcal{I} = \{U_1, U_2, U_3, U_4\}$ and $\mathcal{J} = \{U_2, U_4\}$. The new multicast group is $\mathcal{I} = \{U_1, U_3\}$ and GC = $U_3$. 
Fig. 3. Algorithm Join1+. A practical example with 4 players: \( I = \{U_1, U_3\} \), \( J = \{U_4\} \) and \( GC = U_3 \). The new multicast group is \( I = \{U_1, U_3, U_4\} \).

In this section, we assert that the protocol AKE1+ securely distributes a session key. We refine the notion of forward-secrecy to take into account two modes of corruption and use it to define two notions of security. We exhibit a security reduction for AKE1+ that holds in the standard model.

5 Analysis of Security

In this section, we assert that the protocol AKE1+ securely distributes a session key. We refine the notion of forward-secrecy to take into account two modes of corruption and use it to define two notions of security. We exhibit a security reduction for AKE1+ that holds in the standard model.

5.1 Security Notions

Forward-Secrecy. The notion of forward-secrecy entails that the corruption of a (static) LL-key used for authentication does not compromise the semantic security of previously established session keys. However while a corruption may have exposed the static key of a player it may have also exposed the player’s internal data. That is either the LL-key or the ephemeral key (private exponent) used for session key establishment is exposed, or both. This in turn leads us to define two modes of corruption: the weak-corruption model and the strong-corruption model.

In the weak-corruption model, a corruption only reveals the LL-key of player \( U \). That is, the adversary has the ability to make Corrupt_s queries. We then talk
about weak-forward secrecy and refer to it as wfs. In the strong-corruption model, a corruption will reveal the LL-key of $U$ and additionally all internal data that his instances did not explicitly erase. That is, the adversary has the ability to make Corrupt$_s$ and Corrupt$_c$ queries. We then talk about strong-forward secrecy and refer to it as fs.

**Freshness.** As it turns out from the definition of forward-secrecy two flavors of freshness show up. An oracle $\Pi_U^I$ is wfs-Fresh, in the current execution, (or holds a wfs-Fresh SK) if the following conditions hold. First, no Corrupt$_s$ query has been made by the adversary since the beginning of the game. Second, in the execution of the current operation, $U$ has accepted and neither $U$ nor his partners has been asked for a Reveal-query.

An oracle $\Pi_U^I$ is fs-Fresh, in the current execution, (or holds a fs-Fresh SK) if the following conditions hold. First, neither a Corrupt$_s$-query nor a Corrupt$_c$-query has been made by the adversary since the beginning of the game. Second, in the execution of the current operation, $U$ has accepted and neither $U$ nor his partners have been asked for a Reveal-query.

**AKE Security.** In an execution of $P$, we say an adversary $A$ wins if she asks a single Test-query to a Fresh player $U$ and correctly guesses the bit $b$ used in the game $\text{Game}_{ake}(A, P)$. We denote the AKE advantage as $\text{Adv}_{ake}^P(A)$. Protocol $P$ is an $A$-secure AKE if $\text{Adv}_{ake}^P(A)$ is negligible.

By notation $\text{Adv}(t, \ldots)$, we mean the maximum values of $\text{Adv}(A)$, over all adversaries $A$ that expend at most the specified amount of resources (namely time $t$).

### 5.2 Security Theorem

A theorem asserting the security of some protocol measures how much computation and interactions helps the adversary. One sees that AKE1+ is a secure AKE protocol provided that the adversary does not solve the group decisional Diffie-Hellman problem G-DDH, does not solve the multi-decisional Diffie-Hellman problem M-DDH, or forges a Message Authentication Code MAC. These terms can be made negligible by appropriate choice of parameters for the group $G$. The other terms can also be made “negligible” by an appropriate instantiation of the key derivation functions.

**Theorem 1.** Let $A$ be an adversary against protocol $P$, running in time $T$, allowed to make at most $Q$ queries, to any instance oracle. Let $n$ be the number of players involved in the operations which lead to the group on which $A$ makes the Test-query. Then we have:

$$\text{Adv}_{ake}^P(A, q_{se}) \leq 2nQ \cdot \text{Adv}_{G}^{gddh}(T') + 2\text{Adv}_{G}^{mddh}(T) + n(n-1) \cdot \text{Succ}^{cma}(T) + n(n-1) \cdot \delta_1 + 2nQ \cdot \delta_2$$
where $\delta_i$ denotes the distance between the output of $F_i(\cdot)$ and the uniform distribution over $\{0, 1\}^l$, $T' \leq T + QnT_{exp}(k)$, where $T_{exp}(k)$ is the time of computation required for an exponentiation modulo a $k$-bit number, and $\Gamma_n$ corresponds to the elements adversary $A$ can possibly view:

$$
\Gamma_n = \bigcup_{2 \leq j \leq n-2} \{ \{i | 1 \leq i \leq j, i \neq l \} | 1 \leq l \leq j \} \\
\bigcup \{ \{i | 1 \leq i \leq n, i \neq k, l \} | 1 \leq k, l \leq n \}.
$$

**Proof.** The formal proof of the theorem is omitted due to lack of space and can be found in the full version of this paper [9]. We do, however, provide a sketch of the proof here.

Let the notation $G_0$ refer to $\text{Game}_a^ke(A, P)$. Let $b$ and $b'$ be defined as in Section 3 and $S_0$ be the event that $b = b'$. We incrementally define a sequence of games starting at $G_0$ and ending up at $G_5$. We define in the execution of $G_{i-1}$ and $G_i$ a certain “bad” event $E_i$ and show that as long as $E_i$ does not occur the two games are identical [25]. The difficulty is in choosing the “bad” event. We then show that the advantage of $A$ in breaking the AKE security of $P$ can be bounded by the probability that the “bad” events happen. We now define the games $G_1, G_2, G_3, G_4, G_5$. Let $S_i$ be the event $b = b'$ in game $G_i$.

**Game $G_1$** is the same as game $G_0$ except we abort if a MAC forgery occurs before any Corrupt-query. We define the MAC forgery event by Forge. We then show: $|\Pr[S_0] - \Pr[S_1]| \leq \Pr[\text{Forge}]$.

**Lemma 4.** Let $\delta_1$ be the distance between the output of the map $F_1$ and the uniform distribution. Then, we have (proof appears in full version of the paper [9]):

$$
\Pr[\text{Forge}] \leq \text{Adv}_G^{\text{mdh}_n}(T) + \frac{n(n-1)}{2} \text{Succ}_{\text{mac}_a}^n(T) + \frac{n(n-1)}{2} \delta_1.
$$

**Game $G_2$** is the same as game $G_1$ except that we add the following rule: we choose at random an index $i_0$ in $[1, n]$ and an integer $c_0$ in $[1, Q]$. If the Test-query does not occur at the $c_0$-th operation, or if the very last broadcast flow before the Test-query is not operated by player $i_0$, the simulator outputs “Fail” and sets $b'$ randomly. Let $E_2$ be the event that these guesses are not correct. We show: $\Pr[S_2] = \Pr[E_2]/2 + \Pr[S_1](1 - \Pr[E_2])$, where $\Pr[E_2] = 1 - 1/nQ$.

**Game $G_3$** is the same as game $G_2$ except that we modify the way the queries made by $A$ are answered; the simulator’s input is $D$, a G-DH$^*_n$ element, with $g^{x_1 \ldots x_n}$. During the attack, based on the two values $i_0$ and $c_0$, the simulator injects terms from the instance such that the Test-ed key is derived from the G-DH-secret value relative to that instance. The simulator appears in the full version of the paper: briefly, the simulator is responsible for embedding (by random self-reducibility) in the protocol the elements of the instance $D$ so that the Test-ed key is derived from $g^{x_1 \ldots x_n}$. We then show that: $\Pr[S_2] = \Pr[S_3]$. 
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Game $G_4$ is the same as game $G_3$ except that the simulator is given as input an element $D$ from $G\text{-DH}^\dagger_n$, with $g^r$. And in case $b = 1$, the value random value $g^r$ is used to answer the Test-query. The, the difference between $G_3$ and $G_4$ is upper-bounded by the computational distance between the two distributions $G\text{-DH}^\dagger_n$ and $G\text{-DH}^\dagger_n$: $| \Pr[S_3] - \Pr[S_4] | \leq \text{Adv}_{G}^{\text{gddh}}(T')$, where $T'$ takes into account the running time of the adversary, and the random self-reducibility operations, and thus $T' \leq T + Q \cdot T_{\text{exp}}(k)$.

Game $G_5$ is the same as $G_4$, except that the Test-query is answered with a completely random value, independent of $b$. It is then straightforward that $\Pr[S_5] = 1/2$. Let $\delta_2$ be the distance between the output of $F_2(\cdot)$ and the uniform distribution, we have: $| \Pr[S_5] - \Pr[S_4] | \leq \delta_2$.

The theorem then follows from putting altogether the above equations. \hfill $\Box$

6 Conclusion

This paper represents the third tier in the treatment of the group Diffie-Hellman key exchange using public/private keys. The first tier was provided for a scenario wherein the group membership is static [7] and the second, by extension of the latter to support membership changes [8]. This paper adds important attributes (strong-corruption, concurrent executions of the protocol, tighter reduction, standard model) to the group Diffie-Hellman key exchange.
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Abstract. Recently, Canetti and Krawczyk (Eurocrypt’2001) formulated a notion of security for key-exchange (KE) protocols, called SK-security, and showed that this notion suffices for constructing secure channels. However, their model and proofs do not suffice for proving more general composability properties of SK-secure KE protocols.

We show that while the notion of SK-security is strictly weaker than a fully-idealized notion of key exchange security, it is sufficiently robust for providing secure composition with arbitrary protocols. In particular, SK-security guarantees the security of the key for any application that desires to set-up secret keys between pairs of parties. We also provide new definitions of secure-channels protocols with similarly strong composability properties, and show that SK-security suffices for obtaining these definitions.

To obtain these results we use the recently proposed framework of “universally composable (UC) security.” We also use a new tool, called “non-information oracles,” which will probably find applications beyond the present case. These tools allow us to bridge between seemingly limited indistinguishability-based definitions such as SK-security and more powerful, simulation-based definitions, such as UC security, where general composition theorems can be proven. Furthermore, based on such composition theorems we reduce the analysis of a full-fledged multi-session key-exchange protocol to the (simpler) analysis of individual, stand-alone, key-exchange sessions.

Keywords: Key Exchange, Cryptographic Protocols, Proofs of Security, Composition of protocols.

1 Introduction

Authenticated Key-Exchange protocols (KE, for short) are protocols by which two parties that communicate over an adversarially controlled network can generate a common secret key. These protocols are essential for enabling the use of

* Full version appears in [CK02].
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shared-key cryptography to protect transmitted data. As such they are a central piece for building secure communications, and are perhaps the most commonly used cryptographic protocols. (Popular examples include SSH, SSL, IPSec. Many others exist.)

Capturing the security requirements from a key exchange protocol has proven to be non-trivial. On the one hand, a definition should be strong enough to guarantee the desired functionality within the protocol settings under consideration. On the other hand, it should not be overly strong and should not impose unnecessary restrictions on key-exchange protocols. Moreover, it should be simple and easy to work with as much as possible.

Numerous works studying the cryptographic security for key-exchange protocols have been carried out in the past, and some quite different definitional approaches were proposed. A very partial list includes \([B+91, DOW92, BR93, BJM97, BCK98, S99, CK01]\). See \([MOV96, Chapter 12]\) for more background information. Most recently, Canetti and Krawczyk \([CK01]\), building on several prior works (most notably, \([BR93, BCK98]\)) have proposed a definition that has several attractive properties. It is simple and permissive, and yet it was shown to suffice for the quintessential application of key-exchange, namely providing keys to symmetric encryption and authentication algorithms in order to obtain secure communication channels. In other words, the \([CK01]\) notion of security, called SK-security, guarantees that composing a key exchange protocol with symmetric encryption and authentication suffices for the specific purpose of providing secure channels.

This specific composability property of SK-security is indeed an important one. However, we would like to be able to guarantee more general composability properties of key-exchange protocols. Specifically, we would like to be able to guarantee that a key exchange protocol remains secure for any application protocol that may wish to set-up secret keys between pairs of parties, and even when the key-exchange protocols runs concurrently with an arbitrary set of other protocols. In addition, we would like to have definitions of the task of providing secure channels with similar composability properties.

In order to provide such strong composability properties one needs a general framework for representing and arguing about arbitrary protocols. We use the recently proposed framework of \([C01]\). This framework allows formulating definitions of security of practically any cryptographic task. Furthermore, it is shown that protocols proven secure in this framework maintain their security under a very general composition operation, called universal composition. Following \([C01]\), we refer to notions of security formulated in this framework as universally composable (UC).

Our main result is a universally composable notion of security for key exchange protocols that is equivalent to SK-security. This allows us to combine the relative simplicity and permissiveness of SK-security with the strong composability properties of the UC framework. We also provide a UC definition of secure channels and demonstrate that our notion of UC key exchange suffices for realizing UC secure channels.
An additional advantage of the new definitions is that they treat key-exchange and secure-channel protocols as protocols for a single session between two parties (i.e., a single exchange of a key, or a single pairwise communication session). In contrast, previous works treated such protocol as multi-party protocols where a single instance of the protocol handles multiple pairwise sessions in a multi-party network. On top of being conceptually simpler, the single-session treatment simplifies the analysis of protocols.

Obtaining these definitions and especially proving equivalence with SK-security proves to be non-trivial, and required some new definitional techniques that may well be useful elsewhere. Let us elaborate.

**Bridging two approaches to defining security.** The definition of SK-security follows a definitional approach which is often called “security by indistinguishability”. This approach proceeds roughly as follows. In order to define the security of some cryptographic task, formulate two games, $G_0$ and $G_1$, in which an adversary interacts with the protocol under consideration. The protocol is considered secure if no feasible adversary can distinguish between the case where it interacts in game $G_1$ and the case where it interacts in game $G_2$. This definitional approach was first used to define semantic security of encryption schemes $\text{GM84}$ and was used in many definitions since. It was first applied to the context of key-exchange protocols in $\text{BR93}$.

In contrast, definitions in the UC framework follow a different definitional approach, which is often referred to as “security by emulation of an ideal process”. This approach proceeds roughly as follows. In order to define the security of some cryptographic task, formulate an “ideal process” that captures the desired functionality of the task. Typically, this ideal process involves adding an idealized “trusted party” to the system and having the trusted party compute the desired output for the parties. A protocol is considered secure if for any adversary that attacks the protocol there exists another adversary (a “simulator”) that causes essentially the same effect on the system by interacting with the ideal process for the task. This implies that the real protocol is essentially as secure as the ideal process. This approach is used to formulate an alternative (and equivalent) notion of semantic security of encryption schemes (see e.g., $\text{G01}$). In addition, it is used for capturing security of tasks such as zero-knowledge $\text{GMR89}$ and general cryptographic protocols (e.g., $\text{GL90, MR91, B91, C00, PSW00, DM00, C01}$).

Typical advantages of definitions that take the first approach are relative simplicity and permissiveness. On the other hand, definitions that take the second approach usually appear to capture the security requirements in a more “convincing” way. More importantly, the second approach (and in particular the UC framework) enables demonstrating the general “secure composability” properties discussed above.

One case where definitions that follow the two approaches were shown to be equivalent is the case of semantically secure encryption against chosen plaintext attacks $\text{GM84, G01}$. However, in most other cases the two approaches seem to result in distinct notions of security, where the emulation approach typically results in a strictly more restrictive definition. One example is the case of Zero-
Knowledge versus Witness-Indistinguishable protocols (see, e.g., \cite{FS90,G01}). Another example is key exchange protocols: There are protocols that are SK-secure but do not satisfy the emulation-based definitions of \cite{BCK98,SS99}. Interestingly, these include natural protocols that do not exhibit any exploitable security weaknesses. A quintessential example is the original two-round Diffie-Hellman protocol in the case of ideally authenticated communication.

Indeed, an initial attempt at formalizing a UC definition of secure key-exchange protocols results in a definition that is even more restrictive than \cite{BCK98,SS99}, and thus strictly more restrictive than SK-security. We thus relax the UC notion so that it becomes equivalent to SK-security. To do that, we modify the “ideal process” to provide the simulator with additional information that the simulator can use to complete its simulation. This information, which we call a “non-information oracle”, has the property that it is “computationally independent” from the exchanged key and therefore does not over-weak the notion of security. In fact, we show that the resultant, relaxed definition is equivalent to SK-security. See the overview section (Section 2.4) for a sketch of our relaxation technique via non-information oracles.

On defining and realizing secure channels. Another contribution of this work is a universally composable definition of secure channels. This provides a notion of secure channels with strong composability guarantees. As in the case of key-exchange protocols, we first formulate the intuitively-immediate version of UC secure channels. We demonstrate that SK-secure key-exchange can be combined with any message authentication function and a certain class of encryption mechanisms in order to realize secure channels. This provides further assurance in the adequacy of the notion of SK-security.

However, it turns out that some natural encryption mechanisms result in protocols that do not realize this notion of UC secure channels. Here we encounter a similar problem as in the case of UC-secure key exchange: Some of these “insecure” protocols do not seem to have any exploitable security weakness. We remark that here the problem stems from a different source, namely the use of (symmetric) encryption in a setting where the adversary adaptively corrupts parties. In particular, the problem persists even if we use strong UC key exchange protocols. We formulate a relaxed version of UC secure channels (called weak UC secure-channels) based on a variant of non-information oracles. We demonstrate that SK-secure key-exchange, combined with any encryption scheme (that is semantically secure against chosen plaintext attacks) and any message authentication function, results in a weak UC secure-channels protocol.

Organization. Section 2 provides an overview of the definition of SK-security, the UC framework, and our results. For lack of space, we do not include a detailed technical exposition of our results in this extended abstract. For full details, the reader is referred to \cite{CK02}.
2 Overview

Sections 2.1 and 2.2 provide some background on the definitions of [CK01] and the UC framework, respectively. Later sections present our contributions. In Section 2.3 we describe the methodology for reducing the analysis of a multi-session protocol to the analysis of a simplified single-session protocol. Section 2.4 overviews our results regarding universally composable key exchange protocols. Finally, Section 2.5 overviews our results regarding the definition and construction of UC secure channels. Throughout, the presentation remains high-level and ignores many important details, such as the syntax of key-exchange protocols, session-id’s, and many others. Full details are presented in [CK02].

2.1 On the Definitions of [CK01]

We very briefly sketch the [CK01] definition of SK-security and its applicability to secure channels (refer to that paper for a precise description). Following [BCK98], two models of computation are first defined: the unauthenticated-links model (UM) and the authenticated-links model (AM). In both models the communication is public, asynchronous, and without guaranteed delivery of messages. In both models the protocols are message-driven (i.e., a party is activated with an incoming message, performs some internal computation, possibly generates outgoing messages, and then waits for the next activation). Furthermore, in both models the adversary may adaptively corrupt parties, or individual key-exchange sessions within parties, and obtain their internal states. In the UM the adversary can arbitrarily modify messages before delivering them. In the AM the adversary can deliver only messages that were sent by parties, and must deliver them unmodified.

Key-exchange protocols are treated as multiparty protocols where multiple pairwise exchanges are handled within a single instance of the protocol. That is, each instance of a key exchange protocol (running within some party) consists of multiple KE-sessions, where each KE-session is an invocation of some subroutine which handles a single exchange of a key with a given peer and a given session ID. To define SK-security, the following game between an adversary and parties running the protocol is formulated (following [BR93]). The adversary is allowed to invoke multiple KE-sessions within parties to exchange keys with each other. It can then deliver messages and corrupt parties (and expose KE-sessions within parties) as in the UM (resp., AM). When the adversary chooses to, it announces a specific KE-session to be the “test session”. Once the session completes, a random bit $b$ is chosen and the adversary receives a “test value.” If $b = 0$ then the test value is the key generated in this session. If $b = 1$ then the test value is a random value. The adversary can then continue the usual interaction except that it is not allowed to expose the test session or the “matching” session held by the test session’s partner. At the end of its run the adversary outputs a guess (a single bit). The adversary wins if it manages to guess the value of $b$.

A key exchange protocol is secure in the UM (resp., AM) if no adversary can cause two partners of an exchange to output different values of the session
key, and in addition no adversary can win in the above game with probability non-negligibly more than one half.

A secure channels protocol is defined to be a protocol which is a secure network authenticator and also a secure network encryptor. The definition of secure network authenticators follows that of [BCK98]: A protocol $\alpha$ is a secure network authenticator if any protocol $\pi$ in the AM, when composed with protocol $\alpha$ (i.e., when each sending of a message by $\pi$ is replaced with an activation of protocol $\alpha$) results in a composed protocol that has essentially the same functionality as $\pi$ — but in the UM.

The definition of network encryptors follows the style of definition by indistinguishability. That is, first a game between an adversary and parties running the protocol is formulated. The game captures the requirement that the adversary should be unable to distinguish between encryptions of two adversarially chosen test-messages in some session, even after the adversary sees encryptions of messages of its choice and decryptions of ciphertexts of its choice (except for decryptions that result in the test-message itself). A network encryptor is deemed secure if no adversary can win the game with non-negligible probability.

Consider the following generic protocol for realizing secure channels, given a key-exchange protocol, an encryption scheme and a message authentication function: In order to set-up a secure channel, the two partners first run a key-exchange protocol and obtain a key. Then, the sender encrypts each message and then sends the ciphertext together with a tag computed by applying the message authentication function to the ciphertext. Encryption and authentication are done using different portions of the obtained key (or via keys derived from the exchanged session key). Verification and decryption are done analogously. It is shown that if the key exchange protocol is secure, the encryption scheme is semantically secure against chosen plaintext attacks, and the message authentication function is secure, then this protocol is a secure secure-channels protocol. (A counter-based mechanism is added to avoid replay of messages.)

### 2.2 On Universally Composable Definitions

Providing meaningful security guarantees under composition with arbitrary protocols requires using an appropriate framework for representing and arguing about such protocols. Our treatment is based in a recently proposed such general framework [C01]. This framework builds on known definitions for function evaluation and general tasks [GL90, MR91, B91, C00, DM00, PSSW00], and allows defining the security properties of practically any cryptographic task. Most importantly, in this framework security of protocols is maintained under a general composition operation with an unbounded number of copies of arbitrary protocols running concurrently in the system. This composition operation is called universal composition. Similarly, definitions of security in this framework are called universally composable (UC). We briefly summarize the relevant properties of this framework. See more details in [C01, C02].

As in other general definitions, the security requirements of a given task (i.e., the functionality expected from a protocol that carries out the task) are
captured via a set of instructions for a “trusted party” that obtains the inputs of the participants and provides them with the desired outputs (in one or more iterations). Informally, a protocol securely carries out a given task if running the protocol amounts to “emulating” an ideal process where the parties hand their inputs to a trusted party with the appropriate functionality and obtain their outputs from it, without any other interaction. We call the algorithm run by the trusted party an ideal functionality.

In order to allow proving the composition theorem, the notion of emulation in this framework is considerably stronger than previous ones. Traditionally, the model of computation includes the parties running the protocol and an adversary, $A$. “Emulating an ideal process” means that for any adversary $A$ there should exist an “ideal process adversary” (or, simulator) $S$ that results in similar distribution on the outputs for the parties. Here an additional adversarial entity, called the environment $Z$, is introduced. The environment generates the inputs to all parties, reads all outputs, and in addition interacts with the adversary in an arbitrary way throughout the computation. (Arbitrary interaction between $Z$ and $A$ is essential for proving the universal composition theorem.) A protocol is said to securely realize a given ideal functionality $F$ if for any adversary $A$ there exists an “ideal-process adversary” $S$, such that no environment $Z$ can tell whether it is interacting with $A$ and parties running the protocol, or with $S$ and parties that interact with $F$ in the ideal process. (In a sense, here $Z$ serves as an “interactive distinguisher” between a run of the protocol and the ideal process with access to $F$. See [C01] for more motivating discussion on the role of the environment.)

The following universal composition theorem is proven in [C01]. Consider a protocol $\pi$ that operates in a hybrid model of computation where parties can communicate as usual, and in addition have ideal access to an unbounded number of copies of some ideal functionality $F$. (This model is called the $F$-hybrid model.) Let $\rho$ be a protocol that securely realizes $F$ as sketched above, and let $\pi^\rho$ be the “composed protocol”. That is, $\pi^\rho$ is identical to $\pi$ with the exception that each interaction with some copy of $F$ is replaced with a call to (or an invocation of) an appropriate instance of $\rho$. Similarly, $\rho$-outputs are treated as values provided by the appropriate copy of $F$. Then, $\pi$ and $\pi^\rho$ have essentially the same input/output behavior. In particular, if $\pi$ securely realizes some ideal functionality $G$ given ideal access to $F$ then $\pi^\rho$ securely realizes $G$ from scratch.

We also make use of an additional composition operation, called universal composition with joint state (JUC), proposed in [CR02]. This operation is similar to universal composition, with the important difference that multiple instances of the subroutine protocol, $\rho$, may have some amount of joint state. (In contrast, if universal composition is used then each instance of $\rho$ has its own separate local state.) This becomes useful in the case of key-exchange protocols where multiple protocol instances (sessions) have access to the same long-term authentication module (realized, for instance, via a signature scheme that uses the same signature key for authenticating multiple sessions of the key-exchange protocol run under a party; in this case the signature key represents a joint state).
Extensions to the UC model. As a preliminary step for our study, we cast the unauthenticated-links model (UM) and the authenticated-links model (AM) of [CK01] in the UC framework. This is done by casting these models as “hybrid models” with access to the appropriate ideal functionality. In both cases the ideal functionality is $F_{auth}$ from [C01], which allows an ideally authenticated transmission of a single message. In the AM the parties have access to an unlimited number of copies of $F_{auth}$. In the UM each party can send only a single message to each other party using $F_{auth}$. We also extend the UC framework to accommodate the session-state corruption operation of [CK01] that allows the adversary to obtain the internal data of individual sessions within parties.

2.3 Single-Session vs. Multi-session Protocols

In contrast to previous works, we treat key exchange and secure channel protocols as protocols where each instance handles a single pairwise session (i.e., a single exchange of a key or a single pairwise communication session). This results in greater conceptual and analytical simplicity. However, it requires taking care of the following two issues.

Multi-session extensions. In order to be able to compare the definitions here to the definitions of [CK01], we define the multi-session extension of a (single session) key exchange protocol $\pi$ to be the protocol $\hat{\pi}$ that handles multiple exchanges of a key, where each exchange consists of running an instance of the original protocol $\pi$. The multi-session extension of a (single session) secure session protocol is defined analogously. This way, we are able to state and prove results of the sort “A single-session protocol $\pi$ is secure according to some UC definition if and only if the multi-session extension $\hat{\pi}$ is secure according to [CK01]”.

The long-term authentication module. In typical key exchange protocols multiple pairwise sessions use the same instance of a long-term authentication mechanism. (For instance, this mechanism may be a long-term shared key between parties, or a public-key infrastructure based either on digital signatures or asymmetric encryption.) Thus, pairwise key-exchange and secure channels sessions are not completely disjoint from each other. Still, the “main bulk” of the state of each such pairwise session is disjoint from all other sessions and can be treated separately. In order to do that, we proceed as follows.

First, we restrict attention to (single session) key exchange protocols that have an explicitly specified long-term authentication module. This module represents the part of the key-exchange protocol that handles the long-lived information used to bind each generated key to an identity of a party in the network. Typically, this part consists of a standard cryptographic primitive with a well-defined interface. Next, we analyze key exchange protocols under the assumption that the functionality of the long-term authentication module is ideally provided. (That is, we work in a hybrid model with access to the appropriate ideal functionality.) This in particular means that in a setting where multiple instances of a key-exchange protocols are being used, each such instance uses its own separate
copy of the idealized long-term authentications module. We then use universal composition with joint state (see above) to replace all copies of the idealized long-term authentications module single instance of a protocol that realizes this module.

For concreteness, we further specify the functionality of the long-term authentication module, when based on digital signatures, and describe the use of universal composition with joint state for this case. (Here we basically use the modeling and results of [cr02].) Similar treatment can be done for other types of long-term authentication. We stress, however, that the results in this work are general and apply regardless of the specific long-term authentication module in use.

2.4 UC Key-Exchange

In order to establish the relationship between the notion of SK-security and UC notions, we first rephrase the definition of SK-security in the UC framework. This is done as follows. We formulate a specific environment machine, $Z_{test}$, which carries out the game of the definition of SK-security. That is, $Z_{test}$ expects to interact with a protocol $\hat{\pi}$ which is the multi-session extension of some key-exchange protocol $\pi$. Whenever the adversary $A$ asks $Z_{test}$ to invoke a session within some party to exchange a key with another party, $Z_{test}$ does so. When the adversary asks to obtain the session key generated in some session, $Z_{test}$ reveals the key to $A$. When $A$ announces a test session, $Z_{test}$ flips a coin $b$. If $b = 0$ then $Z_{test}$ hands $A$ the real session key of that session. If $b = 1$ then $A$ gets a random value. $Z_{test}$ outputs 1 if $A$ managed to guess $b$. (If in any session the partners output different values for the key then $Z_{test}$ lets $A$ determine the output.) A (single session) protocol $\pi$ is said to be SK-secure if no adversary $A$ can skew the output of $Z_{test}$ non-negligibly away from fifty-fifty, when interacting with $\hat{\pi}$, the multi-session extension of $\pi$. In all, $Z_{test}$ is designed so that this formulation of SK-security remains only a rewording of the formulation in [ck01]. We later refer to this notion of security as security by indistinguishability.

We then turn to defining UC-secure key exchange. This is done by formulating an ideal functionality that captures the security requirements from a single exchange of a key between a pair of parties. We first formulate a functionality, $F_{ke}$, that simply waits to receive requests from two uncorrupted parties to exchange a key with each other, and then privately sends a randomly chosen value to both parties, and halts. (If one of the partners to an exchange is corrupted then it gets to determine the value of the key.) We first show that known protocols satisfy this notion:

**Theorem 1.** The ISO 9798-3 Diffie-Hellman key exchange protocol authenticated via digital signatures (see [ck01]) securely realizes functionality $F_{ke}$ in the UM, under the Decisional Diffie-Hellman assumption, and assuming security of the signature scheme in use.

Next we show that any protocol that securely realizes $F_{ke}$ is secure by indistinguishability:
Theorem 2. Any protocol that securely realizes $F_{ke}$ is secure by indistinguishability. This holds both in the UM and in the AM, and both with and without forward secrecy.

The converse, however, is not true. Specifically, we show that, surprisingly, the “classic” two-move Diffie-Hellman protocol does not securely realize $F_{ke}$ in the AM, whereas this protocol is secure by indistinguishability in the AM. (Other examples are also given.) Moreover, the proof of “insecurity” of this protocol does not point out to any exploitable security weakness of this protocol. Rather, it seems to point to a technical “loophole” in the UC definition. Specifically, the problem arises when a party gets corrupted, and the real-life adversary expects to see an internal state of the party. This information needs to match other information, such as the value of the session key and the messages sent by the party in the past. Mimicking such an activity in the ideal process is problematic, since the simulator needs to “commit” to messages sent by the party before knowing the value of the key, which is randomly chosen (by $F_{ke}$) only later.

With the above discussion in mind, we relax the ideal key exchange functionality as follows. We define a special type of probabilistic interactive Turing machine, called a non-information oracle. Essentially, a non-information oracle has the property that its local output is computationally independent from its communication with the outside world. Now, when the functionality is asked to handakeytoapairofuncorruptedparties,itinvokesthenon-informationoracle $N$, and lets $N$ interact with the simulator. The key provided to the parties is set to be the local output of $N$. When the adversary corrupts one of the partners to the session, it is given the internal state of $N$.

On the one hand, we are guaranteed that the additional information provided to the simulator (i.e., to the adversary in the ideal process) does not compromise the security of the session key as long as both partners of the session remain uncorrupted. (This follows from the fact that $N$ is a non-information oracle.) On the other hand, when the simulator corrupts a partner, it obtains some additional information (the internal state of $N$). With an adequate choice of $N$, this information allows the simulator to complete its task (which is to mimic the behavior of the real-life adversary, $A$).

We call the relaxed ideal key-exchange functionality, parameterized by a non-information oracle $N$, $F^N_{wke}$. A protocol $\pi$ is called weakly UC secure if there exists a non-information oracle $N$ such that $\pi$ securely realizes $F^N_{wke}$.

Let us exemplify the use of non-information oracles by sketching a proof for the security of the classic two-move Diffie-Hellman protocol. (Let 2DH denote this protocol.) Assume that a prime $p$ and a generator $g$ of a large subgroup of $\mathbb{Z}_p^*$ of prime order are given. Recall that the protocol instructs the initiator $I$ to choose $x \xleftarrow{\$} \mathbb{Z}_q$ and send $\alpha = g^x$ to the responder $R$, who chooses $y \xleftarrow{\$} \mathbb{Z}_q$ and sends $\beta = g^y$ to $I$. Both parties locally output $g^{xy}$ (and erase $x$ and $y$ if forward secrecy is desired). Simulating this interaction with access to $F_{ke}$ (which only chooses a random session key and gives it to the parties) is not possible. Let us informally reason why this is the case. The simulator has to first come up with values $\alpha'$ and $\beta'$ as the messages sent by the parties. Next, when, say, $I$ gets
corrupted before receiving \(R\)'s message, the simulator learns the random value \(k\) that \(\mathcal{F}_{ke}\) chose to be the session key, and has to come up with a value \(x'\) such that \(g^{x'} = \alpha\) and \(\beta^{x'} = k\). However, since \(\alpha', \beta'\) were chosen independently of \(k\), such a value \(x'\) exists only with negligible probability \(1/q\).

To solve this problem we define the following non-information oracle, \(\mathcal{N}\). Upon receiving \(p, q, g\) as defined above, \(\mathcal{N}\) chooses \(x, y \leftarrow \mathbb{Z}_q\), sends out a message containing \(\alpha = g^x, \beta = g^y\), locally outputs \(k = g^{xy}\) and halts. It is easy to see that, under the Decisional Diffie-Hellman assumption, the local output of \(\mathcal{N}\) is computationally indistinguishable from random even given the communication of \(\mathcal{N}\) with the outside world. Now, having access to \(\mathcal{F}^\mathcal{N}_{\text{wke}}\), we can simulate protocol 2DH using the following strategy. Recall that, in order to provide \(I\) and \(R\) with a session key in the ideal process, functionality \(\mathcal{F}^\mathcal{N}_{\text{wke}}\) first runs \(\mathcal{N}\), lets the simulator obtain the messages sent by \(\mathcal{N}\), and sets the session key to be the local output of \(\mathcal{N}\). In our case, this means that the simulator obtains \(\alpha = g^x, \beta = g^y\), while the session key is set to \(k = g^{xy}\). Therefore, all the simulator has to do is say that the messages sent by \(I\) and \(R\) are \(\alpha\) and \(\beta\), respectively. Now, if either \(I\) or \(R\) is corrupted, the simulator receives from \(\mathcal{F}^\mathcal{N}_{\text{wke}}\) the internal state of \(\mathcal{N}\), which contains \(x, y\).

We show that a key-exchange protocol is secure by indistinguishability if and only if it is weakly UC secure:

**Theorem 3.** A key-exchange protocol \(\pi\) is secure by indistinguishability if and only if there exists a non-information oracle \(\mathcal{N}\) such that \(\pi\) securely realizes \(\mathcal{F}^\mathcal{N}_{\text{wke}}\). This holds both in the \(\text{um}\) and in the \(\text{am}\), and both with and without forward secrecy.

Theorem 3 provides a characterization of the composable properties of security by indistinguishability: Using a key exchange protocol that is secure by indistinguishability is essentially the same as using an ideal key-exchange functionality that provides the adversary with some randomized information that is computationally independent from the exchanged key.

### 2.5 UC Secure Channels

The main application of key-exchange protocols is for providing secure channels. Indeed, [CK01] provide a definition of secure-channels protocols, and demonstrate that SK-secure key exchange suffices for realizing their definition of secure channels. (See more details in Section 2.4)

However, the secure-channels notion of [CK01] does not provide any secure compositability guarantees. For example, there is no guarantee that a secure-channels protocol remains secure when used within general “application protocols” that assume “idealized secure channels” between pairs of parties.

We formulate universally composable notions of secure channels. Such notions carry strong compositability guarantees with any application protocol and with any number of other protocols that may be running concurrently in the system. In addition, in contrast with [CK01], here we treat a secure channel protocol as a
single session protocol (i.e., a protocol that handles only a single communication session between two parties). The extension to the multi-session case is obtained via the general composition theorems.

Formulating a UC notion of secure channels requires formulating an ideal functionality that captures the security requirements from a secure channels protocol. We first formulate an ideal functionality, $F_{sc}$, that captures these requirements in a straightforward way: Upon receiving a request by two peers to establish a secure channel between them, functionality $F_{sc}$ lets the adversary know that the channel was established. From now on, whenever one of the peers asks $F_{sc}$ to deliver a message $m$ to the other peer, $F_{sc}$ privately sends $m$ to the other peer, and lets the adversary know that a message of $|m|$ bits was sent on the channel. As soon as one of the parties requests to terminate the channel, $F_{sc}$ no longer transmits information on the channel. A protocol that securely realizes the functionality $F_{sc}$ is called a UC secure channels protocol.

We wish to show that any weak UC key-exchange protocol suffices to build UC secure channels. More specifically, recall the generic protocol for realizing secure channels, given a key-exchange protocol, an encryption scheme and a message authentication function: In order to set-up a secure channel, the two partners first run a key-exchange protocol and obtain a key. Then, the sender encrypts each message and then sends the ciphertext together with a tag computed by applying the message authentication function to the ciphertext. Encryption and authentication are done using different portions of the obtained key. Verification and decryption are done analogously. We want to show that if the key exchange protocol is weak UC secure, the encryption scheme is semantically secure against chosen plaintext attacks, and the message authentication function is secure against chosen message attacks, then this protocol constitutes a UC secure channels protocol (i.e., it securely realizes $F_{sc}$). We prove this result for a special case where the encryption function is of a certain form. That is:

**Theorem 4.** Let $\text{mac}$ be a secure Message Authentication Code function, and let $\pi$ be a weakly UC secure key exchange protocol. Then there exist symmetric encryption schemes $\text{enc}$ such that the above sketched protocol, based on $\pi$, mac, and $\text{enc}$, securely realizes $F_{sc}$ in the UM.

Unfortunately, this statement is not true for any semantically secure symmetric encryption scheme. There exist natural encryption protocols that are semantically secure and where the resulting protocol does not securely realize $F_{sc}$, regardless of which message authentication function and which key-exchange protocol are in use. (In fact, most practical encryption protocols are such. This holds even if the key-exchange protocol is a strong UC secure one, i.e. if it securely realizes $F_{ke}$.) As in the case of key-exchange protocols, some of the protocols that fail to realize $F_{sc}$ do not seem to have any exploitable security weakness. Rather, the failure to realize $F_{sc}$ stems from a technical “loophole” in the definition. As there, the problem arises when the real-life adversary adaptively corrupts a party or a session and wishes to see the plaintexts that correspond to the previously transmitted ciphertexts. As there, mimicking such behavior in
the ideal process is problematic since the simulator (i.e., the ideal process adversary) has to “commit” to the ciphertext before knowing either the plaintext or the decryption key.

We thus proceed to formulate a relaxed version of the secure channels functionality. Also here we let the relaxed functionality use a non-information oracle in order to provide the simulator with “randomized information on the plaintexts” at the time when these are secretly transmitted to its recipient. More specifically, if the two partners of the secure channel are uncorrupted, then the relaxed functionality, $\mathcal{F}_{wsc}^N$, invokes the non-information oracle $\mathcal{N}$. Whenever one party wishes to send a message $m$ on the channel, $\mathcal{F}_{wsc}^N$ secretly transmits $m$ to the other party, and in addition feeds $m$ to $\mathcal{N}$. The output of $\mathcal{N}$ is then forwarded to the adversary. When the channel or one of its peers is corrupted, $\mathcal{F}_{wsc}^N$ reveals the internal state of $\mathcal{N}$ to the adversary.

Here the security requirement from a non-information oracle is slightly different from the case of key-exchange. Specifically, we require that the messages generated by a non-information oracle $\mathcal{N}$ be “computationally independent” from the messages received by $\mathcal{N}$. That is, we require that an interaction with $\mathcal{N}$ will be indistinguishable from a “modified interaction” where each message sent to $\mathcal{N}$ is replaced with an all-zero string of the same length before it is handed to $\mathcal{N}$.

The rationale of using non-information oracles in $\mathcal{F}_{wsc}$ is the same as in the case of $\mathcal{F}_{wke}$: the fact that $\mathcal{N}$ is a non-information oracle guarantees that the information gathered by the simulator is essentially independent from the secretly transmitted messages. However, when a party gets corrupted, the simulator received additional information which, for an appropriately chosen non-information oracle, is helpful in completing the simulation.

We say that a protocol $\pi$ is weak UC secure channels if there exists a non-information oracle $\mathcal{N}$ as defined here such that $\pi$ securely realizes $\mathcal{F}_{wsc}^N$. We show that the above generic protocol is a weak UC secure channels protocol, as long as the key-exchange protocols is weak UC secure, the encryption scheme is semantically secure against chosen message attacks, and the message authentication function is secure:

**Theorem 5.** Let $\text{mac}$ be a secure Message Authentication Code function, let $\text{enc}$ be a semantically secure symmetric encryption scheme, and let $\pi$ be a weakly UC secure key exchange protocol. Then there exists a non-information oracle $\mathcal{N}$ for encryption such that the above-sketched protocol, based on $\pi$, $\text{mac}$, and $\text{enc}$, securely realizes $\mathcal{F}_{sc}^N$ in the UM.

Finally, as further assurance in the adequacy of this weaker notion of secure channels, we note that any weak UC secure channels protocol is also secure according to [CKO11]. (Recall however that the definition of [CKO11] only addresses secure channel protocols where each request to transmit a message from one party to another over the channel results in a single actual protocol message. Consequently, the implication holds only for such protocols.)
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Abstract. We show that claims of “perfect security” for keys produced by quantum key exchange (QKE) are limited to “privacy” and “integrity.” Unlike a one-time pad, QKE does not necessarily enable Sender and Receiver to pretend later to have established a different key. This result is puzzling in light of Mayers’ “No-Go” theorem showing the impossibility of quantum bit commitment. But even though a simple and intuitive application of Mayers’ protocol transformation appears sufficient to provide deniability (else QBC would be possible), we show several reasons why such conclusions are ill-founded. Mayers’ transformation arguments, while sound for QBC, are insufficient to establish deniability in QKE.

Having shed light on several unadvertised pitfalls, we then provide a candidate deniable QKE protocol. This itself indicates further shortfalls in current proof techniques, including reductions that preserve privacy but fail to preserve deniability. In sum, purchasing undeniability with an off-the-shelf QKE protocol is significantly more expensive and dangerous than the mere optic fiber for which “perfect security” is advertised.

1 Introduction

Privacy and integrity are the cornerstones of security. But a third, more subtle property is often overlooked: deniability, or the ability to pretend, after sending a message, that a different message was sent (perhaps by pretending a different key was used). The ability to deny a message is important in settings such as voting (to inhibit selling or coercion) and free, private speech.

A one-time pad is private, supports integrity, and easily provides deniability: after actually sending $c = m_0 \oplus k$, one can pretend that the cleartext was $m_1$ by pretending the key was $k' = k \oplus m_0 \oplus m_1$. But OTP’s cannot be generated from scratch, and the length of an OTP must be at least as long as the total cleartext. Otherwise, the key equivocation – Shannon’s pioneering measure of information-theoretic security – will not be sufficient, and information will be leaked, ultimately limiting the range of alternate, fake keys.

Private and public key cryptography address these issues by ensuring that finding the key or cleartext is computationally difficult, under widely-accepted complexity assumptions. But it is amply clear that they provide no key equivocation whatsoever. Even though it is difficult to find $m$ from $m^e \mod n$, or $g^{ab} \mod p$ from $g^a$ and $g^b$, it is obvious that there is a unique solution in each case. (Pretending that $m' \neq m$ was sent is impossible, since $(m')^e \neq m^e$.) Moreover, the
mere fact that the keys are used to encrypt long messages makes it immediately obvious that, from an information-theoretic viewpoint, equivocation is limited.

With limited equivocation, and with the obviously unique mathematical solutions behind $m^e$ or $g^{ab}$, it is unsurprising that RSA and Diffie-Hellmann key exchange are undeniable. There is no false message or key that can possibly match the public record, even though finding the real message or key might be difficult.

### 1.1 Perfect, Unconditional Security

Along comes quantum key exchange (QKE), offering to establish a key with “perfect, unconditional security.” How is this possible in a world where each party has unlimited computing power? Unlike the classical information-theoretic world, determining the precise state of a particle prepared in an unknown fashion is generally impossible. Thus, one can obtain asymmetries in knowledge that are not achievable in classical settings.

Wiesner pioneered the cryptographic application of this principle in a proposal to authenticate money, and Bennett and Brassard showed the first key exchange protocol based on it [Wi83, BB84]. The canonical example is conjugate coding: a polarized photon represents a bit in one of two ways: either using a $+$ basis where $0^\circ$ indicates 0 and $1^\circ$ indicates 1, or using a $\times$ basis where $45^\circ$ indicates 0 and $135^\circ$ indicates 1. Knowing the right basis, it is easy to discover the bit. Without knowing the basis, any attempted observation is likely to extract possibly-incorrect information at the cost of irreversibly leaving the photon in a changed state. (This is not an engineering issue but a fundamental corollary of physics.)

Thus it is possible to detect attempted eavesdropping, unlike the classical world, where complete information about a given transmission can be obtained by direct inspection (in ideal principle). Moreover, if the level of eavesdropping is low, then the extracted information is low, ultimately enabling successful key exchange (and quantum money). Best of all, this can be done “from scratch,” assuming that a Sender and Receiver also have a classical, authenticated public line.

A series of papers show that QKE is “perfectly, unconditionally secure.” Want to avoid Shannon’s key equivocation bounds? Just generate more key. Since there are no computational issues, this looks like a convenient way (engineering aside) to create a OTP of unlimited length.

The current work offers a strong note of caution: advertised “perfect, unconditional security” is not the same as equivalence to a OTP. In particular, while privacy and integrity have been provably established for QKE, deniability is not covered, nor is it implied.

### 1.2 How to Bind the Message?

Imagine that Eve measures only one photon. With probability $1/2$, she chooses the correct basis, obtains complete information on that photon, and transmits an
unchanged photon to \( R \). (Or, she uses an incorrect basis, thereby “disturbing” the photon, but \( R \)’s later measurement coincidentally restores it.) No secrecy is compromised; no theorems are violated.

As for \textit{deniability}, however, things are different. If \( S \) and \( R \) later try to open up their accounting records to show that a different key was established, then they must change \textit{something} in their actual records. There is some nonzero chance that they decide to pretend a different bit was used for the one photon Eve measured. With significantly nonzero probability, the false record they provide will not match Eve’s observation.

1.3 Quantum Subtleties

The issue is clouded by related results in quantum cryptography. Although it was thought that the asymmetries in knowledge might also enable bit commitment\(^1\) Mayers showed that quantum bit commitment (QBC) is in fact impossible. One subtle insight is that the programming command “(step \( n \)) Party \( P \) measures particle \( X \) privately” is not enforceable against an adversary. Intuitively speaking, a cheater can postpone certain required measurements (or more general “collapses” of quantum systems), thereby keeping her options open.

At face value, this serves only to add optimism to the QKE setting, where one might now happily conclude that QKE is fully deniable, since otherwise it would enable QBC. Although we will extract inspiration from Mayers’ insightful work, we also show that such off-the-shelf conclusions are logically unfounded.

It is easy to invoke Mayers’ no-commit theorem blindly to (1) dismiss the significance of a positive result (“it follows easily”) or (2) dismiss correctness of negative results (“it contradicts no-commitment”). Ordinarily, one would imagine that a demonstration that BB84 is binding would be sufficient \textit{prima facie} to show that the no-commit theorem does not apply.

But nothing quantum is \textit{prima facie}. Instead, without deeper investigation, many have been tempted to challenge the “counterexample” (namely, the assertion of undeniability). Our deeper investigation displays why Mayers’ result is true against QBC but insufficient against QKE. In fact, it is somewhat surprising that deniability might in fact be achievable through LOCC (local operations and classical communication), since the no-commitment proof demands potentially nonlocal operations on \( S \) and \( R \).

1.4 Contributions

Our work is directed at (1) making the properties of QKE fully apparent for existing and newly-designed protocols, and (2) analyzing the extent to which existing techniques (such as Mayers’ methods for QBC) apply to QKE, and extending them where needed. In sum:

---

\(^1\) In bit commitment, a bit to be committed must be kept secret from the “receiving” party, at least until much later, when it is to be “decommitted/unveiled.”.
The merely “perfectly, unconditionally secure” key established through quantum key exchange is not completely equivalent to a one-time-pad.

Perfect privacy and integrity do not imply deniability.

Quantum protocols are not necessarily deniable, even if “perfectly secure.”

The BB84 quantum protocol is binding.

Mayers’ “no-commitment” theorem is not sufficient to imply deniability.

Deniability can be achieved through extensions that require a quantum computer.

Our positive result balances the need for purification with the need to use the public, authenticated, classical channel of QKE. It represents the first deniable quantum key exchange protocol.

### 2 Background, Notation, Definitions

We employ standard terminology from quantum computing and cryptography. Let $|0\rangle$ and $|1\rangle$ denote an orthonormal basis for a two-dimensional complex Hilbert space $H_2$. Using the Dirac bra-ket notation, $\langle \phi | \equiv | \phi \rangle^\dagger$. The Pauli matrices are

$$
X = \frac{1}{2} \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad Y = \frac{1}{2} \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad Z = \frac{1}{2} \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}
$$

Conjugate coding uses two bases: $B_+ = \{|0\rangle, |1\rangle\}$ and $B_\times = \{(1/\sqrt{2})(|0\rangle + |1\rangle), (1/\sqrt{2})(|0\rangle - |1\rangle)\}$. (N.b.: subscript “+” is interchangeable with “0”, and subscript “×” with “1.”) The Bell basis describes entanglement:

$$
\beta_{00} = \frac{1}{\sqrt{2}}(|00\rangle + |11\rangle), \quad \beta_{10} = \frac{1}{\sqrt{2}}(|00\rangle - |11\rangle) \\
\beta_{01} = \frac{1}{\sqrt{2}}(|01\rangle + |10\rangle), \quad \beta_{11} = \frac{1}{\sqrt{2}}(|01\rangle - |10\rangle)
$$

A state can be represented as a density matrix over $H_n$ for some $n$. A density matrix $\rho$ is a weighted sum of projectors, with $\text{Tr}(\rho) = 1$. A density matrix can represent a mixed state or, in the case that $\rho = |\phi\rangle \langle \phi |$, a pure state $\phi$. We typically consider “binary” Hilbert spaces, expressible as $(H_2)^{\otimes n}$.

Let $A$ be Hermitian. Traditionally, a measurement of $A$ is seen as “collapsing” the state $\rho$ to an eigenvector of $A$. The expected value of $A$ will be $\langle A \rangle = \text{Tr}(\rho A)$. We allow parties to perform generalized measurements through the standard toolkit: (1) appending an unentangled ancillary subsystem; (2) applying a unitary transformation; (3) making an orthogonal measurement; (4) tracing out a local part of the system.\(^2\)

Let $C_1$ and $C_2$ be $[n, k_1]$ and $[n, k_2]$ binary codes, respectively, with

$$
\{0\} \subset C_2 \subset C_1 \subset \text{GF}(2)^n.
$$

\(^2\) This is tantamount to discarding part of the system. In this paper, we accept this approach at face value.
The CSS\textsubscript{x,z} quantum encoding [CSS96] maps $v \in C_1$ to the following codeword:

$$v \rightarrow \frac{1}{\sqrt{|C_2|}} \sum_{w \in C_2} (-1)^{z \cdot w} |x + v + w\rangle.$$

In the context of BB84, phase errors turn out to be irrelevant and the straightforward protocol purification of BB84 (see infra) is more like CSS\textsubscript{x,z} with $z$ omitted or averaged out.

### 2.1 Protocol Execution

We use a circuit model for protocol execution. A global state $\Phi$, described over a basis $B_k$ for some $k$, is advanced through applying each party $P$ (i.e. each circuit) to a collection of registers, where a register is a local subset of the “wires” of the overall circuit. We use superscripts to indicate location of given registers; thus, e.g., $\Phi = \sum v_{1..5} \alpha v_{1..5} |v_1 v_2 v_3\rangle^A \otimes |v_4 v_5\rangle^B$ describes a state with Alice holding the first three registers/wires and Bob holding the rest. The tensor product sign $\otimes$ is omitted when clear from context. We also use the shorthand $H_A \otimes H_B$ to express the state space.

A transition of the system thus consists of applying a local unitary transformation $U_P \otimes 1$ to the registers held by party $P$, along with a possible orthogonal measurement. More precisely, $U_P$ applies to the Hilbert subspace $H_2^m$ at indices $k_1, \ldots, k_m$ that are labelled as under $P$’s control. Subsequent communication is modelled by reassignments of those labels.

**Initialization.** We say that a protocol is *properly initialized* if each party starts with quantum registers in unentangled states $|0\rangle$. In particular, there is no entanglement with other parties, nor with the auxiliary-parties that comprise the “environment.”

**Communication.** As noted, communication is generally just a reassignment of the register labels. When an eavesdropper is present, the register is assigned to the eavesdropper first before being reassigned to the destination party. Generally, the eavesdropper can forward any transformation or substitution she pleases.

This suffices to model QBC, but in QKE there is an additional channel: the reliable public classical channel. One way to regard this channel is as a separate party who first measures the input, then broadcasts the result to the source, destination, and eavesdropper (who is not allowed to alter the result). This irrevocable measurement induces a mixture among several outcomes of the overall protocol.

The collection of such auxiliary parties consists the “environment” and is described by an environment space $H_{\text{env}}$. Thus a two-party protocol is executed over $H_A \otimes H_B \otimes H_{\text{env}}$.

**Views and Outputs.** The distribution produced by running a quantum protocol is obtained by tracing out each party. The *view* of party $P$ includes her state in $H_P$ along with the classical strings in any environmental/classical channels she used or saw. In particular, direct *erasure* of classical information is not allowed. For some purposes, we may more generally regard the *view* as the col-
lection of registers along with the measurement history of a party, rather than tracing out the final state.

**Parameters.** We generally use $\kappa$ to denote a security parameter, $k$ to denote a key (generated or exchanged), and we sometimes overload $k$ when describing error correction: $[n,k]$ connotes an error correcting code mapping $k$ logical bits to $n$ representation bits.

### 2.2 Deniability

There are several variants on the meaning of *deniability* [CDNO97,Be96] and *binding*, depending on the parties attempting to equivocate and what their success rates may be.

Let $m_1$ and $m_2$ be arbitrary messages. Run $S(m_1)$, $R$ and $E$, obtaining global state $\rho(m_1)$ whose registers are $|\phi_S\rangle$, $|\phi_R\rangle$, $|\phi_E\rangle$, $|\phi_{env}\rangle$. Let $D_S$ and $D_R$ be local computations (not necessarily unitary operations). Let $\rho(m_1,m_2) = \sum |D_S(m_1,m_2,\phi_S)\rangle|D_R(m_1,m_2,\phi_R)\rangle|\phi_E\rangle|\phi_{env}\rangle$, representing an attempt at denial: pretending that $m_2$ was really sent.

Let $J$ be a judge, who has inputs for registers $\phi_S$, $\phi_R$, $\phi_E$, and $\phi_{env}$. $J$’s final state is described in registers $d$ and $J'$, where $d$ is a single-bit, “decision” register. Flip a coin $c$ in the environment to determine whether denial will be attempted. If $c = 0$, run $J$ on $\rho(m_1)$; if $c = 1$, run $J$ on $\rho(m_1,m_2)$ (namely apply $D_R$ and $D_S$ before submitting to the judge). The final result is of the form

$$\rho(m_1,m_2,c) = \sum |cd\rangle|\phi_{J'}\rangle|\phi_{env}\rangle.$$  

Tracing out $J'$ and the environment gives a mixture over $|cd\rangle$’s.

A judge is *safe* if $|01\rangle$ has zero probability, namely the judge makes no false accusations.

**Definition 1.** Let $(S,R)$ be a quantum key exchange protocol with denial programs $(D_S,D_R)$. For eavesdropper $E$ and judge $J$, let $P_{J,E}(m_1,m_2,\kappa)$ be the probability $J$ gives $|11\rangle$, on security parameter $\kappa$. We say the protocol is deniable if, for any $E$, any safe $J$, and for any $m_1, m_2$: $P_{J,E}(m_1,m_2,\kappa) = \kappa^{-\omega(1)}$.

Simplifying, let $P(\kappa)$ be the maximal probability of $|11\rangle$ over all messages of size $O(\kappa)$. A protocol family indexed by integers $C$ is *perilously deniable* if $P(\kappa,C) = O(\kappa^{-C})$, namely $S$ and $R$ can reduce their vulnerability to a small (but non-negligible) polynomial fraction. A protocol is *weakly binding* if $P(\kappa,c) = \Omega(\kappa^{-c})$ for some $c > 0$. (Thus a protocol family can be perilously deniable while each given value of $C$ produces a weakly binding protocol.) A protocol is *binding* if $P(\kappa) = 1 - \kappa^{-\omega(1)}$.

(Variants on this approach include sender-only and receiver-only deniability, single-bit messages, unsafe judges, and many others. Note that when an exchanged key is used like a one-time pad, “key” can often be interchanged with “message” to simplify the discussion.)
1. $S$ selects $2(4 + \delta)n$ random bits $\{b[i, 0], b[i, 1]\}$.
2. $S$ encodes $\{b[i, 0]\}$ as qubits $\{p[i]\}$, each in basis $+$ or $\times$ depending on $\{b[i, 1]\}$.
3. $S$ sends $\{p[i]\}$.
4. $S$ chooses random $v_k \in C_1$.
5. $E$ forwards $\{q[i]\}$ to $R$ (possibly unchanged).
6. $R$ measures each $\{q[i]\}$ in random basis $\{c[i]\}$.
7. $S$ announces $\{b[i, 1]\}$ on the classical channel.
8. $S$ and $R$ discard indices wherever $b[i, 0] \neq c[i]$. $S$ selects and announces a random remaining subset of $2n$ bits, along with a random $n$-subset $\pi$ of check indices. (Abort if impossible.)
9. $S$ and $R$ reveal $p[i]$ and $q[i]$ classically for $i \in \pi$ and abort if any (resp. more than $t$) disagree.
10. $S$ announces $x \oplus v_k$, where $x$ is the $n$-bit remaining string in $\{b[i, 0]\}$.
11. $R$ computes $y \oplus x \oplus v_k$, where $y$ is the $n$-bit remaining string in $\{q[i]\}$, and applies $C_1$ to correct it to $v_k$ (presumably).
12. $S$ and $R$ calculate $k$ from the coset $v_k + C_2$.

Fig. 1. BB84 protocol for $n$-bit key $k$, in modern conventions, with $C_1$ used for reconciliation and cosets of $C_2$ used for privacy amplification.

3 Quantum Key Exchange

The relevant steps of the BB84 protocol, with eavesdropper, are sketched in Fig. 1. While arbitrary hashing and privacy amplification techniques can be used with the basic BB84 approach, we have illustrated the typical approach of employing binary codes. More particularly, we follow the conventions of Shor and Preskill [ShPr01] so that we can connect to related work.

It can be shown that an eavesdropper gains information only with $O(2^{-k})$ probability, or gains at most $O(2^{-k})$ as measured by entropy, where $k = k_1 - k_2$.

3.1 Variants of BB84

In the original BB84 protocol, $R$ measured the photons before knowing the proper bases; the mistaken bases were discarded. Since photons were difficult to store without measuring, this made the theoretical protocol more feasible. As discussed in BBM92, however, if $S$ and $R$ simply try to establish EPR pairs, the result is similar to having $R$ postpone her measurements until $S$ announces the bases on the classical channel. Since $S$ will wait until he has confirmed that $R$ has the particles, namely that Eve no longer has a chance to change what she has forwarded, this is “okay.” BBM92 suggest that such a protocol has security equivalent to the original BB84.

Further degrees of purification are possible. Note that the specific resulting protocol depends on the particular reconciliation and amplification routines.

- (BB84) No entanglement or purification.
(BB84-EPR/Ekert) Use entangled qubits, then measure; no other purification.

(PQECC) Use entangled qubits; measure check subset; measure key; leave other registers in superposition; (more details later).

(BB84-Key) Purify completely according to [Ma96]; measure key.

(BB84-Pur) Purify completely according to [Ma96].

Apart from PQECC, these variants turn out to be either binding, vacuous (non-transmitting), or unimplementable within the communication model.

The common instantiations of universal hashing and privacy amplification [BBCM95, Ma93, BBR88] correspond to error correcting codes over GF(2). Although any number of reconciliation protocols are available, let us expand and simplify a natural path. $S$ and $R$ will statistically sample half the particles to put a cap on how much interfering Eve did. As long as it is sub-threshold (say, less than 1%), they continue. This means that (with exponentially-high probability) Eve has only measured a small fraction (say $<< 1/100$) of the remaining indices. (More precisely, she has applied a measurement/alteration with “small” quantum entropy; it may affect any number of particles and in superposition.)

For single-bit messages, there are two canonical superpositions that $S$ will have sent, depending on whether $k = 0$ or $k = 1$:

$$\phi_k = \frac{1}{\sqrt{|C_2|}} \sum_{z \in P(k)} |z\rangle$$

where $P(k)$ denotes all strings in the coset $v_k + C_2$ (with $v_k$ being a fixed member corresponding to $k$).

For example, let BB-EPR-PAR($k$) be the variant of BB84 in which $P(m)$ contains all $k$-bit strings whose parity is $m$. To alter a given word requires reversing at least one bit.

## 4 Eavesdropping and Binding BB84

We now consider what happens when an eavesdropper listens in on BB84. Taking a cue from standards bodies, we let “must” indicate an apparent intuitive requirement (not necessarily necessary), and let MUST indicate a requirement that we do assert as factual.

The intuitive observation is that $S$ and $R$ “must” change a bit somewhere in order to pretend to have sent the opposite cleartext. While this classical reasoning is not justifiable in the quantum setting, it approaches the same final conclusions.

Even though $(S, R)$ face an unknown adversary, they MUST select a strategy $(D_S, D_R)$ in advance. Clearly, the actual computation can depend dynamically on the results of the transmission. But there can be no argument: the encryption/denial programs $(S, R, D_S, D_R)$ MUST be written down by a designer.

Let eavesdropper $M(a, k)$ trade a qubit at position $a$:

$$|z\rangle^{S} |00\rangle^{E} |0^k\rangle^{R} \rightarrow |z\rangle^{S} |z(a)0\rangle^{E} |z(a:0)\rangle^{R}$$
where $z(a)$ indicates the $a^{th}$ bit in $z$, and $z(a:0)$ indicates replacing bit $a$ in $z$ by 0. Like measuring a photon, this action disturbs the stream of bits, although it does not give $M$ information about the overall “key.” (Recall that the notation was simplified by adjusting it after $S$ announces the bases. When $M$ acts, she does not know the correct basis, and simply uses $+$. We now consider only those paths in which $S$ announced $+$ at index $a$.)

Consider BB-EPR-PAR (parity-based) with odd $k \geq 3$. Let $\Phi(E, m)$ be the state obtained after sending bit $m$. There are a variety of equivocation transforms $U$ available to patch $\Phi(\emptyset, 0)$ to $\Phi(\emptyset, 1)$ against a passive eavesdropper. Some simple ones are (cf. one-time pad) to negate all qubits; a given qubit; a random qubit. Luckily, these are all local transforms, too. We take $U_{neg}$ which negate all qubits.

We now show this leads to catastrophe, as do other similar choices. Let $P(m; a, b) = \{ z \in P(m) \mid z(a) = b \}$, and let $\rho(E, m) = \text{Tr}_{H_E, env} \Phi(E, m)$.

$$
\rho(M(a, k), 0) = \sum_{P(0; a, 0)} |z\rangle^S |z\rangle^R |Z\rangle^S + \sum_{P(0; a, 1)} |z\rangle^S |z(a:0)\rangle^R |Z\rangle^S$$

$$
\rho(M(a, k), 1) = \sum_{P(1; a, 0)} |z\rangle^S |z\rangle^R |Z\rangle^S + \sum_{P(1; a, 1)} |z\rangle^S |z(a:0)\rangle^R |Z\rangle^S$$

$$
U_{neg} \rho(M(a, k), 0) U_{neg}^\dagger = \sum_{P(1; a, 0)} |\bar{z}\rangle^S |\bar{z}\rangle^R |\bar{Z}\rangle^S + \sum_{P(1; a, 1)} |\bar{z}\rangle^S |\bar{z}(a:1)\rangle^R |\bar{Z}\rangle^S$$

$$
= \sum_{P(1; a, 0)} |z\rangle^S |z(a:1)\rangle^R |Z\rangle^S + \sum_{P(1; a, 1)} |z\rangle^S |z\rangle^R |Z\rangle^S$$

There is clearly 0 fidelity between $\rho(M(a, k), 1)$ and $U_{neg} \rho(M(a, k), 0)$. A judge simply calculates $d = (\oplus_i z^S(i)) \oplus (z^R(k))$. Even if the protocol designer opts to use $U_{neg}$ only some of the time, then against a passive adversary or against $M(a, k)$, equivocation is detected with probability at least 1/2 (again, in at least 1/2 of all paths). By inspection, the judge is both safe and binding.

If the protocol designer uses “$U_{neg,p}$”, in which qubit at location $p$ is negated, then $M(p, k)$ (versus passive) presents a problem. If “$U_{neg,r}$” is used, in which a randomly selected qubit is negated, then $M(1, k)$ leads to $(1 - 1/k)$ fidelity. This is better for $S$ and $R$, but still binding.

**Observations.** We avoided constructing a single eavesdropper who randomly chooses to be passive or to invade. Other objections aside, this could pose the risk of enabling an equivocation strategy (insofar as $E$’s program were to become public), as mentioned earlier (§6.1). This is a subtle but important issue that differentiates classical cryptography from quantum.

It is straightforward to imagine extensions to BB84 that apparently provide perilous deniability. For instance, by lengthening the “ciphertext” to contain $\kappa^{2C}$ bits, arranging equivocation could be as simple as changing a “small” $(1/\kappa^C)$
fraction of bits. For each fixed $C$, there remains a non-negligible chance to get caught (hence perilous and still weakly binding). But even this weak goal is much harder to prove in the quantum setting than initial intuition suggests, since Eve can spread her eavesdropping among many bits, not just focus on a particular small subset. Space does not permit a full analysis here.

5 Mayers’ Theorem

Mayers takes great care to state the model precisely, and we follow his descriptions [Ma96].

5.1 Defining Bit Commitment

In a bit commitment protocol, Alice encodes her input bit $b$ into a state $|\psi_b\rangle$ of $\mathcal{H}_A \otimes \mathcal{H}_B \otimes \mathcal{H}_{env}$, using an initial protocol, commit$(b)$. A second protocol, unveil$(|\psi_b\rangle)$, is used to give Bob $b$ or a “refusal” string $\bot$.

Alice has the power to choose $p(b | \text{not } \bot)$ by behaving honestly. The goal of the commit protocol is to prevent her from subsequently changing $p(b | \text{not } \bot)$ even if she was dishonest. Let unveil’ denote running unveil with possibly dishonest $A$. A state $|\psi\rangle$ is perfectly committing if every attack unveil’ either returns $\bot$ with probability 1 or returns $b$ with probability $p'(b | \text{not } \bot) = p(b | \text{not } \bot)$.

Bob may attempt to gain $b$ prematurely. Let $\eta_B$ be Bob’s classical information from $\mathcal{H}_{env} \cap B$, as the state is collapsed into $|\psi_{b,\eta}\rangle$ of $\mathcal{H}_A \otimes \mathcal{H}_B \otimes \mathcal{H}_{env}$. The reduced density matrix of Bob given $\eta$ is:

$$\rho_B(|\psi_{b,\eta}\rangle) = \text{Tr}_{\mathcal{H}_{env} \cap A}(|\psi_{b,\eta}\rangle \langle \psi_{b,\eta}|).$$

If $b$ is fixed by $\eta$, we let $F(\eta) = 0$. Otherwise, we let $F(\eta)$ be the fidelity between $\rho_B(|\psi_{0,\eta}\rangle)$ and $\rho_B(|\psi_{1,\eta}\rangle)$. The fidelity $F(\alpha, \beta)$ is the supremum of $|\langle \psi_{\alpha} | \psi_{\beta} \rangle|$ over all purifications $\psi_{\alpha}, \psi_{\beta}$ of $\alpha, \beta$. Note that $F(\alpha, \beta) = 1$ only when $\alpha = \beta$. A state is perfectly concealing if $\eta$ is independent of $b$ and the expected value of $F'(\eta)$ is 1, where $F'$ refers to executions with a possibly cheating Bob.

A commitment protocol is perfectly secure if it is both perfectly committing and perfectly concealing. One can replace “perfect” by a tolerance of $\epsilon$ (or $\epsilon(k)$ for some security parameter $k$) in the preceding definitions.

5.2 Previous Work: No Bit Commitment

Mayers’ Theorem states that quantum bit commitment is impossible:

**Theorem 1. [Mayers’ Theorem, or No-Commitment]** No properly initialized quantum bit commitment protocol is unconditionally secure.

The proof is based on what we call an equivocation strategy that allows $A$ to change the bit even after protocol commit. We sketch some of the ideas here.

Consider a properly initialized quantum bit commitment protocol. Let dishonest $A'$ refrain from making measurements. Mayers shows that there is a
purification $|\psi_{01}\rangle$ of $\rho_B(|\psi'_{0,\eta}\rangle)$ such that $\langle \psi_{01} | \psi'_{1,\eta} \rangle \geq F'(\eta)$. Moreover, there is a unitary transformation $U = U_A \otimes 1$ mapping $|\psi'_{0,\eta}\rangle \rightarrow |\psi_{01}\rangle$.

Because an $\epsilon$-concealing protocol must have fidelity $F(\eta) \geq 1 - \epsilon$, this implies an equivocation strategy for $A'$. If she wishes to set $b = 0$, she makes the measurements required of $A$ and continues with unveil. To set $b = 1$, she applies $U$, performs the measurements required of $A$ in commit, and continues with unveil. The result is that Bob accepts this unveiling with probability approaching 1.

We refer to this strategy as Mayers Equivocation. Unfortunately, there is an intuitive but incorrect way to paraphrase the theorem, which goes something like this:

Claim 2 [NoGo Folk “Theorem”] In any quantum protocol, whenever $F(\rho_B(|\psi_{0,\eta}\rangle), \rho_B(|\psi_{1,\eta}\rangle) \approx 1$, then Alice can equivocate successfully with probability $\approx 1$. (to be disproved)

6 Limitations on Applying No-Commitment

The No-Commitment theorem is obtained through two methods: (1) abstaining from private measurement, followed by (2) applying a unitary transformation to change $|\psi_0\rangle$ to $|\psi_1\rangle$.

There are several aspects of the model and the result that make it insufficient to apply automatically to QKE. These include the quantifiers, colocation, and the impact of generic abstinence from measurement.

6.1 Quantifier Problems

Mayers’ result essentially says, $(\forall B)(\exists U_A(B))$ such that a cheating committer $A$ can employ $U_A(B)$ to equivocate. The strategy can depend on $B$’s program, which is acceptable because the honest programs for $A$ and $B$ must be declared. Naturally, the cheating programs need not be disclosed, but to disprove security, it suffices to show that no honest program is protected.

Likewise, it is hard to imagine an encryption protocol in which $S$ and $R$ are allowed to know what $E$’s program is. Their attempts to communicate, and to deny, must be successful even without being given details of $E$’s program. (There may be some dynamic deductions to make about $E$ based on her behavior, but this is vastly different than knowing her full program.) A quantification, “$(\forall E)(\exists S, R)$ such that $S$ and $R$ successfully communicate,” is insufficient.

Yet the natural generalization of Mayers’ result to QKE is precisely backwards. $S$ and $R$ are not given $E$’s program and then allowed to equivocate.

The “folk no-commit theorem” fails to hold: an arbitrary $E$ does indeed gain no information, and indeed there mathematically exists a Mayers equivocating transform on the joint $(S, R)$ state, but $S$ and $R$ have no way to determine what it is, since $E$ is arbitrary and inaccessible. Further problems occur; see below.
6.2 Colocation

To equivocate a one-time pad, one merely needs to reverse a bit. This can be done individually and locally by $S$ and $R$, without communication (apart from knowing they must equivocate).

The direct application of No-Commitment treats $(S, R)$ as the committer, who, for any trustee/eavesdropper, has an equivocation transformation $U$. (Forget about the order of quantifiers.) There is no mathematical guarantee that $U$ can be factored into local transforms $U_S$ and $U_R$. Therefore, the (nevertheless correct) proof given in [Ma96] does not provide sufficient grounds to apply to QKE. There may indeed be local strategies for $S$ and $R$ for particular QKE protocols, but they are not implied directly by [Ma96].

If $S$ and $R$ need to communicate or be co-located in order to equivocate, the deniability property is weakened. A vote-coercing Mafioso simply interrogates them separately. While deniability that requires colocation may be better than nothing, it is not always sufficient.

6.3 Abstinence Makes the Bit Grow Weaker

An extremely critical (and clever) aspect of Mayers’ approach is the demand that parties refrain from making internal measurements. This gives them the flexibility to equivocate later.

In bit commitment, abstaining seems to have no obvious impact. There is no particular reason why $A$ should do any measurements. She already knows her bit and doesn’t stand to discover anything much.

But [BB84] specifically requires measurements to be performed, both to check how invasive $E$ is and to discern what the message is. In the full protocol purification, BB84-Pur, $R$ cannot receive the cleartext privately. Depending on interpretation, either no measurement is made at all, or the only actionable information is whatever was transmitted over the clear classic channel.

In the BB84-Key variant, close inspection reveals that the previously classical channel is now used to send check-information as qubits to $R$. But this presupposes the end result: a secure quantum channel. Thus BB84-Key is not implementable within the rules of the model.

Even the limited purification to BB84-EPR/Ekert does not buy anything. An attack similar to the one against BB84 in §4 will work against entanglement purification of a tainted EPR source.

7 PQECC: Deniable QKE

We now propose a protocol to achieve deniability, although it requires a quantum computer. Normally, quantum error-correcting codes are useful to protect against decoherence. Typically, a syndrome is measured and then used to restore the original state. We applied QECC in an unusual twist: we avoid measuring the relative syndrome. Instead, a postulated quantum computer applies the QECC
PQECC

1. S constructs duplicate registers \((K, B, II, Y, V, W)\) with respective lengths \(k, 2n, 2n \log 2n, n, n, n\), in superposition \(\sum |K', B', II', Y', V', W'|K, B, II, Y, V, W\rangle\), (except \(W' = W = |0^n\rangle\)). All computations are quantum (except explicit measurements later), including error correction.

2. S quantum-computes the \(Y\)-selected ECC representation of \(K\) and places it in \(W\), leaving \(K = |0^n\rangle\).

3. S applies interleaving \(II\) against the 2n qubits in \((V, W)\), leaving \(II = |0^{2n \log 2n}\rangle\).

4. Let \(T\) be the joint 2n-qubit register \((V, W)\). S applies Hadamards based on \(B\) to corresponding qubits in \(T\).

5. S sends \(T\) to \(E\).

6. \(E\) attacks \(T\) via operator \(U_E\).

7. \(R\) receives the manipulated \(T\) register and reports receipt.

8. S measures \((b, \pi, v, y) \leftarrow (B, II, V', Y')\) and announces them.

9. \(R\) applies Hadamards to \(T\) according to \(b\), then applies \(\pi^{-1}\) to \(T\). Consider \(T\) again as registers \((V, W)\).

10. \(R\) measures register \(V\) and aborts if there are any (or more than a threshold \(t\)) mismatches with \(v\).

11. \(R\) sets new register \(E\) to \(|0^n\rangle\) and applies error correction (using \(y\)) to \((W, E)\).

12. S measures key \(k_S \leftarrow K'\) and \(R\) measures key \(k_R \leftarrow W\). Encryption is as a OTP: \(\text{ciph} \leftarrow k_S \oplus m, m_{\text{rev}} \leftarrow \text{ciph} \oplus k_R\).

**Fig. 2.** PQECC protocol for \(n\)-bit key \(k\), rewritten to be compatible with modern conventions. The ECC steps are quantum-level calculations for the random hashing and error correction in BB84 et seq.

without measuring the relative syndrome at all. The goal is to purify the BB84 protocol as much and as carefully as possible. Only the most necessary measurements are actually performed. (Note that the key/message is emphatically not the only register that is measured.)

This purified QECC, or PQECC protocol, is the basis for establishing deniability. Although it was investigated several years ago [Be96d], it is closely related by convergent evolution to the “modified Lo-Chau” and “QKD-CSS” protocols [ShPr01], discussed below. We have tried to present it in a form that illustrates its connections to those protocols.

First, we comment on the registers and computations. The \(B\) and \(II\) registers correspond to random axis choices and random interleaving of key bits with check bits. \(II\) can certainly be a permutation, as suggested by [ShPr01]. The random hashing and amplification in BB84 is purified to a random ECC selected by \(Y\) (corresponding to the \((x, z)\) choice in [ShPr01]). The decoding procedure decouples the signal \((W)\) from the noise \((E)\).

### 7.1 Related Protocols

Two related protocols, called QKD-CSS and “modified Lo-Chau,” appeared subsequent to the first consideration of PQECC as the maximal effective protocol
purification of BB84 [Be96a]. If one imagines a hierarchy of protocol classes depending on purification and/or specific error-correction codes, PQECC is more or less subsumed by “modified Lo-Chau” while it more or less subsumes QKD-CSS.

The motivation for PQECC was to obtain deniability, while the motivation for Lo-Chau and QKD-CSS was to find a proof of privacy for any kind of QKE, and especially QKE without quantum computation. Hindsight shows that this independent convergence to similar protocols is natural given the drive to use protocol purification as (1) a tool for proving privacy and (2) a tool for achieving deniability.

7.2 Privacy and Deniability

Recently, simplified proofs of privacy have appeared for BB84 [LC99, GoPr00, ShPr01]. There are two important ingredients that concern us.

It is useful to try to establish the secret key as a sequence of $k$ ebits shared by $S$ and $R$, namely $\Phi = \beta_{00}^\otimes k$, starting with a noisy pair of $n$-bit registers in state $\rho$. Let $\rho'$ describe the state of the $k$-bit key registers after the full protocol. Lo and Chau’s approach employs a result shown by Gottesman and Preskill:

$$\langle \beta_{00}^\otimes k | \rho' | \beta_{00}^\otimes k \rangle \geq \text{Tr}(\Pi \rho),$$

where $\Pi$ projects onto Bell states differing from $\beta_{00}^\otimes n$ by at most $t$ bit-flip errors (applications of Pauli X) and at most $t$ phase-flip errors (applications of Pauli Z). Indirectly argued, the sampling test gives an accurate bound on $\text{Tr}(\Pi \rho)$, ultimately implying that the fidelity between $\rho'$ and $\beta_{00}^\otimes k$ is exponentially close to 1. This demonstrates privacy for the Lo-Chau protocol, although a quantum computer is necessary.

In a second stage, Shor and Preskill apply this to a protocol (QKD-CSS) that uses CSS codes. By then instructing $S$ and $R$ to perform measurements sooner rather than later, the QKD-CSS protocol “reduces to” BB84, and the requisite quantum computer can be avoided without introducing any information leak to Eve.

For deniability, the first ingredient is essential. It ultimately allows us to conclude that Eve is entangled negligibly with $K'$ (and instead overwhelmingly with register $E$) in protocol PQECC. This means that the simple OTP denial strategy is overwhelmingly effective: pretend $k' = k \oplus m_0 \oplus m_1$. Without sufficient space for proof, we merely assert:

Claim. PQECC is a deniable quantum cryptosystem.

This analysis should also extend to other cryptosystems such as the “modified Lo-Chau” protocol.

8 Conclusions

The BB84 protocol is weakly binding on $S$ and $R$. Despite the reaction of some, Mayers’ no-commit theorem [Ma96] does not suffice to turn BB84 into a deniable QKE. There are formal improprieties with quantifiers, insufficient support
for equivocation without co-location, conflicts between measurement abstinence and correct or allowable transmission, and counterintuitive adversarial binding arguments. (None of this impugns the correct work on bit commitment.)

This paper seeks to make practitioners aware of the incomplete analysis of QKE, despite claims of “perfect, unconditional security.” An off-the-shelf optic-fiber-based QKE might enable a private electronic vote but it will support coercion and vote-selling.

Using protocol purification in a refined manner can provide a deniable QKE, in the form of the PQECC protocol, but a quantum computer is required. But there remains a great deal of turbidity in current quantum “security reductions.”
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Abstract. We study Pseudorandom Number Generators (PRNGs) as used in practice. We first give a general security framework for PRNGs, incorporating the attacks that users are typically concerned about. We then analyze the most popular ones, including the ANSI X9.17 PRNG and the FIPS 186 PRNG. Our results also suggest ways in which these PRNGs can be made more efficient and more secure.

1 Introduction

Random numbers or bits are essential for virtually every cryptographic application. For example, seeds for key generation in both secret-key and public-key algorithms, session keys used for encryption and authentication, salts to be hashed with passwords, and challenges used in identification protocols are all assumed to be “random” by system designers. However, since generating enough randomness is expensive, most applications rely on a cryptographic mechanism, known as a Pseudorandom Number Generator (PRNG), to stretch a short string of random bits to a longer string of “random-looking” bits.

Background and Motivation. Cryptographic theory provides us with a number of constructions for PRNGs, such as the Blum-Blum-Shub generator \cite{14} and the Blum-Micali generator \cite{15}, that are provably-secure under reasonable number-theoretic assumptions. However, for practical reasons, the PRNGs, that are in prevalent use today, are typically based on efficient cryptographic primitives such as block ciphers and hash functions. The two most widely-used PRNGs are the ANSI X9.17 PRNG \cite{3} and the FIPS 186 PRNG \cite{22}. The ANSI X9.17 PRNG is a part of a popular banking standard and was suggested (nearly the same time as DES) as a mechanism to generate DES keys and nonces. The FIPS 186 PRNG was standardized for generating randomness in DSA. These two constructions remain the only standardized PRNGs, despite there being many subsequent security-related standards. As a result, both of them are now being used as general-purpose PRNGs in various systems and applications.

There has been some analysis of the ANSI X9.17 PRNG and the FIPS 186 PRNG \cite{29,26}, but it has been mostly ad hoc and based on heuristic arguments. There have been several theory-oriented treatments of PRNGs \cite{34,15}.
but these do not fully capture the way PRNGs are used in practice. Thus, despite their being around for some time now and their wide-spread usage, these PRNGs have yet to be validated in the tradition of provable security. Several cryptographic toolkits, both in commercial products and in free libraries, include general-purpose PRNG implementations that are different from the ANSI X9.17 and FIPS 186 PRNGs. None of these other PRNGs have been analyzed, in any rigorous sense, either.

**Our Contributions.** Our main goal is to study PRNGs as used in practice. We focus on the ANSI X9.17 and FIPS 186 PRNGs, not only because they are the most widely-used ones, but also because they represent the two typical design approaches for practical PRNGs – one is based on a keyed block cipher while the other is based on a keyless hash function. We also suggest ways of enhancing these PRNGs and look at some other practical ones.

A PRNG can be modeled as an iterative algorithm [112]. Each iteration takes a single input called *state* (initial seed or intermediate state) and produces a random output of some fixed length and the next state. All the states are assumed to be hidden at all times. Although such a model seems sufficient for theoretical PRNGs, it does not capture all the nuances of a PRNG as used in practice. Indeed, a PRNG used in practice are often more complicated: (1) There are usually “auxilliary” inputs, such as time-stamps or counters, that the user (or even the attacker) may be able to control. (2) Some state information may be leaked out over time or modified by an attacker. (3) There is a wide range of cryptographic primitives on which they can be based, some that are secret-key based and others that are keyless.

We model a PRNG as an iterative algorithm, that in each iteration take three inputs: a key, a current state, and an auxiliary input. It generates two outputs: a PRNG output and a new state. “Pseudorandomness” roughly means that the output sequence should be “indistinguishable from a truly random sequence” to an attacker. To formalize the types of attacks on the above PRNG model, we look at the model from an attacker’s point of view – the inputs can be hidden, known or chosen, while the outputs can be hidden or known. This leads to several different attacks, ranging from the “strongest” one where the attacker is allowed to choose all three inputs and see both the outputs to the “weakest” one where it does not see the key or the states and does not get to control the auxiliary input. Each attack coupled with the notion of “pseudorandomness” gives rise to a different definition of security. It is easy to see that there is not a strict hierarchy in the strengths of the attacks. Most of the attacks, that practical PRNGs resist, lie somewhere between the strongest and the weakest. We will be interested in the strongest attacks that a PRNG can be secure against since this gives us a complete picture of its security in our framework.

Our analysis of the ANSI X9.17 and the FIPS 186 PRNGs characterize the conditions on the inputs, states, and the underlying primitive that would ensure the security of the construction. They are also instructive as to what would or would not constitute secure-usage of these PRNGs. For the ANSI X9.17 we show that the construction is secure as long as the key is kept secret from the attacker.
and it is not allowed to control both the input and the state (though, neither needs to be kept secret from it). For the FIPS 186 PRNG we show that the construction is secure if the attacker cannot control the input. Unlike with the ANSI X9.17 PRNG, the key in this case is known to all, including the attacker. The states, however, must be kept secret. Besides validating the security of the PRNGs, our results have several useful practical implications. First, they suggest guidelines on how the PRNGs should be properly used to achieve their security objectives. Second, they suggest how to obtain some efficiency gains. For example, our results on the ANSI X9.17 PRNG imply that the construction can be made twice as efficient, by outputting intermediate states along with the output, without comprising security. Third, they suggest where the use of “good” randomness is critical and where it is not. For example, our results on the ANSI X9.17 PRNG, suggest that it is better to put all the randomness in the key rather than in the initial state. Finally, the analysis provides some insight on what security properties the underlying primitives should possess. This allows implementers to choose the appropriate primitives and to examine whether any newly-discovered weakness on the primitive can have a potential impact on the security of the PRNG.

A Closer Look. One important aspect of our framework is to allow for an auxiliary input to model things like time-stamps and counters. Auxiliary inputs are a common feature in practical PRNGs since they are a means of injecting something “random” into the PRNG at regular intervals and to prevent repeated seeds from causing repeated outputs. It is tempting to think that if a PRNG is secure without any auxiliary input then it must also be secure with it present. This, however, is not the case, particularly if this input can be controlled by the attacker. Indeed, in practice the auxiliary input may be supplied by a timer that an attacker may have some control over. Another aspect in which our model differs from most others is in making a distinction between the key and the state. When such a distinction is not made (and the key is simply understood to be a part of the state) then we miss out on being able to exactly characterize the security of the PRNG. The key and what we call as state play very different roles in a PRNG and moreover, they may have significantly different impacts on the overall security. Understanding this allows the user to make better use of the short seed it possesses.

A critical part of our analysis is to formalize reasonable security assumptions on the underlying primitives for the manner they are used in the ANSI X9.17 and the FIPS 186 PRNGs. There are no assumptions stated on the underlying primitive in the original ANSI X9.17 standard [3] or in the updated version (ANSI X9.31) [4]. In the FIPS 186 standard [22], it stated that the underlying primitive should be a “one-way” function. However, it is easy to see the one-way property itself is not enough to ensure the security of the construction. Going to an extreme, one may model the underlying primitive as a Random Oracle. The proof of security, in this case, would indeed be straightforward, but there are some results [16] that cast doubt on whether this would be a reasonable assumption. Our assumption for both the constructions is that the underlying
primitives are (finite) pseudorandom functions (PRFs). This is quite a natural assumption for the block-cipher-based ANSI X9.17 PRNG, following the work of Bellare, Kilian and Rogaway \[10\]. It is less so for the hash-function-based FIPS 186 PRNG, since there are no “secret keys” as such associated with the underlying function in this PRNG. However, we propose a different “view” of the PRNG under which it can be seen as based on a secret-keyed hash function. Under this view it seems reasonable to model the underlying function as a PRF. We note here that similar assumptions have been made before \[9,7,6,2\] and that none of the known attacks on hash functions \[18,21,32\] suggest any weakness of their being used in this manner.

Starting with the strongest attacks in our framework, we look at the ability of the ANSI X9.17 and the FIPS 186 PRNGs to withstand them. For every attack stronger than the ones we eventually proved these PRNGs secure against, we identify the attack. Our approach helps us identify the criticality of each feature in these PRNGs. The superfluous ones can be eliminated leading to an improvement in the overall efficiency. It turns out that the designers of both these PRNGs anticipated many of the attacks in our framework and factored these into their designs – but not necessarily in the most efficient manner. We also suggest ways of making these PRNGs secure against attacks that, in their present form, they are insecure against. We remark that although the PRNGs we consider seem to incorporate many of the design features of better-known constructions, most notably of the CBC and Counter Mode constructs, their security analyses are quite different. This is partly due to the goal of the attacker being different and since the attacks we must consider are unlike any of those considered before. We show that if the primitives underlying the PRNGs are secure as PRFs then the PRNGs must be secure as well. Our analysis is exact rather than asymptotic.

**Related Work.** There have been numerous works on the theory of PRNGs, such as, Blum, Blum and Shub \[14\], Blum and Micali \[15\] and Hastad, Impagliazzo, Levin and Luby \[27\], to name just a few. However there have been comparatively few analyses of PRNGs of the type we study here, namely those based on efficient cryptographic primitives, such as block ciphers and hash functions.

Aeillo, Rajagopalan and Venkatesan \[2\] give a provably-secure design based on block ciphers. Bellare and Yee \[12\] and Abdalla and Bellare \[1\] also studied such PRNGs from the point of bringing forward-security to bear on them. They give generic methods of converting any PRNG into one that is forward-secure. We build on their security model to get a more general one.

While the above works did look at PRNGs from a provable-security viewpoint, there has not been anything similar done for the two most prevalent ones, namely the ANSI X9.17 and the FIPS 186 PRNGs. Kelsey, Schneier, Wagner and Hall \[29\] have, however, analysed these PRNGs, from an attacker viewpoint. That is, they give several different types of attacks and investigate the ability of these PRNGs to withstand them. While such analyses do not give the same level of guarantees as those we get, they are useful in identifying weaknesses. Indeed, many of the attacks on the PRNGs that become obvious in our framework were identified there as well. The only other work that we are aware of, which looks
at one of these PRNGs, is the recent work of Bleichenbacher [13]. A weakness in
the FIPS 186 PRNG, as used to generate DSA parameters, is identified. It does
not apply to the general-purpose FIPS 186 PRNG we consider. The standard
has anyway subsequently been revised [23] to function like the general-purpose
one we consider.

There have been analyses of constructions bearing some similarity to the
PRNGs we consider, namely the CBC MAC [10] and CBC and Counter Mode
Encryption [8]. As mentioned earlier, the security of the PRNGs we consider do
not follow from these analyses but the general provable-security techniques used
therein are, however, applicable.

2 Security Framework and Definitions

PRNG Model. A PRNG $\mathcal{GE} = (\mathcal{K}, \mathcal{G})$ consists of two algorithms. The seed
generation algorithm $\mathcal{K}$ takes as input a security parameter $k \in \mathbb{N}$ and returns
a key $K$ and an initial state $s_0$. For $i \geq 1$, the generation algorithm $\mathcal{G}$ takes as
input the key $K$, the current state $s_{i-1}$ and an auxiliary input $t_i$ and returns
a PRNG output $y_i$ and the next state $s_i$. We refer to the length of the PRNG
output in each iteration $n = |y_i|$ as the block length of the PRNG. Note that
syntax requires the PRNG to have the “online” property. That is, it should
be possible to generate $y_i, s_i$ before $t_{i+1}$ is known. We will sometimes refer to
the auxiliary input simply as the “input” and the PRNG-output simply as the
“output”, when it is unambiguous from context.

We assume that there is a “good” source of randomness that accumulates in
an entropy pool and that $\mathcal{K}$ has access to it. The process by which randomness
is collected into the pool can be considered as orthogonal to the above-defined
pseudorandom number generation process, and will not be considered further in
our analysis. A couple of practical PRNGs [31,28] do specify both processes as
part of the PRNG definition. It is quite easy, however, to separate the two and
analyze them independently.

Attack Models. Consider the normative operation of a PRNG as described
above. At the start, a seed consisting of a key $K$ and an initial state $s_0$ is gener-
ated from the entropy pool. After seed generation, the operation of the PRNG
can be viewed as an application-controlled process – outputs are generated only
as many as are required, using the current state and an auxiliary input. The
auxiliary input may be a time-stamp, a counter or samples from a low entropy
source. When the application stops the PRNG, the last state is usually com-
puted and saved for use as the initial-state in the next invocation of the PRNG.
The application may also choose to “re-seed” the PRNG at any time, if enough
entropy has accumulated in the pool.

From an attacker’s point of view, each of the three inputs to $\mathcal{G}$ can be hid-
den, known or chosen, while each of the two outputs from $\mathcal{G}$ can be hidden or
known. Given the nature of a PRNG, it is not necessary to consider all the
cases. We allow the key to be hidden or known, but not chosen. We view a
key as defining the PRNG and hence a “chosen-key” attack would not help in “breaking” the PRNG being attacked as such. The state needs to be maintained between invocations of the PRNG. There is thus an increased probability that an attacker may learn of it. Moreover it may be able to “change” the value of the stored state. For these reasons we model attacks that allow the state to be hidden, known, or even chosen. The auxiliary inputs may not always be known a priori, even to a legitimate user. However, it is reasonable to assume that they are quite “predictable” by an attacker due to their low entropy. (Otherwise the generation of pseudorandom outputs would be trivial). Also, it is possible that the auxiliary inputs may be supplied by a timer or source over which an attacker may exercise some control. So we model the auxiliary inputs to be known or chosen. The PRNG output could conceivably be hidden, particularly if the PRNG is being used as a key-derivation function. However, since our focus is on general-purpose PRNGs, we will assume that the outputs become known. We further note that the choice of the primitive to realize the PRNG often rules out additional cases. For example, for PRNGs based on unkeyed hash functions the “key” is understood to be known. For PRNGs based on block ciphers the key is typically required to be hidden, though it is also be possible that it is known. Given the above, one can see why it is advantageous to consider the state and key separately in a practical setting. In most PRNGs the role played by the key and what we call the state are quite different. The key typically has a much longer lifetime and may be repeatedly used for different invocations of the PRNG. The part that we call the state has a more transient nature, since it is usually updated during every iteration of the generation algorithm.

**Security Definitions.** We adopt a standard notation with respect to probabilistic algorithms and sets. If \( A(\cdot, \cdot, \ldots) \) is any probabilistic algorithm then \( a \leftarrow A(x_1, x_2, \ldots) \) denotes the experiment of running \( A \) on inputs \( x_1, x_2, \ldots \) and letting \( a \) be the outcome, the probability being over the coins of \( A \). Similarly, if \( A \) is a set then \( a \leftarrow R A \) denotes the experiment of selecting a point uniformly from \( A \) and assigning \( a \) this value.

“Pseudorandomness” roughly means that the outputs should be “indistinguishable from random” to an attacker. Each attack in our framework coupled with the notion of “pseudorandomness” gives rise to a different security definition. Here we give more precise definitions for three of the attacks. We denote these attacks as CIA, for Chosen-Input Attack, CSA, for Chosen-State Attack and KKA, for Known-Key Attack. Under CIA, the key is hidden, the states are known, but not chosen, and the auxiliary input may be chosen by the attacker. CSA is similar, except that the auxiliary inputs are not allowed to be chosen while the states may now be chosen. KKA is different in that it allows the key to be known. However, under KKA, the states are hidden and the auxiliary inputs are not allowed to be chosen.

We imagine a distinguisher \( D \) running in two stages, an iterated find stage and a guess stage. In each iteration of the find stage \( D \) may get to choose some of the inputs (depending on the attack being modeled) that will be used to generate the PRNG output. In cases modeling a “chosen” input \( D \)’s choice “overwrites"
the existing value of that input. Depending on the bit $b$, $D$ either gets the true PRNG output from the previous iteration or a random string. The find stage is iterated $i$ times until $i = m$ or until $D$ sets a flag $p_i$, indicating that it is ready to move on to the next stage. In the guess stage $D$ receives some state information $c_i$ gathered in the find stage and outputs its guess for $b$.

**Definition 1.** [PRG-CIA, PRG-CSA, PRG-KKA] Let $\mathcal{GE} = (\mathcal{K}, \mathcal{G})$ be a PRNG with block-length $n$. (For simplicity, assume that the security parameter $k = n$.) Let $b \in \{0, 1\}$. Let $D$ be a distinguisher that runs in two stages. For $\text{atk} \in \{\text{cia}, \text{csa}, \text{kka}\}$, we consider the following experiment:

\begin{verbatim}
Experiment $\text{Exp}_{\mathcal{GE}, m, D}^{\text{prg-atk-b}}(k)$

$(K, s_0) \leftarrow \mathcal{K}(k)$ // A key and an initial state are generated
$y_0 \leftarrow \{t_1, t_2, \ldots, t_m\}$ // $D$ is initialized with auxiliary input values
for $i = 1$ to $m$: $y^0_i \leftarrow 0$ // A random $mn$-bit string is chosen
        $i \leftarrow 0; y^0_0 \leftarrow \epsilon; y^1_0 \leftarrow \epsilon$
        repeat
            $i \leftarrow i + 1$
            if $\text{atk} = \text{cia}$: $(p_i, t_i, c_i) \leftarrow D(\text{find}, y^b_{i-1}, s_{i-1}, c_{i-1})$
            if $\text{atk} = \text{csa}$: $(p_i, s_{i-1}, c_i) \leftarrow D(\text{find}, y^b_{i-1}, s_{i-1}, c_{i-1})$
            if $\text{atk} = \text{kka}$: $(p_i, c_i) \leftarrow D(\text{find}, K, y^b_{i-1}, c_{i-1})$
            $(y^1_i, s_i) \leftarrow \mathcal{G}_K(s_{i-1}, t_i)$ // PRNG output and next state are generated
        until $(p_i = \text{guess})$ or $(i = m)$
$d \leftarrow D(\text{guess}, c_i)$
return $d$
\end{verbatim}

We define the advantage of the distinguisher via

$$\text{Adv}_{\mathcal{GE}, m, D}^{\text{prg-atk-b}}(k) = \Pr[\text{Exp}_{\mathcal{GE}, m, D}^{\text{prg-atk-1}} = 1] - \Pr[\text{Exp}_{\mathcal{GE}, m, D}^{\text{prg-atk-0}} = 1].$$

We define the advantage function of $\mathcal{GE}$ as follows. For any integer $t$,

$$\text{Adv}_{\mathcal{GE}, m}^{\text{prg-atk}}(t) = \max_D \{\text{Adv}_{\mathcal{GE}, m, D}^{\text{prg-atk}}\}$$

where the maximum is over all $D$ with “time complexity” $t$.

The “time complexity” is the worst case total execution time of the experiment, plus the size of the code of the distinguisher, in some fixed RAM model of computation.

Note that the notions of security captured here are very strong but not the strongest in our framework. The reason for explicitly defining these and not the other possible ones was to give only as many definitions as were needed to give the complete picture about the security of PRNGs we will consider in this work. However, using the above as examples, it should be easy to come up with definitions modeling any attack in our framework.

It is instructive to see where these notions stand in our framework. When the key is hidden, the strongest notion would be one against a chosen-state,
chosen-input and known-next-state attack. The next strongest notions, when the key is hidden, are PRG-CIA and PRG-CSA. When the key is known, the states must be hidden (otherwise there is no secret). This leaves us with only two notions: one allowing the input to be chosen and the other only allowing it to be known. PRG-KKA is the latter notion (which is the weaker of the two). Note that these three notions are mutually incomparable (ie. they are neither stronger nor weaker than one another).

3 Analysis of the ANSI X9.17 PRNG

**Specifications.** The ANSI X9.17 PRNG $G_{\text{ANSI}}^F = (K_{\text{ANSI}}, G_{\text{ANSI}})$, for a block cipher $F$, is described as in Figure 1. The key $K$, output by the key-generation algorithm, is used to key the block cipher, thereby specifying a function $F_K$ that maps $n$ bits to $n$ bits. **Attacks.** The PRNG is insecure under any attack in which the key is known. An attacker, knowing the key and a single output, can completely determine subsequent outputs and states. The PRNG is also not secure under any attack where both the state and the inputs may be chosen. It is easy to see that an attacker can cause outputs to repeat by simply repeating the same combination of the state and input. Given this, we focus on the setting where the key is hidden and where either the states or the inputs are not under the control of the attacker.

**Finite PRF Families.** We model block ciphers as finite pseudorandom function families [10], a concrete security version of the original notion of pseudorandom functions [25]. A finite function family $F$ is pseudorandom if, for a random $K$, the input-output behavior of $F_K$ is indistinguishable from that of a random function of the same domain and range. Following [10], we associate an advantage function $\text{Adv}^{\text{prf}}_F (t, q)$ with $F$ which denotes the maximum advantage of any
distinguisher, with time complexity $t$ and query complexity $q$. The (standard) formalization of this can be found in the full version of this paper [19].

Security Results. The following theorem implies that, if $F$ is a PRF, then the ANSI X9.17 PRNG based on it is secure in the PRG-CSA sense and also in the PRG-CIA sense. Note that the two notions are mutually incomparable and thus proving the PRNG secure under one does not imply security under the other.

Theorem 1. Let $GE$ be the ANSI X9.17 PRNG based on a function family $F = \{F_K\}_{K \in \text{Keys}(F)}$ where $F_K$ maps $n$ bits to $n$ bits. Then

$$\text{Adv}_{GE,m}^{\text{prg-csa}}(t) \leq 2 \cdot \text{Adv}_{F}^{\text{prf}}(t, 3m) + \frac{m(2m - 1)}{2^n}$$

$$\text{Adv}_{GE,m}^{\text{prg-cia}}(t) \leq 2 \cdot \text{Adv}_{F}^{\text{prf}}(t, 3m) + \frac{(2m - 1)^2}{2^n}$$

A proof of the theorem is given in the full version of this paper [19]. If we model $F$ as a PRP (a more suitable model for a block cipher) then an additional term $(3m)^2 \cdot 2^{-n-1}$ would appear in the bounds above. The proofs of security under the two notions share much in common. We first analyze the PRNG, under each notion, assuming that the underlying function is truly random. In both cases we show that, with overwhelming probability, an attacker cannot cause collisions in the inputs to the functions computing the outputs or the next states. Under CSA it is the inputs, which essentially function as a counter, that make it infeasible to cause these collisions. Under CIA, it is the unpredictability of the states that makes it infeasible. It is easy to see that, if there are no such collisions, then the attacker has no advantage in distinguishing between PRNG outputs and random ones. The next part of the analysis is a reduction argument that shows that, if the random function in the above analysis were replaced by a PRF, then the PRNG must remain secure.

Remarks. Our results suggest how the PRNG could be used more efficiently without compromising security. Notice that in the analysis, under either of the notions, we assume that the attacker learns of the states. Moreover, the states themselves are indistinguishable from random to the attacker. (In fact, there is complete symmetry in the way the outputs and the states are computed.) This means that the states could be used as “outputs”, effectively doubling the throughput of the PRNG, without any loss in security. Our analysis also offers some insights into how the PRNG can be extended to counter the attacks that it does not in its present form. We discuss this further in Section 5.

4 Analysis of the FIPS 186 PRNG

Specifications. The FIPS 186 PRNG $GE^{H}_{\text{FIPS}} = (K_{\text{FIPS}}, G_{\text{FIPS}})$, for a function $H$, is described as in Figure 2. Note that in this PRNG, unlike in the ANSI X9.17 one, the key $K$ is known, and the values for $K$ are fixed in the original
\begin{align*}
K_{\text{FIPS}}(n) & \\
K & \leftarrow \{0,1\}^n \\
s_0 & \leftarrow \{0,1\}^n \\
\text{return } (K,s_0) & \\
\end{align*}

\begin{align*}
G_{\text{FIPS}}(s_{i-1}, t_i) & \\
y_i & \leftarrow H_K((s_{i-1} + t_i) \mod 2^n) \\
s_i & \leftarrow (s_{i-1} + y_i + 1) \mod 2^n \\
\text{return } (y_i, s_i) & \\
\end{align*}

Fig. 2. Specifications of the FIPS PRNG. The picture depicts the function $G_{\text{FIPS}}(\cdot, \cdot)$.

specifications \cite{22}. To fully specify this PRNG, we must describe the underlying primitive $H_K$. However, for the sake of simplicity of exposition, we defer this to the end of this section, viewing $H_K$, for now, simply as a function mapping $n$ bits to $n$ bits.

**Attacks.** Since the key $K$ is known, the only secret in the PRNG is the initial state $s_0$. Clearly, if $s_0$ is known to the attacker then the outputs become completely predictable. In general, such a PRNG cannot be secure in any attack where the state is known. It also turns out that this PRNG is not secure under any attack where the inputs are chosen since otherwise it becomes possible for an attacker to cause outputs to repeat. Given this, we focus on the setting where the states are hidden and the inputs are not under the control of an attacker.

**An Alternative View.** We first need to formalize a security assumption on the underlying primitive $H_K$ that is reasonable for the manner in which it is realized and used in the specifications. Towards this, we will consider an alternative view of FIPS. We start with some notation. Let

$$\hat{H}_{s_0}(x) \overset{\text{def}}{=} H_K((s_0 + x) \mod 2^n).$$

For simplicity of notation we do not have an explicit reference to $K$ in the definition of $\hat{H}_{s_0}$. Nevertheless, one should keep in mind that $K$ is a part of the definition of $\hat{H}_{s_0}$. Now, we can rewrite the specifications of the FIPS 186 PRNG as in Figure 3. Note that the alternative specifications are simply another way of viewing the original FIPS 186 PRNG. The two specifications interpreted literally will have different-looking implementations but they will, nevertheless, have exactly the same input-output characteristics. We view it in our “secret-key” function-based form for sake of analysis.

\footnote{In the original FIPS specifications \cite{22}, the underlying primitive is denoted by $G(K,x)$, where $K$ is a constant and $x$ is the input. It specifies two 160-bit values for the constant $K$, with each constant instantiating a different PRNG process for different use in DSA. Although the specifications do not interpret $K$ as a key, the construction fits naturally into our PRNG model if we view $K$ as a known key. The FIPS 186 construction can be generalized to have an arbitrary 160-bit value (even secret) for $K$.}
Fig. 3. Alternative specifications of the FIPS 186 PRNG. The picture depicts the function \( \hat{G} \text{FIPS}(\cdot, \cdot) \), which is an equivalent view of \( G \text{FIPS}(\cdot, \cdot) \).

SECURITY RESULTS. The following theorem implies that, if \( \hat{H} \) is a PRF family, then the FIPS 186 PRNG based on it is secure in the PRG-KKA sense.

Theorem 2. Let \( G \mathcal{E} \) be the FIPS 186 PRNG based on a function family \( \hat{H} = \{ \hat{H}_{s_0} \}_{s_0 \in \{0,1\}^n} \). Then

\[
\text{Adv}_{\mathcal{G},m}^{\text{prg-kka}}(t) \leq 2 \cdot \text{Adv}_{\hat{H}}^{\text{prf}}(t, m) + \frac{m(m - 1)}{2^{n-1}}
\]

A proof of the theorem is given in the full version of this paper [19]. The approach in the analysis is much like the one for the ANSI X9.17 PRNG, where we first analyze the PRNG assuming the underlying function to be random and then give a reduction argument to show that if the PRNG is secure with the random function then it must also be secure with a PRF. The interesting part for this particular analysis is in the reduction argument. Recall that for this argument, we must construct a distinguisher \( A \) for the PRF that simulates the PRNG experiment by calling its oracle \( f \) on the input \( (\Delta s_{i-1} + t_i) \mod 2^n \). It is easy to see that \( \Delta s_i = (\Delta s_{i-1} + y_i + 1) \mod 2^n \) can be computed without knowledge of \( s_0 \). This makes it possible for \( A \) to make the necessary queries and the argument goes through.

THE FUNCTION \( H_K \) AND THE FUNCTION FAMILY \( \hat{H} \). It remains to give some details about the function \( H_K \) and to comment on the security of the function family \( \hat{H} \). The FIPS 186 specifications provides two constructions for the function \( H_K \), one based on SHA1 and the other based on DES.

The SHA1-based construction is fairly simple – \( H_K(x) \) is defined to be the compression function of SHA1 where \( x \) is the input to the function and \( K \) is the fixed IV in SHA1. Our assumption is that one can view \( \hat{H}_{s_0}(x) = H_K((s_0 + x) \mod 2^n) \) for a known \( K \) and a secret random \( s_0 \) of length \( n \), as a PRF. As mentioned earlier, this assumption is not entirely new. Bellare et al \[19\] make an assumption that, in our context, amounts to viewing \( H_K(s_0, x) \) as a PRF. It appears as though all existing attacks on hash functions need to either fix certain bits of the input to the compression function or exploit the underlying iterative structure of the functions. Since neither of these seem possible in our setting, we
believe that it is reasonable to view the compression function of SHA1, as used in the FIPS 186 PRNG, as a PRF.

The DES-based construction is more involved – DES encryption is performed five times with a different secret key and input each time. The secret keys and the inputs are both derived from \( K \) and \( x \). It is significantly more complicated to gauge whether a DES-based \( \tilde{H} \) function family can be considered to be a PRF family. Anyway, it appears that the DES-based construction is rarely, if at all, used in practice.

### 5 Forward Security for PRNGs

The notion of forward security has been applied to a range of cryptographic problems. It is a particularly desirable goal for PRNGs. Indeed, the idea itself seems to have originated in the PRNG context. Informally, a PRNG is said to be forward secure if the compromise of the current state and key does not compromise the security of any previously generated PRNG-output. Two different formulations of the notion of forward security in PRNGs have appeared in the literature. We will look at each in turn.

The first, that we will refer to as weak forward security, assumes that the PRNG-outputs, prior to the compromise, are hidden from the attacker. The goal of the attacker is to derive information about the earlier outputs. This notion seems to have been considered by Kelsey et al [29]. Although the term “forward security” was not explicitly used, the “backtracking attack” introduced therein is precisely the type of attack implicit in the notion of weak forward security.

A more comprehensive study of the notion of forward security in the context of PRNGs was initiated in the works of Bellare and Yee [12] and Abdalla and Bellare [1]. They considered a stronger formulation of the notion, that we will refer to as strong forward security. In this notion it is assumed that the outputs prior to the compromise are known to the attacker. The goal of the attacker is to distinguish the earlier output sequence from a truly random one.

Bellare and Yee [12] suggest ways of making a strong forward-secure PRNG out of any generic PRF-based PRNG. The main idea there is to keep part of the PRNG output secret and use it to get a new state and key. The idea applied quite literally to the PRNGs we consider result in unnecessarily inefficient constructions. Moreover, the fact that their analysis did not consider auxiliary inputs or make a distinction between the key and the state, makes it somewhat difficult to see if their method would be secure in our setting. Nevertheless, we believe that one could use their basic idea involving re-keying to get forward security for both the PRNGs we consider.

We now look at some alternate approaches to this problem, specifically for the ANSI X9.17 and the FIPS 186 PRNGs. We want to avoid, as far as possible, necessitating major changes to the constructions (such as using a different underlying primitive), so that our “fixes” can be applied to existing implementations of the PRNGs. For efficiency reasons we look for solutions that do not involve re-keying the underlying functions.
The Case of the ANSI X9.17 PRNG. It is easy to see that this PRNG is not forward secure, under even the weaker form, since revealing the (secret) key would make the PRNG process completely reversible. As a first step towards bringing forward security to bear upon this PRNG, we must transform the underlying function $F_K$ into a non-invertible function (even when the key $K$ is known). While such a change may be sufficient for weak forward security, a more subtle attack implies that the modified version will still be insecure under the stronger notion. The attack is to check, using the last output, time-stamp and key, if the state-update function does in fact give the current state.

The above attack suggests that a way to get strong forward security is to require that the state-update function use a value which remains secret even when the key and the current state are compromised (in addition to using a non-invertible function). One possibility is to change the state-update function from $s_i \leftarrow F_K(y_i \oplus F_K(t_i))$ to $s_i \leftarrow F_K(y_i \oplus s_{i-1})$. It remains to discuss how we can get a non-invertible function. What we need specifically is a function $F'$, such that given $F'_K(x)$ and $K$, it is infeasible to get information about $x$. One can build such a function using ideas from converting PRPs to PRFs [11]. However these require rekeying. One possible candidate that avoids this and may suffice for our purposes is the function $F'$ defined as $F'_K(x) = F_K(x) \oplus x$, where $F$ is a block cipher.

The Case of the FIPS 186 PRNG. Observe that the “feedback” structure (i.e. using output $y_i$ as an input to the state-update function) in this PRNG does not really play a role in preventing against any of the attacks considered in our framework. However, it is precisely this feature that makes this PRNG weak forward-secure. The PRNG, however, is completely insecure under the stronger notion. Given the current state and the outputs, every previous state, going back to the initial state can be determined. Note that the standard attacks on this PRNG anyway make it necessary for the output-computation function to be “perfectly” one-way. Thus if we want to make it strong forward secure, then we only need to modify the state-update function. One possibility is to use a hash function in the state update. (The function $H_K$ used in the PRNG may be used as this hash function.)

6 Other Practical PRNGs

We have, so far, concentrated on just the ANSI X9.17 and the FIPS 186 PRNGs. Other than being the two most popular PRNGs, they are also representative of the two main types – secret-keyed block-cipher-based ones and keyless hash-function-based ones. Most other practical PRNGs are similar to one of these and it is relatively straightforward to analyze them using the same framework and approach. We discuss some of these below.

PRNGs in Standards. We have reviewed the PRNGs in most security-related standards of ANSI, FIPS, IETF, IEEE and ISO. Not surprisingly, the ANSI X9.17 and FIPS 186 PRNGs have been chosen by subsequent ANSI and FIPS
standards. In addition, both PRNGs have been re-validated and cross-validated by the two standards bodies (e.g., ANSI X9.31 [4] and FIPS 186-2 (change notice 1) [23]). Most other standards do not specify any concrete PRNG construction but merely provide guidelines on how random numbers should be generated. The ANSI X9.17 and FIPS 186 constructions are, as far as we know, the only standardized PRNGs.

The only relevant PRNG-like construction that has appeared in standards is the PRF(\(k, seed\)) function in the Transport Layer Security Protocol (TLS) [20] (TLS is part of the IETF effort to standardize SSL [24].) Despite its name, PRF is used for key derivation rather than generating random numbers needed in the protocol. The latter was assumed to be generated by some “secure PRNG.” Nevertheless, PRF is of interest to us since it does represent a standalone pseudorandom number generating process. At a high level, PRF is a secret-key based construction using HMAC [6] as the underlying primitive. The initial state is assumed a “random” but public value, and there is no user-supplied input. HMAC is used to both generate the output and update the state. Our preliminary analysis suggests that PRF is secure under known-state attacks, but not secure under chosen-state attacks. We remark that this apparent weakness does not have any immediate impact on the security of TLS itself.

PRNGs in Commercial Products and Free Libraries. There are several cryptographic toolkits, both in commercial products and in free libraries, which are likely to be used when implementing cryptographic solutions. Among commercial products, NAI’s PGP [31] and RSA’s BSAFE [5] are perhaps the two most widely-used ones. Among popular free libraries, we considered CryptoLib [30], OpenSSL [35], Crypto++ [17], RSAREF [33] and Yarrow [28], all of which include general-purpose PRNG implementations.

Recently NAI released the source code for PGP-sdk [31] for peer review. This version of PGP specifies the default PRNG to be ANSI X9.17 with the block cipher CAST5. It also implements a quite complicated process for generating the initial seed and time-stamps required by the ANSI X9.17 PRNG. There seems to be some uncertainty as to whether the ANSI X9.17 PRNG can produce pseudorandom output if the seed and time-stamps do not have enough entropy. Our analysis, however, shows that the PRNG is secure as long as the key is secret and random and the attacker does not have control over both the state and time-stamps. Thus, it seems that the complication involved in generating pseudorandom inputs in PGP may be unnecessary.

The PRNG included in the BSAFE toolkit [5] is a hash-function-based construction with no secret key and with user-inputs processed as they become available. The construction bears some resemblance to the forward-secure variant of the FIPS PRNG we suggest in Section 5 without the output feedback. Our preliminary analysis shows that the BSAFE PRNG has similar security properties as the FIPS PRNG. That is, it is secure under known-input attacks but not secure under chosen-input attacks. The BSAFE PRNG also has the additional feature of allowing multiple output-computation between two state updates.
The Crypto++ library includes a PRNG based on a (less efficient) variant of the ANSI X9.17 construction. The PRNG implemented in OpenSSL bears some similarities with the FIPS 186 construction but is a lot more complicated and is less efficient. The PRNGs in CryptoLib, RSAREF and Yarrow, on the other hand, have a quite simple Counter-Mode structure. CryptoLib’s PRNG implements a scheme that combines the encryption and hash of a counter. The RSAREF PRNG uses a hash function to compute digests of the counter and inputs. Poor handling of inputs, however, have raised concerns about its security [29]. The Yarrow PRNG seems to be a carefully-designed secret-key-based construction using Counter-Mode encryption. It provides some level of forward security by performing frequent (hash-based) re-seeding and re-keying operations.
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Abstract. We define and analyze a simple and fully parallelizable block-cipher mode of operation for message authentication. Parallelizability does not come at the expense of serial efficiency: in a conventional, serial environment, the algorithm’s speed is within a few percent of the (inherently sequential) CBC MAC. The new mode, PMAC, is deterministic, resembles a standard mode of operation (and not a Carter-Wegman MAC), works for strings of any bit length, employs a single block-cipher key, and uses just \( \max\{1, \lceil |M|/n \rceil \} \) block-cipher calls to MAC a string \( M \in \{0,1\}^* \) using an \( n \)-bit block cipher. We prove PMAC secure, quantifying an adversary’s forgery probability in terms of the quality of the block cipher as a pseudorandom permutation.

1 Introduction

Background. Many popular message authentication codes (MACs), like the CBC MAC \cite{17} and HMAC \cite{1}, are inherently sequential: one cannot process the \( i \)-th message block until all previous message blocks have been processed. This serial bottleneck becomes increasingly an issue as commodity processors offer up more and more parallelism, and as increases in network speeds outpace increases in the speed of cryptographic hardware. By now there would seem to be a significant interest in having a parallelizable MAC which performs well in both hardware and software, built from a block cipher like AES.

There are several approaches to the design of such an MAC. One is to generically construct a more parallelizable MAC from an arbitrary one. For example, one could begin with breaking the message \( M[1] \cdots M[2m] \) into \( M' = M[1]M[3] \cdots M[2m-1] \) and \( M'' = M[2]M[4] \cdots M[2m] \) then separately MAC each half. But such an approach requires one to anticipate the maximal amount of parallelism one aims to extract. In the current work we are instead interested in fully parallelizable MACs: the amount of parallelism that can be extracted is effectively unbounded.

One idea for making a fully parallelizable MAC is to use the Carter-Wegman paradigm \cite{13,23}, as in \cite{12,16,19}, making sure to select a universal hash-function family that is fully parallelizable. In fact, most universal hash functions that have been suggested \textit{are} fully parallelizable. This approach is elegant.
and can lead to a nice MAC, but constructions for fast universal hash-functions have proven to be quite complex to specify or to implement well [7,9], and may be biased either towards hardware or towards software. Twenty years after the paradigm was introduced, we still do not know of a single Carter-Wegman MAC that actually gets used. So the current work goes back to giving a conventional mode, but one designed, this time around, for serial and parallel efficiency.

The XOR MAC. Bellare, Guérin and Rogaway introduced a parallelizable MAC in their XOR MACs [3]. The message \( M \) is divided into pieces \( M[1] \cdots M[\ell] \) of length less than the blocksize; for concreteness, think of each \( M[i] \) as having 64 bits when the blocksize is \( n = 128 \) bits. Each piece \( M[i] \) is preceded by \( i \), the number \( i \) encoded as a 64-bit number, and to each \( i \| M[i] \) one applies the block cipher \( E \), keyed by the MAC key \( K \). One more block is enciphered, it having a first bit of 1 and then a counter or random value in the remaining \( n - 1 \) bits. The MAC is that counter or random value together with the XOR of all \( \ell + 1 \) ciphertext blocks. Thus the MAC uses \( \ell + 1 \approx 2m + 1 \) block-cipher invocations to authenticate a message of \( m \) blocks of \( n \) bits; one has paid for parallelizability at a cost of about a factor of two in serial speed. Further disadvantages include the need for randomness or state (conventional MACs are deterministic) and in the increased length of the MAC (because of the counter or random value that has to be included).

PMAC. Unlike the XOR MAC, our new algorithm, PMAC, doesn’t waste any block-cipher invocations because of block-indices (nor for a counter or random values). Also, in the spirit of [11], we optimally deal with short final blocks; we correctly MAC messages of arbitrary and varying bit lengths. The result is that PMAC makes do with just \( \lceil |M|/n \rceil \) block-cipher calls to MAC a non-empty message \( M \) using an \( n \)-bit block cipher. PMAC is deterministic, freeing the user from having to provide a counter or random value, and making the MAC shorter. Overhead beyond the block-cipher calls has been aggressively optimized, so a serial implementation of PMAC runs just a few percent slower than the CBC MAC.

Besides the efficiency measures already mentioned, PMAC uses very little key-setup: one block-cipher call. (A few shifts and conditional xors are also used.) The PMAC key is a single key for the underlying blocks cipher; in particular, we forgo the need for key-separation techniques. Avoiding multiple block-cipher keys saves time because many block ciphers have significant key-setup costs. Being so stingy with keys and block-cipher invocations takes significant care; note that even the traditional CBC MAC uses between one and four additional block-cipher calls, as well as additional key material, once it has been enriched to take care of messages of arbitrary lengths [6,11,17,21]. Of course avoiding this overhead doesn’t matter much on long messages, but it is significant on short ones. And in many environments, short messages are common.

We prove PMAC secure, in the sense of reduction-based cryptography. Specifically, we prove that PMAC approximates a random function (and is therefore a good MAC) as long as the underlying block cipher approximates a random
permutation. The actual results are quantitative; the security analysis is in the concrete-security paradigm.

PMAC was proposed in response to NIST’s call for contributions for a first modes-of-operation workshop. Earlier versions of this writeup were submitted to NIST and posted to their website (Oct 2000, Apr 2001).

Additional related work. Building on [3], Gligor and Donescu describe a MAC they call the XECB MAC [14]. That MAC is not deterministic, it uses more block-cipher invocations, and it was not designed for messages of arbitrary bit length. But, like PMAC, it goes beyond the XOR MAC by combining a message index and a message block in a way other than encoding the two. In particular, [14] combines $i$ and $M[i]$ by adding to $M[i]$, modulo $2^n$, a secret multiple $i$. We combine $i$ and $M[i]$ by different means, to reduce overhead and obtain a better bound.

PMAC was also influenced by the variant of the XOR MAC due to Bernstein [8]. His algorithm is deterministic, and the way that the XOR MAC was made deterministic in [8] is similar to the way that PMAC has been made deterministic. Finally, there is also some similarity in appearance between PMAC and Jutla’s IAPM encryption mode [18].

2 Mathematical Preliminaries

Notation. If $i \geq 1$ is an integer then $\text{ntz}(i)$ is the number of trailing 0-bits in the binary representation of $i$. So, for example, $\text{ntz}(7) = 0$ and $\text{ntz}(8) = 3$. If $A \in \{0, 1\}^*$ is a string then $|A|$ denotes its length in bits while $\|A\|_n = \max\{1, \|A\|/n\}$ denotes its length in $n$-bit blocks (where the empty string counts as one block). If $A = a_{n-1} \cdots a_1 a_0 \in \{0, 1\}^n$ is a string (each $a_i \in \{0, 1\}$) then $\text{str2num}(A)$ is the number $\sum_{i=0}^{n-1} 2^i a_i$. If $A, B \in \{0, 1\}^*$ are equal-length strings then $A \oplus B$ is their bitwise xor. If $A \in \{0, 1\}^*$ and $|A| < n$ then $\text{pad}_n(A)$ is the string $A 10^{n-|A|-1}$. If $A \in \{0, 1\}^n$ then $\text{pad}_n(A) = A$. With $n$ understood we write $\text{pad}(A)$ for $\text{pad}_n(A)$. If $A = a_{n-1} a_{n-2} \cdots a_1 a_0 \in \{0, 1\}^n$ then $A \ll 1 = a_{n-2} a_{n-3} \cdots a_1 a_0 0$ is the $n$-bit string which is the left shift of $A$ by 1 bit while $A \gg 1 = 0 a_{n-1} a_{n-2} \cdots a_2 a_1$ is the $n$-bit string which is the right shift of $A$ by one bit. In pseudocode we write “Partition $M$ into $M[1] \cdots M[m]$” as shorthand for “Let $m = \|M\|_n$ and let $M[1], \ldots, M[m]$ be strings such that $M[1] \cdots M[m] = M$ and $|M[i]| = n$ for $1 \leq i < m$.”

The field with $2^n$ points. The field with $2^n$ points is denoted $\text{GF}(2^n)$. We interchangeably think of a point $a$ in $\text{GF}(2^n)$ in any of the following ways: (1) as an abstract point in the field; (2) as an $n$-bit string $a_{n-1} \ldots a_1 a_0 \in \{0, 1\}^n$; (3) as a formal polynomial $a(x) = a_{n-1} x^{n-1} + \cdots + a_1 x + a_0$ with binary coefficients; (4) as a nonnegative integer between 0 and $2^n - 1$, where $a \in \{0, 1\}^n$ corresponds to $\text{str2num}(a)$. We write $a(x)$ instead of $a$ if we wish to emphasize that we are thinking of $a$ as a polynomial. To add two points in $\text{GF}(2^n)$, take their bitwise xor. We denote this operation by $a \oplus b$. To multiply two points, fix some irreducible polynomial $p(x)$ having binary coefficients and degree $n$. To
be concrete, choose the lexicographically first polynomial among the irreducible degree \( n \) polynomials having a minimum number of coefficients. To multiply points \( a, b \in GF(2^n) \), which we denote \( a \cdot b \), regard \( a \) and \( b \) as polynomials \( a(x) = a_{n-1}x^{n-1} + \cdots + a_1x + a_0 \) and \( b(x) = b_{n-1}x^{n-1} + \cdots + b_1x + b_0 \), form their product \( c(x) \) where one adds and multiplies coefficients in \( GF(2) \), and take the remainder when dividing \( c(x) \) by \( p(x) \). Note that it is particularly easy to multiply a point \( a \in \{0,1\}^n \) by \( x \). We illustrate the method for \( n = 128 \), where \( p(x) = x^{128} + x^7 + x^2 + x + 1 \). Then multiplying \( a = a_{n-1} \cdots a_1 a_0 \) by \( x \) yields

\[
a \cdot x = \begin{cases} a \ll 1 & \text{if firstbit}(a) = 0 \\ (a \ll 1) \oplus 0^{120}10000111 & \text{if firstbit}(a) = 1 \end{cases} \tag{1}
\]

It is similarly easy to divide \( a \) by \( x \) (meaning to multiply \( a \) by the multiplicative inverse of \( x \)). To illustrate, assume that \( n = 128 \). Then

\[
a \cdot x^{-1} = \begin{cases} a \gg 1 & \text{if lastbit}(a) = 0 \\ (a \gg 1) \oplus 0^{120}10000111 & \text{if lastbit}(a) = 1 \end{cases} \tag{2}
\]

If \( L \in \{0,1\}^n \) and \( i \geq -1 \), we write \( L(i) \) to mean \( L \cdot x^i \). To compute \( L(-1), L(0), \ldots, L(\mu) \), where \( \mu \) is small, set \( L(0) = L \) and then, for \( i \in [1..\mu] \), use Equation (1) to compute \( L(i) = L(i-1) \cdot x \) from \( L(i-1) \); and use Equation (2) to compute \( L(-1) \) from \( L \).

We point out that huge \( = x^{-1} \) will be an enormous number (when viewed as a number); in particular, huge starts with a 1 bit, so huge \( > 2^{n-1} \). In the security proof this fact is relevant, so there we use huge as a synonym for \( x^{-1} \) when this seems to add to clarity.

**Gray codes.** For any \( \ell \geq 1 \), a Gray code is an ordering \( \gamma^\ell = \gamma_0^\ell \cdot \gamma_1^\ell \cdots \gamma_{2^\ell-1}^\ell \) of \( \{0,1\}^\ell \) such that successive points differ (in the Hamming sense) by just one bit. For \( n \) a fixed number, PMAC makes use of the “canonical” Gray code \( \gamma = \gamma^n \) constructed by \( \gamma_0^1 = 0 \) while, for \( \ell > 0 \),

\[
\gamma^{\ell+1} = 0 \gamma_0^\ell \ 0 \gamma_1^\ell \cdots 0 \gamma_{2^{\ell-1}}^\ell 0 \gamma_{2^{\ell-1}}^\ell 1 \gamma_{2^{\ell-1}}^\ell 1 \gamma_{2^{\ell-2}}^\ell \cdots 1 \gamma_1^\ell 1 \gamma_0^\ell.
\]

It is easy to see that \( \gamma \) is a Gray code. What is more, for \( 1 \leq i \leq 2^n - 1 \), \( \gamma_i = \gamma_{i-1} \oplus (0^{n-1}1 \ll \text{ntz}(i)) \). This makes it easy to compute successive points. Note that \( \gamma_1, \gamma_2, \ldots, \gamma_{2^n-1} \) are distinct, different from 0, and \( \gamma_i \leq 2i \).

Let \( L \in \{0,1\}^n \) and consider the problem of successively forming the strings \( \gamma_1 \cdot L, \gamma_2 \cdot L, \gamma_3 \cdot L, \ldots, \gamma_m \cdot L \). Of course \( \gamma_1 \cdot L = 1 \cdot L = L \). Now, for \( i \geq 2 \), assume one has already produced \( \gamma_{i-1} \cdot L \). Since \( \gamma_i = \gamma_{i-1} \oplus (0^{n-1}1 \ll \text{ntz}(i)) \) we know that \( \gamma_i \cdot L = (\gamma_{i-1} \oplus (0^{n-1}1 \ll \text{ntz}(i))) \cdot L = (\gamma_{i-1} \cdot L) \oplus (0^{n-1}1 \ll \text{ntz}(i)) \cdot L = (\gamma_{i-1} \cdot L) \oplus (L \cdot x^{\text{ntz}(i)}) = (\gamma_{i-1} \cdot L) \oplus L(\text{ntz}(i)) \). That is, the \( i \)th word in the sequence \( \gamma_1 \cdot L, \gamma_2 \cdot L, \gamma_3 \cdot L, \ldots \) is obtained by xoring the previous word with \( L(\text{ntz}(i)) \).

### 3 Definition of PMAC

PMAC depends on two parameters: a block cipher and a tag length. The block cipher is a function \( E \colon K \times \{0,1\}^n \rightarrow \{0,1\}^n \), for some number \( n \), where each
Algorithm \textsc{Pmac}_K (M)
1. \( L \leftarrow E_K(0^n) \)
2. \( \text{if } |M| > n2^n \text { then return } 0^\tau \)
3. Partition \( M \) into \( M[1] \cdots M[m] \)
4. \( \text{for } i \leftarrow 1 \text { to } m - 1 \text { do} \)
5. \( X[i] \leftarrow M[i] \oplus \gamma_i \cdot L \)
6. \( Y[i] \leftarrow E_K(X[i]) \)
7. \( \Sigma \leftarrow Y[1] \oplus Y[2] \oplus \cdots \oplus Y[m - 1] \oplus \text{pad}(M[m]) \)
8. \( \text{if } |M[m]| = n \text { then } X[m] = \Sigma \oplus L \cdot x^{-1} \)
9. \( \text{else } X[m] \leftarrow \Sigma \)
10. \( \text{Tag} = E_K(X[m]) \text{[first } \tau \text{ bits]} \)
11. \( \text{return } \text{Tag} \)

Fig. 1. Definition of \textsc{Pmac}. The message to MAC is \( M \) and the key is \( K \). The algorithm depends on a block cipher \( E: K \times \{0, 1\}^n \rightarrow \{0, 1\}^n \) and a number \( \tau \in [1..n] \). Constants \( \gamma_1, \gamma_2, \ldots \), the meaning of the multiplication operator, and the meaning of \( \text{pad}() \) are all defined in the text.

\( E(K, \cdot) = E_K(\cdot) \) is a permutation on \( \{0, 1\}^n \). Here \( K \) is the set of possible keys and \( n \) is the block length. The tag length is an integer \( \tau \in [1..n] \). By trivial means the adversary will be able to forge a valid ciphertext with probability \( 2^{-\tau} \). With \( E: K \times \{0, 1\}^n \rightarrow \{0, 1\}^n \) and \( \tau \in [1..n] \), we let \textsc{Pmac}[\( E, \tau \)] denote \textsc{Pmac} using block cipher \( E \) and tag length \( \tau \). We simplify to \textsc{Pmac}\(-\)\( E \) when \( \tau \) is irrelevant. \textsc{Pmac}[\( E, \tau \)] is a function taking a key \( K \in K \) and a message \( M \in \{0, 1\}^* \) and returning a string in \( \{0, 1\}^\tau \). The function is defined in Figure 1 and illustrated in Figure 2. We comment that line 2 of Figure 1 is simply to ensure that \textsc{Pmac} is well-defined even for the highly unrealistic case that \( |M| > n2^n \) (by which time our security result becomes vacuous anyway). Alternatively, one may consider \textsc{Pmac}'s message space to be strings of length at most \( n2^n \) rather than strings of arbitrary length.

4 Comments

As we shall soon prove, \textsc{Pmac} is more than a good MAC: it is good as a pseudorandom function (PRF) having variable-input-length and fixed-output-length. As long as the underlying block cipher \( E \) is secure, no reasonable adversary will be able to distinguish \textsc{Pmac}_K(\cdot), for a random and hidden key \( K \), from a random function \( \rho \) from \( \{0, 1\}^* \) to \( \{0, 1\}^\tau \). It is a well-known observation, dating to the introduction of PRFs [15], that a good PRF is necessarily a good MAC.

Conceptually, the key is \( (K, L) \). But instead of regarding this as the key (and possibly defining \( K \) and \( L \) from an underlying key), the value \( L \) is defined from \( K \) and then \( K \) is still used as a key. Normally such “lazy key-derivation” would get one into trouble, in proofs if nothing else. For \textsc{Pmac} we prove that this form of lazy key-derivation works fine.
Fig. 2. Illustration of PMAC. Message $M$ is written as $M = M[1] \cdots M[m]$, where $m = \max \{1, \lceil |M|/n \rceil \}$ and $|M[1]| = |M[2]| = \cdots = |M[m-1]| = n$. Value $L = E_K(0^n)$ is derived from $K$. The meaning of the $\gamma_i \cdot L$ values is described in the text.

Any string $M \in \{0,1\}^*$ can be MACed, and messages which are not a multiple of the block length are handled without the need for obligatory padding, which would increase the number of block-cipher calls.

MAC generation is “on line,” meaning that one does not need to know the length of the message $M$ in advance. Instead, the message can be MACed as one goes along, continuing until there is an indication that the message is now complete. The work of Petrank and Rackoff brought out the importance of this property [21].

In contrast to a scheme based on mod $p$ arithmetic (for a prime $p$) or mod $2^n$ arithmetic, there is almost no endian-favoritism implicit in the definition of PMAC. (The exception is that the left shift used for forming $L(i+1)$ from $L(i)$ is more convenient under a big-endian convention, as is the right shift used for forming $L(-1) = L \cdot x^{-1}$ from $L$.)

If $\tau = n$ (or one retains a constant amount of extra information) PMAC is incremental in the sense of [15] with respect to operations $\text{append}(M, x) = M \parallel x$, $\text{truncate}(M, \Delta) = M[\text{first} \ |M| - \Delta \text{ bits}]$, for $|M| \geq \Delta$, and $\text{replace}(M, i, x) = M[\text{first} \ i-1 \text{ bits}] \parallel x \parallel M[\text{last} \ |M| - i - |x| + 1 \text{ bits}]$, where $|M| \geq i + |x| - 1$.

For each operation it is easy to see how to update the MAC of $M$ in time proportional to $|x|, \Delta,$ or $|x|$, respectively.
PMAC is parsimonious, as defined in [5]. Partition $M$ into $M[1] \cdots M[m]$ and assume $|M| \geq n$ and $\tau = n$. For $i \in [1..m]$ such that $|M[i]| = n$, there is a simple algorithm to recover $M[i]$ from $K$, $M' = M[1] \cdots M[i-1] M[i+1] \cdots M[m]$, and $\text{Tag} = \text{PMAC}_K(M)$. As shown in [5], a parsimonious PRF can be combined with a parsimonious encryption scheme (eg., CTR mode) to yield a length-preserving pseudorandom permutation (a “variable-input-length block cipher”) that acts on messages of any number of bits greater than or equal to $n$.

## 5 Theorems

### Security Definitions

We first recall the needed definitions. A block cipher is a function $E \colon K \times \{0,1\}^n \to \{0,1\}^n$ where $K$ is a finite set and each $E_K(\cdot) = E(K, \cdot)$ is a permutation on $\{0,1\}^n$. Let $\text{Perm}(n)$ denote the set of all permutations on $\{0,1\}^n$. This set can be regarded as a block cipher by imagining that each permutation is named by a unique element of $K$. Let $A$ be an adversary (a probabilistic algorithm) with access to an oracle, and suppose that $A$ always outputs a bit. Define

$$ \text{Adv}^{\text{prf}}_E(A) = \Pr[K \leftarrow K : A^{E_K(\cdot)} = 1] - \Pr[\pi \leftarrow \text{Perm}(n) : A^{\pi(\cdot)} = 1] $$

The above is the probability that adversary $A$ outputs 1 when given an oracle for $E_K(\cdot)$, minus the probability that $A$ outputs 1 when given an oracle for $\pi(\cdot)$, where $K$ is selected at random from $K$ and $\pi$ is selected at random from $\text{Perm}(n)$. Similarly, a function family from $n$-bits to $n$-bits is a map $F \colon K \times \{0,1\}^n \to \{0,1\}^n$ where $K$ is a finite set. We write $F_K(\cdot)$ for $F(K, \cdot)$. Let $\text{Rand}(n)$ denote the set of all functions from $\{0,1\}^n$ to $\{0,1\}^n$. This set can be regarded as a function family as above. Define

$$ \text{Adv}^{\text{prf}}_F(A) = \Pr[K \leftarrow K : A^{F_K(\cdot)} = 1] - \Pr[\rho \leftarrow \text{Rand}(n) : A^{\rho(\cdot)} = 1] $$

Finally, a function family from $\{0,1\}^* \times \{0,1\}^*$ to $\{0,1\}^*$ is a map $f : \mathcal{K} \times \{0,1\}^* \to \{0,1\}^*$ where $\mathcal{K}$ is a set with an associated distribution. We write $f_K(\cdot)$ for $f(K, \cdot)$. Let $\text{Rand}(\cdot, \tau)$ denote the set of all functions from $\{0,1\}^* \times \{0,1\}^\tau$ to $\{0,1\}^\tau$. This set is given a probability measure by asserting that a random element $\rho$ of $\text{Rand}(\cdot, \tau)$ associates to each string $x \in \{0,1\}^*$ a random string $\rho(x) \in \{0,1\}^\tau$. Define

$$ \text{Adv}^{\text{prf}}_f(A) = \Pr[K \leftarrow K : A^{f_K(\cdot)} = 1] - \Pr[g \leftarrow \text{Rand}(\cdot, \tau) : A^g(\cdot) = 1] $$

### Main Result

We now give an information-theoretic bound on the security of our construction.

**Theorem 1.** [Security of PMAC] Fix $n, \tau \geq 1$. Let $A$ be an adversary with an oracle. Suppose that $A$ asks its oracle $q$ queries, these having aggregate length of $\sigma$ blocks. Let $\bar{\sigma} = \sigma + 1$. Then

$$ \text{Adv}^{\text{prf}}_{\text{PMAC}[\text{Perm}(n), \tau]}(A) \leq \frac{\bar{\sigma}^2}{2^{n-1}} $$
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Inequality to forge with good probability. See [4,15].

It is a standard result that being secure in the sense of a PRF implies an
inability to forge with good probability. See [4,15].

In the theorem statement and from now on, the aggregate length of messages
M₁,...,M₉ asked by
A
is the number
σ = \sum r=1^q ||M_r||n.

From the theorem above it is standard to pass to a complexity-theoretic
analog. Fix parameters
n,τ ≥ 1
and block cipher
E : ℋ × \{0,1\}ⁿ → \{0,1\}ⁿ.
Let
A
be an adversary with an oracle and suppose that
A
asks queries having
aggregate length of
σ
blocks. Let
\bar{σ} = σ + 1
Then there is an adversary
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for attacking
E
that achieves advantage
Adv_{E,τ}^{prf}(B) ≥ Adv_{PMAC[E,τ]}^{prf}(A)−σ²/2ⁿ⁻¹.
Adversary
B
asks at most \bar{σ}
oracle queries and has a running time equal to
A
’s running time plus the time to compute
E
on \bar{σ}
points, plus additional time of
cn\bar{σ}
for a constant
C
that depends only on details of the model of computation.

It is a standard result that being secure in the sense of a PRF implies an
inability to forge with good probability. See [4,15].

STRUCTURE OF THE PROOF. The proof combines two lemmas. The first, the
structure lemma, measures the pseudorandomness of PMAC using two functions:
the M-collision probability, denoted Mcollₙ(·), and the MM-collision probability,
denoted MMcollₙ(·,·). The second lemma, the collision-bounding lemma, upper-
bounds Mcollₙ(\(m\)) and MMcollₙ(\(m,\bar{m}\)).

We begin by defining Mcollₙ(·) and MMcollₙ(·,·). Fix
n
and choose
M
and
\bar{M}
, partitioning them into \(M[1] \cdots M[m]\) and \(\bar{M}[1] \cdots \bar{M}[\bar{m}]\). Consider the ex-
periment of Figure 3. When
M
is a string, let Mcollₙ(\(M\)) denote the probability
that Mcoll
gets set to true
in line 15 when the program of Figure 3 is run on
M.
When
m
is a number, Mcollₙ(\(m\)) is the maximum value of Mcollₙ(\(M\)) over all strings \(M\) such that ||M||n = m. Similarly, when
M
and \(\bar{M}\) are strings, let MMcollₙ(\(M,\bar{M}\)) denote the probability that MMcoll
gets set to true
when the
program of Figure 3 is run on strings $M, \bar{M}$. When $m$ and $\bar{m}$ are numbers, let $\text{MMcoll}_n(m, \bar{m})$ denote the maximum value of $\text{MMcoll}_n(M, \bar{M})$ over all strings $M, \bar{M}$ such that $\|M\|_n = m$ and $\|\bar{M}\|_n = \bar{m}$. We can now state the structure lemma.

Lemma 1. [Structure lemma] Fix $n, \tau \geq 1$. Let $A$ be an adversary that asks $q$ queries, these having an aggregate length of $\sigma$ blocks. Then

$$
\text{Adv}^\text{prf}_{\text{PMAC}[\text{Perm}(n), \tau]}(A) \leq \max_{m_1, \ldots, m_q} \left\{ \sum_{1 \leq r \leq \sigma} \text{Mcoll}_n(m_r) + \sum_{1 \leq r < s \leq \sigma} \text{MMcoll}_n(m_r, m_s) \right\} + \frac{(\sigma + 1)^2}{2^{n+1}}
$$

The proof of this lemma is found in [10].

EXPLANATION. Informally, $\text{Mcoll}_n(m)$ measures the probability of running into trouble when the adversary asks a single question $M$ having block length $m$. Trouble means a collision among the values $X[0], X[1], \ldots, X[m]$, where $X[0] = 0^n$ and each $X[i]$ is the block-cipher input associated to message block $i$. Informally, $\text{MMcoll}_n(m, \bar{m})$ measures the probability of running into trouble across two messages, $M$ and $\bar{M}$, having lengths $m$ and $\bar{m}$. This time trouble means a “non-trivial” collision. That is, consider the $m + \bar{m} + 1$ points at which the block cipher is applied in processing $M$ and $\bar{M}$. There are $m$ points $X[1], \ldots, X[m]$, another $\bar{m}$ points $\bar{X}[1], \ldots, \bar{X}[\bar{m}]$, and then there is the point $0^n$ (the block cipher was applied at this point to define $L$). Some pairs of these $m + \bar{m} + 1$ points could coincide for a “trivial” reason: namely, we know that $X[i] = \bar{X}[i]$ if $i < m$ and $i < \bar{m}$ and $M[i] = \bar{M}[i]$. We say that there is a nontrivial collision between $M$ and $\bar{M}$ if some other $X[i]$ and $\bar{X}[j]$ happened to coincide. Note that M-collisions include collisions with $0^n$, while MM-collisions do not. Also, MM-collisions do not include collisions within a single message (or collisions with $0^n$) because both of these possibilities are taken care of by way of M-collisions.

The structure lemma provides a simple recipe for measuring the maximum advantage of any adversary that attacks the pseudorandomness of PMAC: bound the collision probabilities $\text{Mcoll}_n(\cdot)$ and $\text{MMcoll}_n(\cdot, \cdot)$ and then use the formula. The lemma simplifies the analysis of PMAC in two ways. First, it allows one to excise adaptivity as a concern. Dealing with adaptivity is a major complicating factor in proofs of this type. Second, it allows one to concentrate on what happens to single messages and to a fixed pair of messages. It is easier to think about what happens with one or two messages than what is happening with all $q$ of them.

Bounding the Collision Probabilities. The following lemma indicates that the two types of collisions we have defined rarely occur. The proof shall be given shortly.
Lemma 2. [Collision-bounding lemma] Let $\text{Mcoll}_n(\cdot)$ and $\text{MMcoll}_n(\cdot, \cdot)$ denote the $M$-collision probability and the $\text{MM}$-collision probability. Then

$$\text{Mcoll}_n(m) \leq \binom{m+1}{2} \cdot \frac{1}{2^n} \quad \text{and} \quad \text{MMcoll}_n(m, \bar{m}) \leq \frac{\bar{m}m}{2^n}$$

CONCLUDING THE THEOREM. Pseudorandomness of PMAC, Theorem 1, follows by combining Lemmas 1 and 2. Namely,

$$\text{Adv}^\text{prf}_{\text{PMAC}[\text{Perm}(n), \tau]}
\leq \max_{m_1, \ldots, m_q \sigma=\sum m_i, m_i \geq 1} \left\{ \sum_{1 \leq r \leq q} \text{Mcoll}_n(m_r) + \sum_{1 \leq r < s \leq q} \text{MMcoll}_n(m_r, m_s) \right\} + \frac{(\sigma + 1)^2}{2^{n+1}}$$

$$\leq \max_{m_1, \ldots, m_q \sigma=\sum m_i, m_i \geq 1} \left\{ \sum_{1 \leq r \leq q} \text{Mcoll}_n(m_r) \right\} + \max_{m_1, \ldots, m_q \sigma=\sum m_i, m_i \geq 1} \left\{ \sum_{1 \leq r < s \leq q} \text{MMcoll}_n(m_r, m_s) \right\} + \frac{(\sigma + 1)^2}{2^{n+1}}$$

$$\leq \max_{m_1, \ldots, m_q \sigma=\sum m_i, m_i \geq 0} \left\{ \sum_{1 \leq r \leq q} \binom{m_r + 1}{2} \cdot \frac{1}{2^n} \right\} + \max_{m_1, \ldots, m_q \sigma=\sum m_i, m_i \geq 0} \left\{ \sum_{1 \leq r < s \leq q} \frac{m_r m_s}{2^n} \right\} + \frac{(\sigma + 1)^2}{2^{n+1}}$$

$$\leq \frac{(\sigma + 1)^2}{2^n} + \frac{(\sigma^2 / 2)}{2^n} + \frac{(\sigma + 1)^2}{2^{n+1}}$$

$$\leq \frac{2(\sigma + 1)^2}{2^n}$$

where (3) follows because the first sum is maximized with a single message of length $\sigma$, while the second sum is maximized by $q$ messages of length $\sigma/q$. (These claims can be justified using the method of Lagrange multipliers.) This completes the proof of Theorem 1.

PROOF OF LEMMA 2. We now bound $\text{Mcoll}_n(m)$ and $\text{MMcoll}_n(m, \bar{m})$. To begin, let $\text{Unequal}' = \text{Unequal} \setminus \{X[\bar{m}]\}$ (multiset difference: remove one copy of $X[\bar{m}]$) and define

$$D_1 = \{0^n\} \quad D_2 = \{X[1], \ldots, X[m-1]\} \quad D_3 = \{X[m]\}$$

$$D_4 = \{X[j] : j \in \text{Unequal}'\} \quad D_5 = \{X[\bar{m}]\}$$

We first show that for any two points $X[i]$ and $X[j]$ in the multiset $D_1 \cup D_2 \cup D_3$, where $i < j$ and $X[0] = 0^n$, the probability that these two points collide is at
most $2^{-n}$. The inequality follows because there are $m+1$ points in $D_1 \cup D_2 \cup D_3$. Afterwards, we show that for any point $X[i]$ in $D_2 \cup D_3$ and any point in $\overline{X}[j]$ in $D_4 \cup D_5$, the probability that they collide is at most $2^{-n}$. The inequality $\text{MMcoll}_n(m, \bar{m}) \leq \frac{m\bar{m}}{2^n}$ follows because $|D_2 \cup D_3| \cdot |D_4 \cup D_5| \leq m\bar{m}$. To show $\text{Mcoll}_n(m) \leq (\frac{m+1}{2}) \cdot \frac{1}{2^n}$ consider the following four cases:

**Case (D1, D2):** $\Pr[0^n = X[i]] = \Pr[M[i] \oplus \gamma_i \cdot L = 0^n] = \Pr[L = \gamma_i^{-1} \cdot M[i]] = 2^{-n}$. We have used that $\gamma_i$ is nonzero and we are working in a field. (We will continue to use this without mention.)

**Case (D1, D3):** If $|M[m]| < n$ and $m \geq 2$ then $\Sigma$ is a random $n$-bit string and so $\Pr[0^n = X[m]] = \Pr[0^n = \Sigma] = \Pr[0^n = Y[1] \oplus \cdots Y[m-1] \oplus \text{pad}(M[m])] = 2^{-n}$. If $|M[m]| = n$ and $m \geq 2$ then $\Sigma$ is a random $n$-bit string that is independent of $L$ and so $\Pr[0^n = X[m]] = \Pr[0^n = \Sigma \oplus \text{huge} \cdot L] = 2^{-n}$. If $|M[m]| < n$ and $m = 1$ then $\Pr[0^n = X[1]] = \Pr[0^n = \text{pad}(M[m])] = 0$. If $|M[m]| = n$ and $m = 1$ then $\Pr[0^n = X[1]] = \Pr[0^n = \text{pad}(M[m]) \oplus \text{huge} \cdot L] = 2^{-n}$.

**Case (D2, D2):** For $i, j \in [1..m-1]$, $i < j$, $\Pr[X[i] = X[j]] = \Pr[M[i] \oplus \gamma_i \cdot L = M[j] \oplus \gamma_j \cdot L] = \Pr[M[i] \oplus M[j] = (\gamma_i \oplus \gamma_j) \cdot L] = 2^{-n}$ because $\gamma_i \neq \gamma_j$ for $i \neq j$. (Here one assumes that $j < 2^n$ because the lemma gives a non-result anyway if $j$ were larger.)

**Case (D2, D3):** Assume that $m \geq 2$, for otherwise there is nothing to show. Suppose first that $|M[m]| < n$. Then $\Pr[X[i] = X[m]] = \Pr[M[i] \oplus \gamma_i \cdot L = \Sigma]$. The value $\Sigma$ is uniformly random and independent of $L$, so this probability is $2^{-n}$. Suppose next that $|M[m]| = n$. Then $\Pr[X[i] = X[m]] = \Pr[M[i] \oplus \gamma_i \cdot L = \Sigma \oplus \text{huge} \cdot L] = \Pr[M[i] \oplus \Sigma = (\gamma_i \oplus \text{huge}) \cdot L]$. This value is $2^{-n}$ since $\gamma_i \neq \text{huge}$. Here we are assuming that $i < 2^{n-1}$, which is without loss of generality since a larger value of $i$, and therefore $m$, would give a non-result in the theorem statement.

Moving on, to show that $\text{MMcoll}_n(m, \bar{m}) \leq \frac{m\bar{m}}{2^n}$ we verify the following four cases:

**Case (D2, D4):** Let $i \in [1..m-1]$ and $j \in \text{Unequal'}$ and consider $\Pr[X[i] = \overline{X}[j]] = \Pr[M[i] \oplus \gamma_i \cdot L = \overline{M}[j] \oplus \gamma_j \cdot L] = \Pr[M[i] \oplus \overline{M}[j] = (\gamma_i \oplus \gamma_j) \cdot L]$. If $i \neq j$ then $\gamma_i \neq \gamma_j$ and this probability is $2^{-n}$. If $i = j$ then the probability is 0 since, necessarily, $M[i] \neq \overline{M}[j]$.

**Case (D2, D5):** Suppose that $|\overline{M}[\bar{m}]| < n$. Then $\Pr[X[i] = \overline{X}[\bar{m}]] = \Pr[M[i] \oplus \gamma_i \cdot L = \Sigma] = 2^{-n}$ because $\Sigma$ is independent of $L$. Suppose that $|\overline{M}[\bar{m}]| = n$. Then $\Pr[X[i] = \overline{X}[\bar{m}]] = \Pr[M[i] \oplus \gamma_i \cdot L = \Sigma \oplus \text{huge} \cdot L] = \Pr[M[i] \oplus \Sigma = (\gamma_i \oplus \text{huge}) \cdot L] = 2^{-n}$ because $\Sigma$ is independent of $L$ and $\gamma_i \neq \text{huge}$.

**Case (D3, D4):** Suppose that $|M[m]| < n$. Then $\Pr[X[m] = \overline{X}[j]] = \Pr[\Sigma = M[j] \oplus \gamma_j \cdot L] = 2^{-n}$ because $\Sigma$ is independent of $L$. Suppose that $|M[m]| = n$. Then $\Pr[X[m] = \overline{X}[j]] = \Pr[\Sigma \oplus \text{huge} \cdot L = M[j] \oplus \gamma_j \cdot L] = \Pr[\Sigma \oplus M[j] = (\gamma_j \oplus \text{huge}) \cdot L] = 2^{-n}$ because $\gamma_j \neq \text{huge}$.
Table: Performance of PMAC and CBCMAC-AES128

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>16 B</th>
<th>128 B</th>
<th>2 KB</th>
</tr>
</thead>
<tbody>
<tr>
<td>PMAC-AES128</td>
<td>22.1</td>
<td>18.7</td>
<td>18.4</td>
</tr>
<tr>
<td>CBCMAC-AES128</td>
<td>18.9</td>
<td>17.4</td>
<td>17.1</td>
</tr>
</tbody>
</table>

Fig. 4. Performance results. Numbers are in cycles per byte (cpb) on a Pentium 3, for three message lengths, the code written in assembly.

Case \((D_3, D_5)\): Suppose that \(|M[m]| < n\) and \(|M[\bar{m}]| < n\). If \(m > \bar{m}\) then 
\[
\Pr[X[m] = \bar{X}[\bar{m}]] = \Pr[\Sigma = \bar{\Sigma}] = 2^{-n}
\]
because of the contribution of \(Y[m - 1]\) in \(\Sigma\) – a random variable that is not used in the definition of \(\Sigma\). If \(m < \bar{m}\) then 
\[
\Pr[X[m] = X[\bar{m}]] = \Pr[\Sigma = \Sigma] = 2^{-n}
\]
because of the contribution of \(\bar{Y}[\bar{m} - 1]\) in \(\bar{\Sigma}\) – a random variable that is not used in the definition of \(\Sigma\). If \(m = \bar{m}\) and there is an \(i < m\) such that \(M[i] \neq \bar{M}[i]\) then 
\[
\Pr[X[m] = \bar{X}[\bar{m}]] = \Pr[\Sigma = \bar{\Sigma}] = 2^{-n}
\]
because of the contribution of \(\bar{Y}[i]\) in \(\bar{\Sigma}\) – a random variable that is not used in the definition of \(\Sigma\). If \(m = \bar{m}\) and for every \(i < m\) we have that \(M[i] = \bar{M}[i]\), then, necessarily, \(M[m] \neq \bar{M}[m]\). In this case 
\[
\Pr[\Sigma = \bar{\Sigma}] = 0
\]
as the two checksums differ by the nonzero value \(\text{pad}(M[m]) \oplus \text{pad}(\bar{M}[m])\).

Suppose that \(|M[m]| = n\) and \(|M[\bar{m}]| = n\). Then \(X[m]\) and \(\bar{X}[\bar{m}]\) are offset by the same amount, \(\text{huge} \cdot L\), so this offset is irrelevant in computing \(\Pr[X[m] = \bar{X}[\bar{m}]\). Proceed as above.

Suppose that \(|M[m]| < n\) and \(|M[\bar{m}]| = n\). Then 
\[
\Pr[X[m] = \bar{X}[m]] = \Pr[\Sigma = \Sigma \oplus \text{huge} \cdot L] = 2^{-n}
\]
since \(\Sigma\) and \(\bar{\Sigma}\) are independent of \(L\). Similarly, if \(|M[m]| = n\) and \(|M[\bar{m}]| < n\), then 
\[
\Pr[X[m] = \bar{X}[m]] = 2^{-n}
\]
This completes the proof.

6 Performance

A colleague, Ted Krovetz, implemented PMAC-AES128 and compared its performance in an entirely sequential setting to that of CBCMAC-AES128. The latter refers to the “basic” CBC MAC; nothing is done to take care of length-variability or the possibility of strings which are not a multiple of the block length. The code was written in modestly-optimized assembly under Windows 2000 sp1 and Visual C++ 6.0 sp4. All data fit into L1 cache. Disregarding the one-block message in Figure 4 we see that, in a serial environment, PMAC-AES128 was about 8% slower than CBCMAC-AES128. A more aggressively optimized implementation of CBCMAC-AES128, due to Helger Lipmaa, achieves 15.5 cpb for 1 KByte message lengths [20]. Adding the same 8%, we expect that this code could be modified to compute PMAC at a rate of about 16.7 cpb. In general, differences in implementation quality would seem to be a more significant in determining implementation speed than the algorithmic difference between PMAC and the CBC MAC.

Though some or all of the \(L(i)\)-values are likely to be pre-computed, calculating all of these values “on the fly” is not expensive. Starting with 0\(^n\) we form successive offsets by xoring the previous offset with \(L, 2 \cdot L, L, 4 \cdot L, L, 2 \cdot L, L, 8 \cdot L,\) and so forth, making the expected number of \(a \cdot x\)-operations to compute...
an offset at most $\sum_{i=1}^{\infty} i/2^{i+1} = 1$. For $n = 128$, each $a \cdot x$ instruction requires a 128-bit shift and a conditional 32-bit xor.
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Rethinking PKI: What’s Trust Got to Do with It?

Stephen Kent
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Much of the literature related to public key infrastructure (PKI) uses terms such as “trust” extensively and assumes that certification authorities (CAs) are trusted third parties (TTPs). It is certainly true that the best known CAs today are commercial TTPs, and such CAs have played an important role in making the general public aware of PKIs. But, not all PKIs need adopt this sort of CA model, in which relying parties are required to make value judgments about the trustworthiness of the organizations that operate CAs. PKIs are not intrinsically valuable. They are infrastructures that, if successful, facilitate authentication and authorization services based on the use of public key cryptography. Thus it is appropriate to ask questions about these services:

- In what context are these services being employed?
- What forms of identifiers are meaningful for the context?
- Does the context relate to existing physical world, or does it exist only in cyberspace?
- Are the services offered to anyone, or are they intended for identifiable user populations?
- Are their existing organizational entities that are authoritative for the authentication or authorization information contained in the certificates issued by the CAs?

In many of the situations in which PKIs are being used today, or which have been proposed, the contexts have been transplanted from the physical world to cyberspace. Often, the users (subjects) of these PKIs already have been assigned identifiers in the physical world, identifiers managed by organizational entities that are considered authoritative for assigning these identifiers to these users. In such contexts it would seem natural for these organizational entities to act as CAs, identifying users in cyberspace in the same fashion as they have identified them in the physical world.

An implicit form of trust relationship exists here, between relying parties and these organizations, but this trust is often based on long established business or social relationships, contracts, or by statute. Trust in this context is not created out of thin air in cyberspace. It is a very different form of trust from what is usually described in papers on “trust management.”

This presentation argues that, in the best circumstances, CAs should not have to be trusted explicitly. Rather, CAs of the sort noted above merit an implied trust due to their position as authoritative entities responsible for name spaces, authorization information, etc. The presentation describes why this style of PKI has numerous advantages relative to the models commonly described.
in the literature, and promoted by commercial TTPs. It examines examples of authoritative CAs in many aspects of everyday life, and analyzes the nature of the relationships that give rise to these CAs. It describes how standard X.509 constructs can be used to facilitate cross-certification among organizations in the context this model, how several forms of cyberspace identities could be certified consistent with this model, and how organizations can issue certificates easily to users with whom they have existing, client relationships.

A variety of photographs (shot by the speaker) will punctuate the presentation.
Efficient Generic Forward-Secure Signatures with an Unbounded Number of Time Periods
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Abstract. We construct the first efficient forward-secure digital signature scheme where the total number of time periods for which the public key is used does not have to be fixed in advance. The number of time periods for which our scheme can be used is bounded only by an exponential function of the security parameter (given this much time, any scheme can be broken by exhaustive search), and its performance depends (minimally) only on the time elapsed so far. Our scheme achieves excellent performance overall, is very competitive with previous schemes with respect to all parameters, and outperforms each of the previous schemes in at least one parameter. Moreover, the scheme can be based on any underlying digital signature scheme, and does not rely on specific assumptions. Its forward security is proven in the standard model, without using a random oracle. As an intermediate step in designing our scheme, we propose and study two general composition operations that can be used to combine any existing signature schemes (whether standard or forward-secure) into new forward-secure signature schemes.

1 Introduction

The standard notion of digital signature security is extremely vulnerable to leakage of the secret key, which, over the lifetime of the scheme, may be quite a realistic threat. Indeed, if the secret key is compromised, any message can be forged. All future signatures are invalidated as a result of such a compromise, and, furthermore, no previously issued signatures can be trusted. Once a leakage has been identified, some key revocation mechanism may be invoked, but this does not solve the problem of forgeability for past signatures. Asking the signer to reissue all previous signatures is very inefficient, and, moreover, requires trusting the signer. For example, it is very easy for a dishonest signer to leak

* Supported in part by NSF Career Award CCR-0093029
** Supported in part by a Graduate Diversity Fellowship from the San Diego Supercomputer Center, and Mihir Bellare’s 1996 Packard Foundation Fellowship in Science and Engineering
his secret key in order to repudiate a previously signed document. Furthermore, changing the schemes keys very frequently is also not a practical solution, since frequently registering new public keys and maintaining them in a place that is both publicly accessible and trusted is a difficult task.

To mitigate the consequences of possible key leaks, the notion of forward security for digital signatures was initially proposed by Anderson [1] and formalized by Bellare and Miner [3]. The basic idea is to extend a standard digital signature algorithm with a key update algorithm, so that the secret key can be changed frequently, while the public key stays the same. The resulting scheme is forward-secure if the knowledge of the secret key at some point in time does not help forge signatures relative to some previous time period. Thus, if the secret key is compromised during time period $t$, then the key can be revoked without invalidating signatures issued during earlier time periods.

Since the introduction of the concept of forward security, several such schemes have been suggested. These schemes exhibit varying performance both in terms of space and time. Typically, these schemes achieve efficiency in some parameters at the price of making other parameters significantly worse than in standard signature schemes. For example, some schemes have faster signature generation and verification algorithms, but slower key generation and update procedures, while other schemes have the opposite behavior. In other cases, time improvements are obtained at the cost of larger signatures or larger secret and public keys. Moreover, in essentially all previous schemes, although the number of time periods can be arbitrarily large, its value must be set in advance, and passed as a parameter during the key generation process. The performance of the algorithms then depends on the security parameter as well as the a priori maximum number of time periods $T$. So, setting $T$ to an unnecessarily large number results in a considerable efficiency loss.

Clearly, there is a trade-off between the efficiency parameters, and which scheme is most practical depends on the requirements of the specific application. Consider, for example, a scenario where keys are updated once a day. Then, a slower key update algorithm might be acceptable, if this helps make signature verification faster or signatures themselves shorter. On the other hand, consider an electronic checkbook (e-check) application where the time period corresponds to the check serial number, rather than physical time. If your electronic wallet is stolen (with the current e-check secret key in it), you want to revoke all compromised checks without invalidating the checks that were legitimately issued. This can be achieved if the secret key is updated after signing every check. In this case, fast key update is as important as fast signature generation, as the two algorithms are always used together.

1.1 Our Results

In this paper, we design a new tree-like digital signature scheme which we call the MMM scheme. Our construction uses the idea of Merkle trees [10], which were suggested for use in the forward security context by Krawczyk [9]. Our scheme is a generic construction, namely it can be based on any underlying signature
scheme, and does not rely on specific computational assumptions like discrete log or factoring. Moreover, the security of MMM can be proved in the standard complexity model, without resorting to the random oracle methodology. This scheme is very efficient in all parameters (simultaneously), and outperforms all previous constructions in at least some parameters (the price is never more than a constant increase in other parameters, and in most cases there is no price at all). In fact, our scheme is asymptotically essentially optimal, while in practice it is competitive even with standard signature schemes. For example, signing requires a single signature in the underlying scheme, and verifying requires little more than two verifications of the underlying scheme. (More performance details are given later.) Furthermore, the MMM scheme is the first efficient forward-secure scheme which does not require its maximal number of time periods to be fixed in advance. Instead, the user can keep calling the update procedure indefinitely. The only (theoretical) barrier to the number of time periods is exponential in the security parameter, and therefore cannot be feasibly reached. Unlike all previous schemes, the efficiency parameters of the MMM scheme do not depend at all on the maximal number of time periods, but rather on the number of time periods elapsed so far (and this dependence is minimal). To summarize, the significance of our scheme stems from the following properties:

- **Practical**: MMM has excellent performance for practical parameters. This is further improved by the fact that the maximal number of time periods is not a relevant parameter. Any standard signature scheme can be used as a building block, providing trade-offs between the parameters, thus allowing greater flexibility in accommodating the requirements of particular applications, and meeting practical constraints.

- **Strong security guarantee**: The scheme is secure under the minimal necessary assumption, namely that (standard) digital signature schemes exist (which is equivalent to the existence of one-way functions \[15\]). This security is proved without relying on the random oracle model.

As an intermediate step in developing the MMM scheme, we propose and study two general composition operations that can be used to combine any existing signature schemes (whether standard or forward-secure) into new forward-secure schemes. We prove their security in the standard complexity model, based on the security of the underlying schemes, and without requiring any additional assumption.\(^1\) To obtain our main result, we then extend these composition operations to generate the MMM construction. Separately, in Section 5, we present several additional constructions (some new and some already known) derived via these composition operations, which illustrate some of the efficiency tradeoffs possible.

\(^1\) We also use pseudo-random generators \[4,16\] and universal one way (a.k.a., target collision resistant) hash functions \[13\], but their existence is known to be equivalent to the existence of digital signature schemes.
1.2 Related Work

Recently, several forward-secure signature schemes have been proposed in the literature. Some of the first solutions described in [1] had the undesirable property that keys or signature size were linear in the (maximal) number of time periods $T$. (For example, one can generate $T$ different secret/public key pairs using a conventional signature scheme, and delete a secret key from memory each time the update algorithm is invoked.) Subsequent efforts found schemes where the size parameters (key and signature size) were independent of, or at most logarithmic in, the number of time periods, possibly at the price of slower signing, verifying or update algorithms. (E.g., the solutions proposed by Bellare and Miner [3] and Abdalla and Reyzin [2] had signing and verification time linear in $T$.) Here, “size independent of $T$” means that the size depends only on the value of the security parameters. However, it should be noted that the security parameters must be superlogarithmic in $T$ to avoid exhaustive search attacks, so having no explicit dependency on $\log T$ does not necessarily give shorter keys. For a fair comparison of different schemes, the actual dependency of the space and time complexity of all algorithms on the security parameters must be taken into account.

In this section, we briefly highlight these dependencies for all previously proposed schemes. We use two different security parameters, as follows:

- $l$: a security parameter such that exhaustive search over $l$-bit strings is infeasible. This is the security parameter of conventional (symmetric) cryptographic operations, e.g., the seed length of pseudo-random generators, or the output length of cryptographic hash functions.
- $k$: a security parameter such that $k$-bit numbers are hard to factor, or such that more generally common number theoretic problems (such as inverting the RSA function) become infeasible.

It is important to distinguish between the two values because private key cryptography is typically much more efficient than public key. Factoring can be solved in sub-exponential time ($\exp(k^{1/3}\log^{2/3} k)$), so asymptotically one needs $k \approx O(l^3)$ to be much bigger than $l$. In practice, $k = 1000$ and $l = 100$ are acceptable values. In the analysis of all constructions we assume that modular multiplications of $k$-bit numbers are performed in $k^2$ time and hash functions and pseudo-random generators run in $l^2$ time. For $k = 1000$ and $l = 100$ this means that a block cipher application is 100 times faster than a modular arithmetic operation.

In the tables below, we omit small constant factors and some of the lower order terms from the running time, e.g., if an algorithm requires one modular exponentiation plus one hashing, we simplify the running time expression $O(k^3) + O(l^2)$, and write only the most significant term $O(k^3)$. The only assumptions used in these simplifications are that $\log T = o(l)$ and $l = o(k)$.

Although faster multiplication algorithms are known, we feel that our assumptions accurately represent the relationship between the speeds of private and public key applications in practice.
The previous schemes we analyze below can be divided into two categories: those which are generic constructions built using any standard signature scheme as a black box, and those based on specific number theoretic assumptions, e.g., hardness of factoring large integers.

Generic Constructions. Generic constructions are those proposed by Anderson [1], the tree scheme of Bellare and Miner [3], and the Krawczyk variant of the Anderson scheme with reduced secret storage [9]. Their performance is summarized in Figure 1. As usual, $T$ stands for the total number of time periods in the scheme. When a standard signature scheme is required, we assume key generation, signing and verifying can all be performed in $O(lk^2)$ time, and public keys, secret keys and signatures are $O(k)$ bits long. For example, this is the performance of the signature schemes of Guillou and Quisquater [7], and of Micali [11]. Note that we have broken up the storage required of the signer into “Secret key size” and “Non-secret storage”, to better illustrate the differences between these schemes. This was indeed the main improvement of Krawczyk scheme, which otherwise is essentially the same as the one originally proposed by Anderson. However, it should be remarked that even the non-secret storage must still be secure in the sense that it must be stored in (publicly readable) tamper-proof memory. Changing or altering the non-secret storage would disrupt the signing algorithm, making signature generation impossible. For simplicity, in the rest of this paper we will drop the distinction between secret and non-secret storage.

<table>
<thead>
<tr>
<th></th>
<th>Anderson</th>
<th>Binary Tree (BM)</th>
<th>Krawczyk</th>
</tr>
</thead>
<tbody>
<tr>
<td>Key gen time</td>
<td>$lk^2T$</td>
<td>$lk^2 \log T$</td>
<td>$lk^2T$</td>
</tr>
<tr>
<td>Signing time</td>
<td>$lk^2$</td>
<td>$lk^2$</td>
<td>$lk^2$</td>
</tr>
<tr>
<td>Verification time</td>
<td>$lk^2$</td>
<td>$lk^2 \log T$</td>
<td>$lk^2$</td>
</tr>
<tr>
<td>Key update time (*)</td>
<td>$O(1)$</td>
<td>$lk^2$</td>
<td>$lk^2$</td>
</tr>
<tr>
<td>Secret key size</td>
<td>$kT$</td>
<td>$k \log T$</td>
<td>$k$</td>
</tr>
<tr>
<td>Non-secret storage</td>
<td>$kT$</td>
<td>$k \log T$</td>
<td>$kT$</td>
</tr>
<tr>
<td>Public key size</td>
<td>$k$</td>
<td>$k$</td>
<td>$k$</td>
</tr>
<tr>
<td>Signature size</td>
<td>$k$</td>
<td>$k \log T$</td>
<td>$k$</td>
</tr>
</tbody>
</table>

Fig. 1. Comparing parameters of generic constructions [1,3,9]. (*) The running time of the Binary Tree update algorithm is amortized over all update operations. If no amortization is used, the worst running time can be bigger by a factor of $\log T$.

As shown in Figure 1, the Binary Tree scheme has much faster key generation, and smaller secret/non-secret key storage than Anderson and Krawczyk schemes, with the linear dependency on $T$ replaced by a logarithmic function. In exchange, the price paid is a slower verification procedure and longer signatures, which both increase by a factor $\log T$. For a detailed description of the schemes the reader is referred to the original papers [1,3,9].
**Fig. 2.** Comparing parameters of schemes built on specific security assumptions [3, 2, 8]. IR’ denotes the Itkis-Reyzin variant using the two optimizations from [8].

<table>
<thead>
<tr>
<th></th>
<th>BM</th>
<th>AR</th>
<th>IR</th>
<th>IR’</th>
</tr>
</thead>
<tbody>
<tr>
<td>Key gen time</td>
<td>$lk^2T$</td>
<td>$lk^2T$</td>
<td>$k^5 + (k + l^3)T$</td>
<td>$k^5 + T \log^4 T + k^2l + klT$</td>
</tr>
<tr>
<td>Signing time</td>
<td>$(T + l)k^2$</td>
<td>$lk^2T$</td>
<td>$k^2l$</td>
<td>$k^2l$</td>
</tr>
<tr>
<td>Verification time</td>
<td>$(T + l)k^2$</td>
<td>$lk^2T$</td>
<td>$k^2l$</td>
<td>$k^2l$</td>
</tr>
<tr>
<td>Key update time</td>
<td>$lk^2$</td>
<td>$lk^2$</td>
<td>$(k^2 + l^3)T$</td>
<td>$(k^2l + l^2 + \log^4 T) \log T$</td>
</tr>
<tr>
<td>Secret key size</td>
<td>$lk$</td>
<td>$k$</td>
<td>$k$</td>
<td>$(1 + \log T)k$</td>
</tr>
<tr>
<td>Public key size</td>
<td>$lk$</td>
<td>$k$</td>
<td>$k$</td>
<td>$k$</td>
</tr>
<tr>
<td>Signature size</td>
<td>$lk$</td>
<td>$k$</td>
<td>$k$</td>
<td>$k$</td>
</tr>
</tbody>
</table>

The above constructions are generic, meaning they may be instantiated with any signature scheme. Their proofs of security rely only on the security of the underlying signature scheme (in particular, none of these security proofs rely on random oracles).³

**Constructions Based on Specific Security Assumptions.** Number theoretic schemes were proposed by Bellare and Miner [3], Abdalla and Reyzin [2], and very recently (and independently of our work), by Itkis and Reyzin [8]. All these are proven to be secure in the random oracle model, assuming that factoring is hard (for [3,2]) or that taking any root modulo a composite is hard (for [8]). The performance of these schemes is summarized in Figure 2.

Except for the key generation and key update time, the Itkis-Reyzin (IR) scheme is essentially optimal among the number theoretic schemes. However, key update is very slow (linear in $T$), making it impractical for some applications (e.g., the e-check application described in the introduction). Itkis and Reyzin [8] also suggest a variant of their scheme where the update time is only proportional to $\log T$, but the secret key size increases by a factor $\log T$, thus matching generic constructions like the binary tree scheme. (In fact, generic constructions have potentially smaller keys because they can be based on any signature scheme with possibly shorter keys than factoring based ones.) Interestingly, the seemingly “optimal” (i.e., independent of $T$) verification time of the IR scheme, is not necessarily better than other schemes in which this time is proportional to $\log T$. For example, by properly instantiating the binary tree scheme with a basic signature algorithm with fast verification procedure (e.g., Rabin’s signature scheme [14] which has verification time $k^2$), one can obtain a forward-secure signature scheme where verification takes only $O(k^2 \log T)$, beating the $O(lk^2)$ running time of the IR scheme because $\log T = o(l)$. (In the full version of this paper [12], we show a different tree construction, in which even faster verification times are possible.)

³ Of course, when instantiated with a specific base signature scheme which requires other assumptions, such as a random oracle, the resulting forward-secure scheme also requires the same assumptions.
Comparison to Our Results. All previous known schemes (with the exception of the very inefficient “long signature scheme” described in [3]) require the total (maximal) number of time periods $T$ to be fixed in advance and passed as a parameter to the key generation algorithm. The value of $T$ then contributes to the overall performance of these schemes (at least proportionally to $\log T$, but in most cases linearly for some parameters). We propose a new scheme, MMM, whose performance avoids any dependence on $T$, and depends only on the number of time periods elapsed so far (even this dependence is minimal). In fact, $T$ need never be fixed. In addition, MMM also combines the best of both types of previous constructions in terms of efficiency and security. Indeed, we construct it based on generic assumptions, yet we achieve competitive performance and stronger security guarantees, even when compared to the best previous schemes which used specific number theoretic assumptions.

In the left half of Figure 3, we demonstrate the efficiency of the scheme when instantiated with the Guillou-Quisquater signature scheme. In the right half of that same figure, we select specific parameter values, and show an actual efficiency comparison between our scheme and the best previous schemes in each category, namely the two Itkis-Reyzin schemes, and the Bellare-Miner binary tree scheme. Relative to IR, note that we achieve the same or better improvements over the binary tree scheme, without paying the price that IR pays in other parameters. Also note that while we instantiated $t = 1000$ in MMM (the same value as the instantiated maximal $T$ in the other schemes), most of the time $t$ will be much smaller, implying better performance. More details about the performance of our scheme can be found in Section 4.

2 Definitions

As formalized in [3], a key-evolving signature scheme $S$ consists of four algorithms: a key generation algorithm KeyGen, a secret key evolution algorithm Update, a signature generation algorithm Sign, and a signature verification algorithm Verify. It differs from a standard digital signature scheme in that the secret key is subject to an update (or evolution) algorithm, and the time for which the scheme is in use is divided into time periods. The public and secret keys are denoted $pk$ and $sk$ respectively, and the secret key $sk$ changes via each invocation of the key update algorithm. We write $sk^{(j)}$ when we want to emphasize that a particular value of the secret key is relative to the $j$th time period. It is important to notice that the public key for the scheme remains constant

---

4 In order to compare a generic construction with a construction using specific security assumptions, we need to select a specific base scheme for the generic construction. Here, GQ is a good selection for comparison, as it is efficient, and it is the one underlying the Itkis-Reyzing constructions as well. Because the GQ scheme is proven secure in the random oracle model, the proof of forward security of the resulting scheme also requires random oracles. This particular example does not change the fact that our security proof does not need them itself.
For a key-evolving signature scheme to be forward-secure, it must be computationally infeasible for an adversary, even after learning the secret key of the scheme for a particular time period, to forge a signature on a new message for a time period earlier than the secret key was leaked. Bellare and Miner formalized the adversary model for forward-secure signature schemes, and the experiment used to define the insecurity function for a scheme. The reader is referred to [3] for details.

Typically, the total number of time periods $T$ for a particular instantiation of a forward-secure signature scheme must be fixed in advance, and passed as a parameter to the key generation algorithm KeyGen. Moreover, $T$ is usually included in the public key $pk$, secret keys $sk^{(j)}$, and signatures $\sigma$, as it is required by the update, signing and verification algorithms. The secret keys $sk^{(j)}$ and signatures $\sigma$ also include the current or issuing time period $t$. In this paper, we use the convention that both $T$ and $t$ are passed as external parameters to Update, Sign and Verify, instead of being included in the key and signature strings. This is to avoid unnecessary duplications when signature schemes are combined using our composition operations. However, most update, sign and verify algorithms need $t$ (and perhaps even $T$) to work properly, and therefore these values should be thought as integral parts of keys and signatures. Below, we summarize the general input and output parameters of each algorithm of a forward-secure digital signature scheme. We note that for the MMM scheme in particular, an input $T$ is not needed for any of its algorithms, and thus can be omitted below.

- The key generation algorithm KeyGen takes as input the total number of time periods $T$, and outputs a pair ($pk$, $sk^{(0)}$) of public and secret keys.
- The key update algorithm Update takes as input $T$, the current time period $t$, and the secret key $sk^{(t)}$ for time period $t$, and changes $sk^{(t)}$ into $sk^{(t+1)}$. If

---

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>MMM</th>
<th>IR</th>
<th>IR’</th>
<th>B.T.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Key gen time</td>
<td>$k^2l^2$</td>
<td>$10^{10}$</td>
<td>$10^{15}$</td>
<td>$10^{15}$</td>
</tr>
<tr>
<td>Signing time</td>
<td>$k^2l$</td>
<td>$10^8$</td>
<td>$10^8$</td>
<td>$10^8$</td>
</tr>
<tr>
<td>Verification time</td>
<td>$k^2l + l^2 \log l$</td>
<td>$10^8$</td>
<td>$10^8$</td>
<td>$10^8$</td>
</tr>
<tr>
<td>Key update time (⋆)</td>
<td>$k^2l + (k + l^2) \log t$</td>
<td>$10^{10}$</td>
<td>$10^{10}$</td>
<td>$10^9$</td>
</tr>
<tr>
<td>Secret key size</td>
<td>$k + l \log l$</td>
<td>$10^3$</td>
<td>$10^3$</td>
<td>$10^4$</td>
</tr>
<tr>
<td>Public key size</td>
<td>$l$</td>
<td>$10^2$</td>
<td>$10^3$</td>
<td>$10^3$</td>
</tr>
<tr>
<td>Signature size</td>
<td>$k + l \log l$</td>
<td>$10^3$</td>
<td>$10^3$</td>
<td>$10^3$</td>
</tr>
</tbody>
</table>
t + 1 = T then Update completely erases the secret key \( sk \), and returns the empty string.

- The signing algorithm Sign takes as input \( T \), the current time period \( t \), the corresponding secret key \( sk^{(t)} \), and a message \( M \), and outputs a signature \((\sigma, t)\) on \( M \).

- The verification algorithm Verify takes as input \( T \), \( pk \), \( M \), \( \sigma \), and \( t \), and accepts if and only if \( \sigma \) is a valid signature tag for message \( M \) and secret key \( sk^{(t)} \). Note that here \( t \) represents the time period during which \( \sigma \) was issued, which is not necessarily the current one.

Additionally, all algorithms implicitly take as input one or more security parameters.

3 Composition Methods

In this section, we describe two general composition methods that can be used to combine both standard and forward-secure signature schemes into forward-secure schemes with more time periods. These are methods which have been used implicitly in previous constructions (e.g., in [10,3], see Sect. 5), and we formalize them here. Although these compositions are interesting in their own right, we present them here as a means to lead into our main construction, which can be found in Section 4. To illustrate the flexibility afforded by these composition operations, however, we present additional constructions in Section 5.

In order to unify the presentation, we regard standard signature schemes as forward-secure signature schemes with one time period, namely \( T = 1 \). Let \( \Sigma_0 \) and \( \Sigma_1 \) be two forward-secure signature schemes with \( T_0 \) and \( T_1 \) time periods respectively. We consider two methods to combine \( \Sigma_0 \) and \( \Sigma_1 \) into a new forward-secure signature scheme \( \Sigma \) with a larger number of time periods \( T \). The first composition method results in a new scheme \( \Sigma = \Sigma_0 \oplus \Sigma_1 \) with \( T = T_0 + T_1 \) time periods. The second composition method results in a new scheme \( \Sigma = \Sigma_0 \otimes \Sigma_1 \) with \( T = T_0 \cdot T_1 \) time periods. We call these operations the “sum” and the “product” compositions, respectively. In the following two subsections, we give descriptions of the operations, and give theorems analyzing their security and performance.

Note that the sum and product procedures make use of specialized versions of the key generation algorithms KeyGen\(_i\) (\( i = 0, 1 \)) that produce only the secret or the public key of the original schemes. These specialized versions are called SKeyGen\(_i\) and PKeyGen\(_i\) respectively. As we shall see, the diversification of KeyGen to PKeyGen and SKeyGen plays a critical role for the performance of forward-secure signature schemes obtained by the iterated application of the basic composition operations.

3.1 The “Sum” Composition

Given any two schemes \( \Sigma_0 \) and \( \Sigma_1 \) as described above, we define a new scheme \( \Sigma = \Sigma_0 \oplus \Sigma_1 \) (called the sum of \( \Sigma_0 \) and \( \Sigma_1 \)) with \( T = T_0 + T_1 \) time periods.
The public key for the sum scheme $pk$ is the (collision-resistant) hash of the public keys $pk_0, pk_1$ of the two constituent schemes. The composition works by first expanding a random seed $r$ into a pair of seeds $(r_0, r_1)$ using a length-doubling pseudorandom generator, and generating keys for both $\Sigma_0$ and $\Sigma_1$ using pseudorandom seeds $r_0$ and $r_1$ respectively. Then, the secret key for the $\Sigma_1$ scheme is deleted, while its public key and the randomness $r_1$ are saved. (Deleting the second secret key, and later recomputing it using the seed $r_1$, is essential to keep the size of the secret key small when the composition operation is iterated many times.) Signatures are generated using secret keys from the $\Sigma_0$ scheme during the first $T_0$ time periods. Then the $\Sigma_1$ key generation process is run again with the random string $r_1$, to produce the same secret key obtained earlier. (Notice that the public key will also be the same.) From this point forward, the $\Sigma_0$ secret key is deleted and only the $\Sigma_1$ keys are used. Signatures generated during any time period include the public keys for both schemes, so that the tag generated can be checked against the relevant public key, and so the authenticity of the signature can be checked against the hash value of both public keys, which was published. The details of the scheme are given in Figure 4. We denote the composition of the sum algorithm with itself iteratively to achieve $T$ time periods, by $S_{\log T}^\oplus$ (since it looks like a tree with log $T$ levels). This scheme will later be used (with varying $T$'s) to construct the MMM scheme (and it is further discussed in Section 5).

**Security Analysis.** Here we state a claim about the security of the sum composition. We assume only that the underlying signature schemes are forward-secure, and that the hash function Hash used in the construction is collision-resistant. In reality, the weaker assumption of a target-collision-resistant hash function
would result in a secure construction, but we make the stronger assumption here to simplify the discussion. The proof of the following theorem can be found in the full version of this paper [12].

**Theorem 1.** Let $\Sigma_0$ be a key-evolving signature scheme with $T_0$ time periods, forward-secure against any adversary running in time $m_0$ and making at most $q_0$ signature queries. Similarly, let $\Sigma_1$ be a key-evolving signature scheme with $T_1$ time periods, forward-secure against any adversary running in time $m_1$ and making at most $q_1$ signature queries. Let $KG_i, SG_i, VF_i$ and $UP_i$ be the key generation, signature, verification and (amortized) key update time of $\Sigma_i$ for $i = 0, 1$. Assume Hash is a collision-resistant hash function. Then $\Sigma_0 \oplus \Sigma_1$, the sum composition of $\Sigma_0$ and $\Sigma_1$, is a new forward-secure scheme such that for any running time $m$, and number of signature queries up to $q$:

$$\text{InSec}^{fs}(\Sigma_0 \oplus \Sigma_1, m, q) \leq \text{InSec}^{fs}(\Sigma_0, m_0, q_0) + \text{InSec}^{fs}(\Sigma_1, m_1, q_1)$$

where both of the following hold:

$$m = \max\{(m_0 - q \cdot SG_1 - T_1 \cdot UP_1 - KG_1), (m_1 - q \cdot SG_0 - T_0 \cdot UP_0 - KG_0)\}$$

$$q \leq \max\{q_0, q_1\}$$

The theorem above demonstrates that the sum composition is security-preserving. That is, the sum of two schemes will have roughly the same security as the individual schemes’ security, relative to the resulting number of time periods.

**Performance Analysis.** We now give an analysis of key and signature sizes, as well as running times for the sum composition. The relations below can be verified by inspection of Figure 4.

**Theorem 2.** Let $SK_i, PK_i$ and $SIG_i$ be the secret key, public key and signature sizes for the forward-secure signature scheme $\Sigma_i$ for $i = 0, 1$. Then, the key and signature sizes of the sum scheme $\Sigma_0 \oplus \Sigma_1$ are:

$$PK = l$$

$$SK = \max(SK_0, SK_1) + PK_0 + PK_1 + l$$

$$SIG = \max(SIG_0, SIG_1) + PK_0 + PK_1$$

**Theorem 3.** Let $KG_i, SG_i, VF_i$ and $UP_i$ be the key generation, signature, verification and (amortized) key update time of the forward-secure signature scheme $\Sigma_i$ for $i = 0, 1$. Then the running times of the sum scheme $\Sigma_0 \oplus \Sigma_1$ are:

$$KG = KG_0 + KG_1 + l^2$$

$$SG = \max\{SG_0, SG_1\}$$

$$VF = \max\{VF_0, VF_1\} + l^2$$

$$UP = (SKG\text{time}_1 + (T_0 - 1)UP_0 + (T_1 - 1)UP_1)/(T_0 + T_1 - 1)$$

As explained in Section 1.2 we assume that a call to a hash function or PRG takes time $O(l^2)$. Also, the update time here is the result of amortized analysis; it represents the average case.
Note that the update algorithm is usually very fast, but its worst case can be quite slow, as it includes key generation for $\Sigma_1$. This can be amortized, and, at a small price, made uniformly small. In this case, the update algorithm will be more complex, as partial computation of a future update will be performed at each stage. We discuss this below.

**Amortized Update Algorithm.** While the amortized update time in the sum construction is quite good, the worst case update time can be very bad (linear in $T$). This bad case happens when the left child is finished (at time $T_0$), and a new secret key for the right child needs to be generated. To make the update procedure uniformly fast, we can distribute the computation of this key over the time periods of the left child, so that by the time the left child is finished, the key for the right child is ready. Distributing the work (time) is straight-forward, but space becomes an issue, since the intermediate results of the computation need to be kept. So, the space necessary to generate the secret key for the right child will be added to size of the secret key of the scheme. When composing the sum algorithm with itself to achieve $T$ time periods, the space required to generate the initial secret key for the right child is logarithmic. This means that, after iterating, the total secret key size will be the size of the original secret key (say $k$), plus $O(l \log^2 T)$. The other parameters of $S_{\log T}$ (see full version [12]) do not change, and the update time becomes efficient even in the worst case.

### 3.2 The “Product” Composition

Beginning with any $\Sigma_0$ and $\Sigma_1$ as described in the beginning of Section 3, we now define a new scheme $\Sigma = \Sigma_0 \otimes \Sigma_1$ (called the product of $\Sigma_0$ and $\Sigma_1$) with $T = T_0 \cdot T_1$ time periods. The idea is to combine signatures of $\Sigma_0$ and $\Sigma_1$ in a chaining construction. In the process, we will generate several instances of the $\Sigma_1$ scheme, one for every time period of $\Sigma_0$, so as to achieve forward security. Specifically, for each time period in the $\Sigma_0$ scheme, which we will call an *epoch*, an instance of the $\Sigma_1$ scheme is generated, and the public key of the $\Sigma_1$ scheme is signed using the $\Sigma_0$ scheme. The public key of the entire scheme is simply the public key of the $\Sigma_0$ scheme, and a signature on a particular message $M$ includes the signing time period, the public key of an instantiation of the $\Sigma_1$ scheme, the $\Sigma_0$ scheme signature on the $\Sigma_1$ public key, and the $\Sigma_1$ signature on the message. The scheme is precisely defined in Figure 5.

**Security Analysis.** Next, we give a security claim about the product composition, assuming only that the underlying signature schemes themselves are forward-secure. Its proof can be found in the full version of this paper [12].

**Theorem 4.** Let $\Sigma_0$ be a forward-secure signature scheme with $T_0$ time periods, and let $\Sigma_1$ be a forward-secure signature scheme with $T_1$ time periods. Let $KG_i$, $SG_i$, $VF_i$ and $UP_i$ be the key generation, signature, verification and (amortized) key update time of $\Sigma_i$ for $i = 0, 1$. Then $\Sigma_0 \otimes \Sigma_1$, the product composition of $\Sigma_0$ and $\Sigma_1$, is a new forward-secure scheme such that for any running time $m$, and
Algorithm KeyGen($r$)
\[
(r_0, r_1) \leftarrow G(r)
\]
\[
(r'_1, r''_0) \leftarrow G(r_1)
\]
\[
\langle sk_0, pk \rangle \leftarrow \text{KeyGen}_0(r_0)
\]
\[
\langle sk_1, pk_1 \rangle \leftarrow \text{KeyGen}_1(r'_1)
\]
\[
\sigma \leftarrow \text{Sign}_0(0, sk_0, pk_1)
\]
\[
sk_0 \leftarrow \text{Update}_0(0, sk_0)
\]
\[
\text{Return} \left( \langle sk_0, \sigma, sk_1, pk_1, r''_0 \rangle, pk \right)
\]

Algorithm Update($t$, $\langle sk_0, \sigma, sk_1, pk_1, r' \rangle$)
\[
\text{If } (t + 1 \neq 0 \text{ mod } T_1)
\]
\[
\text{Then } \text{Update}_1(t \text{ mod } T_1, sk_1)
\]
\[
\text{Else } (r', r) \leftarrow G(r)
\]
\[
\langle sk_1, pk_1 \rangle \leftarrow \text{KeyGen}_1(r')
\]
\[
\sigma \leftarrow \text{Sign}_0(\lfloor \frac{t - 1}{T_1} \rfloor, sk_0, pk_1)
\]
\[
sk_0 \leftarrow \text{Update}_0(\lfloor \frac{t - 1}{T_1} \rfloor, sk_0)
\]
\[
\text{End}
\]

Algorithm Sign($t$, $\langle sk_0, \sigma_0, sk_1, pk_1, r \rangle$, $M$)
\[
\sigma_1 \leftarrow \text{Sign}_1(sk_1, M, t \text{ mod } T_1)
\]
\[
\text{Return} \left( \langle pk_1, \sigma_0, \sigma_1 \rangle, t \right)
\]

Algorithm Verify($pk, M, \langle pk_1, \sigma, \sigma' \rangle, t$)
\[
v_0 \leftarrow \text{Verify}_0(pk, pk_1, \sigma, \lfloor \frac{t - 1}{T_1} \rfloor)
\]
\[
v_1 \leftarrow \text{Verify}_1(pk_1, M, \sigma', t \text{ mod } T_1)
\]
\[
\text{Return } (v_0 \land v_1)
\]

Fig. 5. The algorithms defining the product composition.

\[\text{InSec}^{fs}(\Sigma_0 \otimes \Sigma_1, m, q) \leq \text{InSec}^{fs}(\Sigma_0, m_0, q_0) + T_0 \cdot \text{InSec}^{fs}(\Sigma_1, m_1, q_1)\]

where both of the following hold:
\[m \leq \max \{ (m_0 - q \cdot SG_1 - T_0 \cdot (KG_1 + T_1 \cdot UP_1)), \]
\[(m_1 - q \cdot SG_1 - T_0 \cdot (KG_1 + SG_0 + UP_0 + T_1 \cdot UP_1)) \}\]
\[q \leq \max \{ T_0, q_1 \} \]

The above theorem demonstrates that a scheme generated using the product composition will have roughly the same insecurity as the underlying two schemes, relative to the resulting number of time periods. That is, the product construction is security-preserving.

**Performance Analysis.** For the product construction, we now give an analysis of key and signature sizes, as well as running times. The relations can be verified by inspection of Figure 5.

**Theorem 5.** Let SK$_i$, PK$_i$ and SIG$_i$ be the secret key, public key and signature sizes for the forward-secure signature scheme $\Sigma_i$ for $i = 0, 1$. Then, the key and signature sizes of the product scheme $\Sigma_0 \otimes \Sigma_1$ are:

\[\begin{align*}
\text{PK} &= \text{PK}_0 \\
\text{SK} &= \text{SK}_0 + \text{SK}_1 + \text{PK}_1 + \text{SIG}_0 + l \\
\text{SIG} &= \text{SIG}_0 + \text{SIG}_1 + \text{PK}_1
\end{align*}\]
Theorem 6. Let $KG_i$, $SG_i$, $VF_i$ and $UP_i$ be the key generation, signature, verification and (amortized) key update time of the forward-secure scheme $\Sigma_i$ for $i = 0, 1$. Then the running times of the product scheme $\Sigma_0 \otimes \Sigma_1$ are:

\begin{align*}
\text{KG} &= KG_0 + KG_1 + SG_0 + UP_0 + 2l^2 \\
\text{SG} &= SG_1 \\
\text{VF} &= VF_0 + VF_1 \\
\text{UP} &= (T_0(T_1 - 1)UP_1 + (T_0 - 1)(l^2 + KG_1 + SG_0 + UP_0))/(T_0T_1 - 1) \\
&\leq UP_1 + (l^2 + KG_1 + SG_0 + UP_0 - UP_1)/T_1
\end{align*}

4 The MMM Scheme

Here we present a new scheme obtained by the iterated application of the sum composition operation together with an asymmetric variant of the product construction. This scheme makes use of Merkle tree-type certification chains [10], combined with ideas from the binary tree scheme of Bellare and Miner [3]. The main feature of the MMM scheme is that the number of time periods is essentially unbounded: the number of available time periods is limited only by the security offered by security parameter $l$, i.e., we cannot use more than $2^l$ time periods because otherwise the scheme can be broken. Moreover, the scheme exhibits excellent performance, with almost instantaneous key generation, and update, signing and verification speed that depend on the current time period $t$, instead of being functions of the maximum time period $T$. This way, the performance of the signing, verifying and update operations in the initial time periods is the same as if we had chosen a small bound on $T$ in one of the previously known schemes. Performance degrades only slightly if a large number of time periods is used, and still remains competitive with all previously known schemes.

The idea is the following. We start from a regular, non-forward-secure, digital signature scheme $S$ and build a forward-secure signature scheme $L = S^{\oplus}_{\log l}$ with $l$ time periods, iterating the sum composition $\log l$ times. We then take the product of $L$ with another scheme of the form $S^{\oplus}_i$, but with a twist (see later). Remember, in the product construction we build a tree where the top part is given by an instance of the $L$ scheme, and at every leaf of $L$ we attach an instance of the $S^{\oplus}_i$ scheme. The twist here is that we use a different $i$ for every leaf (see Figure 6), $S^{\oplus}_0$ for the first epoch, $S^{\oplus}_1$ for the second, and so on up to $S^{\oplus}_{l-1}$ for the last epoch.

We see that the total number of available time periods is $T = \sum_{i=0}^{l-1} 2^i = 2^l - 1$; that is, practically unbounded, because $2^l$ must be much bigger than $T$ anyway to avoid exhaustive search attacks.

Security Analysis. Because of space limitations, a formal analysis of security is omitted in this extended abstract. The security of the MMM scheme follows from

---

6 As explained in Section 1.2 we assume that a call to a hash function or PRG takes time $O(l^2)$. Also, the update time here is the result of amortized analysis; it represents the average case.
the security of the underlying composition operations, which we have shown to be security-preserving. However, because in the MMM scheme, the number of time periods is not fixed in advance, the insecurity will grow linearly not with \( T \), the total number of periods in the scheme, but rather with \( t \), the number of periods in the scheme \textit{thus far}, or equivalently the number of update requests made by the adversary. (Since the adversary is constrained to be polynomial time, this number is always bounded by a polynomial, and the new scheme is guaranteed to satisfy asymptotic security.)

\textbf{Performance Analysis.} We now analyze the performance of the MMM scheme\footnote{A summary of its performance when instantiated with the GQ scheme was given in Section\textsuperscript{1.2}.}

\textbf{Key Sizes.} The public key is just a hash value \((l \text{ bits})\), while the secret key has roughly the same size as a digital signature: \(O(k + (\log l + \log t)l)\) bits.

\textbf{Signature Size.} During time period \( t \), each signature consists of \( \log l \) hash values, a public key and a digital signature for the top level tree, and \( \log t \) hash values, a public key and a digital signature for the bottom level tree. So, the total size of the signature is \(4k + (\log l + \log t)l\) bits. For typical values of the security parameters, this exceeds the length \( k \) of a regular digital signature only by a constant factor.

\begin{center}
\textbf{Fig. 6.} The MMM construction, which uses an asymmetric product composition.
\end{center}
Signature Generation Time. Signing only requires computing a signature using the secret key at the leaf node corresponding to the current time period. So, it is as efficient as in standard signature schemes.

Verification Time. Verification consists of 2 regular signature verifications, and \( \log l + \log t \) hash function evaluations. If the Guillou-Quisquater [7] signature scheme is used, this is \( 4k^2l + (\log l + \log t)l^2 = O(k^2l) \), i.e., just twice as much as the regular signature scheme.

Update Time. Update consists of updating within the subtree \( S_i \), or, between subtrees, it consists of generating the initial keys for the next subtree \( S_{i+1} \), and updating the key of \( L \). If we proceed in a straight forward manner, amortized analysis of the update time after \( t \) periods yields \( O(\log t(k + l^2) + k^2l) \). The worst case, however, is proportional to \( tlk^2 \), since in the beginning of a new epoch we need to generate keys for a new subtree \( S_{i+1} \) where \( i = \log t \). As was discussed earlier, this update can be amortized across many time periods to achieve uniformly fast update, at the cost of larger secret keys. A similar amortization is described in detail by Merkle [10], so we give only a brief description here. The idea is to distribute the computation of this secret/public key pair across the \( 2^i \) time periods of the \( S_i \) scheme. It is easy to see that the dominant part of the \( S_{i+1} \) key generation is the generation of the \( 2^{i+1} \) keys associated to the leaves of the tree. If at each update operation of the \( S_i \) subtree we generate two leaves for the \( S_{i+1} \) scheme, then by the time the \( i \)th epoch is over, the key for the new epoch will be ready. The price paid for uniformly fast update is adding the space required to generate the initial keys for the next subtree to the size of the secret key. This results in an addition of \( O(l \log^2 t + k \log l) \) to the secret key size.

This brief analysis shows that the MMM scheme is competitive with all other existing schemes with respect to all parameters and has the added advantage of a practically unbounded number of time periods. Moreover, MMM outperforms each of the previously proposed schemes in at least one parameter. For example, when compared to the recent scheme of [8], we see that our scheme has much faster key generation and update procedures, while increasing the other parameters only by a small constant factor. Even when [8] is implemented using their “pebbling” technique, our update procedure is superior because it requires \( \log t \) hash function computations as opposed to \( \log t \) modular exponentiations, and secret key is also much shorter, being only \( O(k + l \log t) \) instead of \( O(k \log t) \). It should be noted that since our scheme is generic, we can get different performance trade-offs by changing the underlying signature scheme. (Similar trade-offs are possible also for the binary tree scheme, or the scheme of Krawczyk [9], but not for the number theoretic constructions of [3,2,8].) For example, if the Rabin signature scheme is used, the verification time drops to \( O(k^2) \), outperforming all non-generic schemes. The price in this example is making signature generation slightly slower, going from \( O(k^2l) \) to \( O(k^3) \). Similarly, signature size can be reduced by choosing an underlying signature scheme with short signatures, possibly at the expense of signing or verification time.
5 Alternate Constructions

We used the sum and product composition operations discussed in Section 3 to generate the MMM construction above. Here, we briefly mention several other constructions possible using these operations, in order to highlight that different performance tradeoffs can be achieved by selecting the proper base schemes and the proper sequence of composition operations. (In fact, we can even achieve previously known schemes using our composition operations, as mentioned below.) In the full version of this paper [12], we analyze the following constructions in more detail:

- BM ⊗ BM (where BM denotes the main scheme of Bellare and Miner)
- the iterated product $S_{\log \log T}$, exactly the binary tree scheme of Bellare and Miner
- the iterated sum $S_{\log T}$
- $\text{IR}^{\oplus}_{10}$ (where IR denotes the standard construction of Itkis and Reyzin)
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Abstract. The Fiat-Shamir paradigm for transforming identification schemes into signature schemes has been popular since its introduction because it yields efficient signature schemes, and has been receiving renewed interest of late as the main tool in deriving forward-secure signature schemes. We find minimal (meaning necessary and sufficient) conditions on the identification scheme to ensure security of the signature scheme in the random oracle model, in both the usual and the forward-secure cases. Specifically we show that the signature scheme is secure (resp. forward-secure) against chosen-message attacks in the random oracle model \textit{if and only if} the underlying identification scheme is secure (resp. forward-secure) against impersonation under passive (i.e., eavesdropping only) attacks, and has its commitments drawn at random from a large space. An extension is proven incorporating a random seed into the Fiat-Shamir transform so that the commitment space assumption may be removed.

1 Introduction

The Fiat-Shamir method of transforming identification schemes into signature schemes \cite{11} is popular because it yields efficient signature schemes, and has been receiving renewed interest of late as the main tool in deriving forward-secure signature schemes. We find minimal (meaning necessary and sufficient) conditions on the identification scheme to ensure security of the signature scheme in the random oracle model. The conditions are simple and natural. Below we begin with some background and discussion of known results, and then move to our results, considering first the usual and then the forward-secure case.

Canonical ID schemes. The Fiat-Shamir (FS) transform applies to identification (ID) schemes having a three-move format that we call canonical. The prover, holding a secret key $sk$, sends a message $CMT$ called a commitment to
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The verifier returns a challenge $Ch$ consisting of a random string of some length. The prover provides a response $Rsp$. Finally, the verifier applies a verification algorithm $V$ to the prover’s public key $pk$ and the conversation $Cmt \| Ch \| Rsp$ to obtain a decision bit, and accepts iff $Dec = 1$. The length of the challenge is $c(k)$ where $k$ is the security parameter and $c$ is a function associated to the scheme. A large number of canonical ID schemes are known (e.g., [11,14,6,17,24,7,12,20,19,26,21]) and are candidates for conversion to signature schemes via the FS transform.

The FS transform. The signer has the public and secret keys $pk, sk$ of the prover of the ID scheme. To sign a message $M$ it computes $Cmt$ just as the prover would, hashes $Cmt \| M$ using a public hash function $H: \{0,1\}^* \to \{0,1\}^{c(k)}$ to obtain a “challenge” $Ch = H(Cmt \| M)$, computes a response $Rsp$ just as the prover would, and sets the signature of $M$ to $Cmt \| Rsp$. To verify that $Cmt \| Rsp$ is a signature of $M$, one first computes $Ch = H(Cmt \| M)$ and then checks that the verifier of the identification scheme would accept, namely $V(pk, Cmt \| Ch \| Rsp) = 1$. Fiat and Shamir’s suggestion that one model $H$ as a random oracle [11] is adopted by previous security analyses, both in the standard setting [23,18] and in the forward-secure setting [4,2,15], and also by this paper.

Target security goal for signatures. Focusing first on the standard setting (meaning where forward-security is not a goal), the target is to prove that the signature scheme is unforgeable under chosen-message attack [13] in the random oracle model [5]. This requires that it be computationally infeasible for an adversary to produce a valid signature of a new message even after being allowed a chosen-message attack on the signer and provided oracle access to the random hash function.

Non-triviality. Previous works [23,18] have assumed that the ID scheme has the property that the space from which the prover draws its commitments is large, meaning super-polynomial. We refer to a scheme with this property as non-trivial. (A more general definition, in terms of min-entropy, is Definition 3.) We point out in Section 6 that non-triviality of the ID scheme is necessary for the security of the signature scheme derived via the FS transform, and thus all discussions related to the FS transform below will assume it. (We will see however that this assumption can be removed by considering a randomized generalization of the FS transform.)

1.1 Main Result

In this work we find simple and natural assumptions on the ID scheme that are both sufficient and necessary for the security of the signature scheme, and are related to the security of the underlying ID scheme for the purpose for which it was presumably designed, namely identification.

Statement. We prove the following: The signature scheme resulting from applying the FS transform to a non-trivial ID scheme is secure against chosen-message attack in the random oracle model if and only if the underlying identification
scheme is secure against impersonation under passive attack. A precise statement is Theorem 1. Let us recall the notion of security used here, following [10], and then compare this to previous work.

**Security of identification schemes.** As with any primitive, a notion of security considers adversary goals (what it has to do to win) and adversary capability (what attacks it is allowed). Naturally, for an ID scheme, the adversary goal is impersonation: it wins if it can interact with the verifier in the role of a prover and convince the latter to accept. There are two natural attacks to consider: passive and active. Passive attacks correspond to eavesdropping, meaning the adversary is in possession of transcripts of conversations between the real prover and the verifier. Active attacks mean that it gets to play the role of a verifier, interacting with the real prover in an effort to extract information. Security against impersonation under active attack is the attribute usually desired of an ID scheme to be used in practice for the purpose of identification. It is however the weaker attribute of security against impersonation under passive attack that we show is tightly coupled to the security of the derived signature scheme.

1.2 Comparison with Previous Work

Past security analyses identify assumptions on a non-trivial ID scheme that suffice to prove that corresponding the FS-transform based signature scheme is secure, as follows. The pioneering work of Pointcheval and Stern [23] assumes that the identification scheme is honest verifier zero-knowledge and also, in their Forking Lemma, assume a property that implies that it is a “proof of knowledge” [10,3], namely that there is an algorithm that can produce two transcripts which start with the same commitment (Cmt, Ch, Rsp), (Cmt, Ch’, Rsp’) such that, if both are accepted by the verifier V, the underlying secret key can be determined. (This property is called *collision intractability* in [9].) We refer to an ID scheme meeting these conditions as PS-secure.

Ohta and Okamoto [18] assume that the identification scheme is honest-verifier (perfect) zero-knowledge and that it is computationally infeasible for a cheating prover to convince the verifier to accept. We refer to such an ID scheme as OO-secure.

**Relations.** Figure 1 puts our result in context with previous works. It considers the three assumptions made on non-trivial identification schemes for the purpose of proving security of the corresponding FS-transform based signature scheme: PS-security [23]; OO-security [18]; and the assumption of security against impersonation under passive attacks. As the picture indicates, all three suffice to prove security of the signature scheme in the random oracle model. However, the assumption we make is not only necessary but also sufficient, while the others are provably not necessary. Furthermore, our assumption is weaker than the other assumptions, shown to imply them but not be implied by them. Let us discuss this further.
We depict relations among assumptions on non-trivial ID schemes that have been used to prove security of the corresponding signature scheme. An arrow denotes an implication while a barred arrow denotes a separation. The dotted arrows are existing relations, annotated with citations to the papers establishing them. The full arrows are either relations established in this paper, or are easy.

It is well known that PS or OO security imply security against impersonation under passive attacks. The converse, however, is not true: in Section 4 we present examples that show that a non-trivial ID scheme could be secure against impersonation under passive attack yet be neither PS nor OO secure. Thus, our assumption on the ID scheme is weaker than previous ones. On the other hand, the fact that this assumption is necessary says that it is minimal. A consequence is that there exist (non-trivial) ID schemes that are neither PS-secure nor OO-secure, yet the corresponding signature scheme is secure, showing that the previous assumptions are not necessary conditions for the security of the signature scheme.

In practice, these gaps may not be particularly limiting, because practical ID schemes for the most part are PS-secure or OO-secure. However our result can simplify future or even existing constructions of identification based signature schemes, and clarifies the theoretical picture.

Assumptions related to the problem. Fiat and Shamir [11] suggested that their transform be applied to an ID scheme. However, previous security analyses have made assumptions that are in fact not inherent to the notion of identification itself. By this we mean assumptions such as honest verifier zero-knowledge or that underlying the forking lemma. These types of properties are convenient tools in the analysis of ID schemes, but not the end goals of identification. In particular, as we show in Section 4 there exist ID schemes, secure even against active attack, that are not honest verifier zero-knowledge and fail to meet the conditions of the forking lemma. In contrast, our necessary and sufficient condition, namely security against impersonation under passive attacks, is a natural end goal of identification. Our results thus support the original intuition that seems to have guided [11], namely that the security of the signature scheme stems from the security of the identification scheme relative to the job for which the latter was intended.
1.3 Generalized Transform

As previously mentioned, the non-triviality assumption on an ID scheme is necessary to guarantee that the FS transform yields a secure signature scheme. We define a randomized generalization of the Fiat-Shamir transform (described in detail in Construction 1). We show that this modification allows the non-triviality assumption to be removed. Specifically, we prove that the signature scheme resulting from our generalized Fiat-Shamir transform is secure against chosen-message attack in the random oracle model if and only if the underlying identification scheme is secure against impersonation under passive attack. A precise statement is presented in Theorem 2.

We note that the process of applying our generalized transform to a given ID scheme can be alternatively viewed as first modifying the ID scheme by enhancing its commitment space and then applying the FS transform.

1.4 Results for Forward Security

An important paradigm in the construction of forward-secure signature schemes, beginning with [4] and continuing with [2,15], has been to first design a forward-secure identification scheme and then obtain a forward-secure signature scheme via the FS transform. The analyses in these works are however ad hoc.

We prove an analogue of our main result that says that the signature scheme resulting from applying FS transform to a non-trivial ID scheme is forward-secure against chosen-message attacks in the random oracle model if and only if the underlying identification scheme is forward-secure against impersonation under passive attack. An extension based on the generalized FS transform, analogous to that mentioned above, also holds. This brings the characterization described above to forward-secure signature schemes, and helps to unify previous results [4,2,15]. Our result can simplify future or even existing constructions of identification based forward-secure signature schemes, saving repetition in the analytical work. (One should note however that non-modular analyses may have the benefit of yielding better concrete security than is obtained by our general result [2,15].)

1.5 Discussion and Remarks

Other Transforms. There are other methods of transforming ID schemes into signature schemes. A variant of the FS transform suggested by Micali and Reyzin [16] applies only to a subclass of canonical ID schemes. A transform suggested by Cramer and Damgård [9] has the advantage of not requiring random oracles in the analysis, but is relatively inefficient. Overall the FS transform has remained the most attractive, due to its wide applicability, the efficiency of the resulting signature scheme, and its robustness in the face of extra goals such as forward security, and thus is our focus.

The Proofs. This abstract outlines proof ideas where space permits. Full proofs can be found in [1]. We note that our proofs appear to be simpler than previous
ones even though our results are stronger. We believe that this is true because our assumptions, although weaker, have extracted more of the properties of the ID scheme that are truly relevant to the security of the signature scheme, thereby leaving less to be proven.

2 Definitions

Notation. If \( A(\cdot, \cdot, \ldots) \) is a randomized algorithm, then \( y \leftarrow A(x_1, x_2, \ldots; R) \) means \( y \) is assigned the unique output of the algorithm on inputs \( x_1, x_2, \ldots \) and coins \( R \), while \( y \leftarrow A(x_1, x_2, \ldots) \) is shorthand for first picking \( R \) at random and then setting \( y \leftarrow A(x_1, x_2, \ldots; R) \). We let \( \text{Coins}_A(k) \) denote the space from which \( R \) is drawn – it is a set of binary strings of some appropriate length – where \( k \) is the underlying security parameter. If \( S \) is a set then \( s \leftarrow R \) \( S \) indicates that \( s \) is chosen uniformly at random from \( S \). If \( x_1, x_2, \ldots \) are strings then \( x_1 \parallel x_2 \parallel \cdots \) denotes an encoding under which the constituent strings are uniquely recoverable. It is assumed any string \( x \) can be uniquely parsed as an encoding of some sequence of strings. The empty string is denoted \( \varepsilon \).

Canonical identification schemes. We use the term canonical to describe a three-move protocol in which the verifier’s move consists of picking and sending a random string of some length, and the verifier’s final decision is a deterministic function of the conversation and the public key (cf. Figure 2). The specification of a canonical identification scheme will take the form \( \text{ID} = (K, P, V, c) \) where \( K \) is the key generation algorithm, taking input a security parameter \( k \in \mathbb{N} \) and returning a public and secret key pair \( (pk, sk) \); \( P \) is the prover algorithm taking input \( sk \) and the current conversation prefix to return the next message to send to the verifier; \( c \) is a function of \( k \) indicating the length of the verifier’s challenge; \( V \) is a deterministic algorithm taking \( pk \) and a complete conversation transcript to return a boolean decision \( \text{Dec} \) on whether or not to accept. We associate to \( \text{ID} \) and each \( (pk, sk) \) a randomized transcript generation oracle which takes no inputs and returns a random transcript of an “honest” execution, namely:

\[
\begin{align*}
\text{Function } & \text{Tr}_{pk,sk,k}^{\text{ID}} \\
R_P & \leftarrow \text{Coins}_P(k) \\
\text{Cmt} & \leftarrow P(sk; R_P); \text{ Ch} \leftarrow \{0,1\}^{c(k)}; \text{ Rsp} \leftarrow P(sk, \text{Cmt} \parallel \text{ Ch} \parallel R_P); \\
\text{Return } & \text{Cmt} \parallel \text{Ch} \parallel \text{Rsp}
\end{align*}
\]

The scheme must obey a standard completeness requirement, namely that for every \( k \), we have \( \Pr[V(pk, \text{Cmt} \parallel \text{Ch} \parallel \text{Rsp}) = 1] = 1 \), the probability being over \( (pk, sk) \leftarrow K(k) \) and \( \text{Cmt} \parallel \text{Ch} \parallel \text{Rsp} \leftarrow \text{Tr}_{pk,sk,k}^{\text{ID}} \).

Security against impersonation under passive attacks considers an adversary – here called an impersonator – whose goal is to impersonate the prover without the knowledge of the secret key. In practice, such an adversary generally has access not only to the public key but also to conversations between the real prover and an honest verifier, possibly via eavesdropping over the network. We model this setting by viewing an impersonator as a probabilistic algorithm \( I \) and
Fig. 2. A canonical identification protocol.

giving to it the public key and the transcript-generation oracle defined above. This oracle gives $I$ the ability to obtain some number of transcripts of honest executions of the protocol. After reviewing the transcripts, the impersonator must then participate in the three-move protocol with an honest verifier and try to get the verifier to accept.

**Definition 1 (Security of an identification scheme under passive attacks).** Let $\mathcal{ID} = (K, P, V, c)$ be a canonical identification scheme, and let $I$ be an impersonator, $st$ be its state, and $k$ be the security parameter. Define the advantage of $I$ as

$$\text{Adv}_{\mathcal{ID},I}^{\text{imp-pa}}(k) = \Pr[\text{Exp}_{\mathcal{ID},I}^{\text{imp-pa}}(k) = 1],$$

where the experiment in question is

$$\text{Exp}_{\mathcal{ID},I}^{\text{imp-pa}}(k) = (pk, sk) \leftarrow K(k); st||CMT \leftarrow I^{Tr_{\mathcal{ID}}(pk, sk, k)}(pk); CH \overset{R}{\leftarrow} \{0, 1\}^{c(k)}; RSP \leftarrow I(st, CH); \text{Dec} \leftarrow V(pk, CMT||CH||RSP); \text{Return Dec}$$

We say that $\mathcal{ID}$ is polynomially-secure against impersonation under passive attacks if $\text{Adv}_{\mathcal{ID},I}^{\text{imp-pa}}(\cdot)$ is negligible for every probabilistic poly($k$)-time impersonator $I$. ■

**Signature schemes.** We recall the standard definition of security of a digital signature scheme under chosen-message attacks (cf. [13]) adapted to the random oracle model as per [5].

The specification of a digital signature scheme will take the form $\mathcal{DS} = (K, S, Vf, c)$ where: $K$ is the key generation algorithm, taking input a security parameter $k \in \mathbb{N}$ and returning a public and secret key pair $(pk, sk)$; $S$ is the signing algorithm taking input $sk$ and a message $M \in \{0, 1\}^*$ to be signed and returning a signature; $Vf$ is the verification algorithm taking input $pk$, a message $M$ and a candidate signature $\sigma$ for $M$ and returning a boolean decision. The signing and verifying algorithms have oracle access to a function $H$: $\{0, 1\}^* \rightarrow \{0, 1\}^{c(k)}$ (which in the random oracle model will be a random function) so that $c$ in the scheme description is a function of $k$ whose value is the output-length of the hash function being used. The signing algorithm may be randomized, drawing coins from a space $\text{Coins}_S(k)$, but the verification algorithm is deterministic. It is required that valid signatures are always accepted.
The adversary $F$ – called a forger in this setting – gets the usual signing oracle plus direct access to the random oracle and wins if it outputs a valid signature of a new message. Below, we let $\{0,1\}^* \rightarrow \{0,1\}^c$ denote the set of all maps from $\{0,1\}^*$ to $\{0,1\}^c$. The notation $H \leftarrow [\{0,1\}^* \rightarrow \{0,1\}^c]$ is used to mean that we select a hash function $H$ at random from this set. The discussion following the definition clarifies how this random selection from an infinite space is implemented.

**Definition 2 (Security of a digital signature scheme).** Let $\mathcal{DS}=(K,S,V,c)$ be a digital signature scheme, let $F$ be a forger and $k$ the security parameter. Define the experiment

$$\text{Exp}_{\mathcal{DS},F}(k)$$

$$(pk,sk) \leftarrow K(k); (M,\sigma) \leftarrow FS^H(\cdot).H(\cdot)(pk); \text{ Dec} \leftarrow V^H(pk,M,\sigma)$$

If $M$ was previously queried to $S^H_{sk}(\cdot)$ then return 0 else return Dec

Define the advantage of $F$ as

$$\text{Adv}_{\mathcal{DS},F}^{\text{frag-cma}}(k) = \Pr[\text{Exp}_{\mathcal{DS},F}^{\text{frag-cma}}(k) = 1].$$

$\mathcal{DS}$ is polynomially-secure against chosen-message attacks if $\text{Adv}_{\mathcal{DS},F}^{\text{frag-cma}}(\cdot)$ is negligible for every probabilistic poly($k$)-time forger $F$.

A special convention is needed with regard to how one can measure the time taken by the first step of $\text{Exp}_{\mathcal{DS},F}^{\text{frag-cma}}(k)$ where one picks at random a function $H$ from an infinite space. This selection of the hash function is not viewed as being performed all at once. Rather, the hash function is built dynamically using a table. In particular, for each hash-oracle query $M$, we check if the entry $H(M)$ exists. If so, we return it. Otherwise, we pick a random element $y$ from $\{0,1\}^c$, make a table entry $H(M)=y$, and return $y$.

**Concrete security issues.** In addition to our main results which speak in the usual language of polynomial security, we make concrete security statements so as to better gauge the practical impact of our reductions. Below, we discuss the parameters and conventions used.

When we refer to the running time of an adversary such as an impersonator or forger, we mean the time-complexity of the entire associated experiment, including the time taken to pick keys, compute replies to oracle queries, implement a random hash function as described above, and even compute the final outcome of the experiment.

For identification, the parameters of interest are the running time of the adversary and the number of queries $q$ it makes to its transcript oracle. For signatures, the parameters of interest are the forger’s running time, the number of sign-oracle queries, denoted $q_s$, and the number of hash-oracle queries, denoted $q_h$. All of these are functions of the security parameter $k$.

All query parameters are bounded by the running time, so if the adversary is polynomial time, all the other parameters are poly($k$)-bounded. Thus, they can be ignored in the polynomial-time setting.
Equivalence Results

To save space (and avoid repetition), we present straightaway our randomized generalization of the Fiat-Shamir transform. The standard Fiat-Shamir transformation is the special case of the construction below in which the seed length is $s(k) = 0$.

**Construction 1 (Generalized Fiat-Shamir Transform).** Let $\mathcal{ID} = (K, P, V, c)$ be a canonical identification scheme and let $s : \mathbb{N} \to \mathbb{N}$ be a function which we call the seed length. We associate to these a digital signature scheme $\mathcal{DS} = (K, S, V_f, c)$. It has the same key generation algorithm as the identification scheme, and the output length of the hash function equals the challenge length of the identification scheme. The signing and verifying algorithms are defined as follows:

**Algorithm $S^H (sk, M)$**

$R \leftarrow \{0, 1\}^{s(k)}; \quad R_P \leftarrow \text{Coins}_P(k)$

$\text{Cmt} \leftarrow P(sk; R_P)$

$\text{CH} \leftarrow H(R\|\text{Cmt}\|M)$

$\text{Rsp} \leftarrow P(sk, \text{Cmt}\|\text{CH}; R_P)$

Return $R\|\text{Cmt}\|\text{Rsp}$

**Algorithm $V^H (pk, M, \sigma)$**

Parse $\sigma$ as $R\|\text{Cmt}\|\text{Rsp}$

$\text{CH} \leftarrow H(R\|\text{Cmt}\|M)$

$\text{Dec} \leftarrow V(pk, \text{Cmt}\|\text{CH}\|\text{Rsp})$

Return $\text{Dec}$

Note that the signing algorithm is randomized, using a random tape whose length is $s(k)$ plus the length of the random tape of the prover. Furthermore, the chosen random seed is included as part of the signature, to make verification possible.

We use the concept of min-entropy \[\S\] to measure how likely it is for a commitment generated by the prover of an identification scheme to collide with a fixed value. This is used to provide a more precise definition of what in the Introduction was referred to as a non-trivial ID scheme.

**Definition 3 (Min-Entropy of Commitments).** Let $\mathcal{ID} = (K, P, V, c)$ be a canonical identification scheme. Let $k \in \mathbb{N}$, and let $(pk, sk)$ be a key pair generated by $K$ on input $k$. Let $\mathcal{C}(sk) = \{P(sk; R_P) : R_P \in \text{Coins}_P(k)\}$ be the set of commitments associated to $sk$. We define the maximum probability that a commitment takes on a particular value via

$$\alpha(sk) = \max_{\text{Cmt} \in \mathcal{C}(sk)} \left\{ \Pr \left[ P(sk; R_P) = \text{Cmt} : R_P \leftarrow \text{Coins}_P(k) \right] \right\}$$

Then, the min-entropy function associated to $\mathcal{ID}$ is defined as follows:

$$\beta(k) = \min_{sk} \left\{ \log_2 \frac{1}{\alpha(sk)} \right\},$$

where minimum is over all $(pk, sk)$ generated by $K$ on input $k$. We say that $\mathcal{ID}$ is non-trivial if $\beta(\cdot) = \omega(\log(\cdot))$ is super-logarithmic.

We remark that for practical identification schemes, the commitment is drawn uniformly from some set. If the size of this set is $\gamma(\cdot)$ then the min-entropy of the scheme is $\log_2(\gamma(\cdot))$. Non-triviality means that this set has super-polynomial size.
Theorem 1 (Equivalence Under Standard Fiat-Shamir Transform). Let $\mathcal{ID} = (K, P, V, c)$ be a non-trivial, canonical identification scheme, and let $\mathcal{DS} = (K, S, V_f, c)$ be the associated signature scheme as per Construction $\dagger$ with $s(k) = 0$. Then $\mathcal{DS}$ is polynomially-secure against chosen-message attacks in the random oracle model if and only if $\mathcal{ID}$ is polynomially-secure against impersonation under passive attacks.

The non-triviality assumption above can be removed if one applies the generalized FS transform with a seed length that is not zero but which, when added to the min-entropy, results in a super-logarithmic function.

Theorem 2 (Equivalence Under Generalized Fiat-Shamir Transform). Let $\mathcal{ID} = (K, P, V, c)$ be a canonical identification scheme, let $s(\cdot)$ be a seed length, and let $\mathcal{DS} = (K, S, V_f, c)$ be the associated signature scheme as per Construction $\dagger$. Let $\beta(\cdot)$ be the min-entropy function associated to $\mathcal{ID}$. Assume $s(\cdot) + \beta(\cdot) = \omega(\log(\cdot))$. Then $\mathcal{DS}$ is polynomially-secure against chosen-message attacks in the random oracle model if and only if $\mathcal{ID}$ is polynomially-secure against impersonation under passive attacks.

Theorem 1 is the special case of Theorem 2 in which $s(\cdot) = 0$ and $\beta(\cdot)$ is super-logarithmic. Accordingly, it suffices to prove Theorem 2. The proof of Theorem 2 follows easily from the two lemmas below. The first lemma relates the exact security of the signature scheme to that of the underlying identification scheme.

Lemma 1 (ID $\Rightarrow$ SIG). Let $\mathcal{ID} = (K, P, V, c)$ be a canonical identification scheme, let $s(\cdot)$ be a seed length, and let $\mathcal{DS} = (K, S, V_f, c)$ be the associated signature scheme as per Construction $\dagger$. Let $\beta(\cdot)$ be the min-entropy function associated to $\mathcal{ID}$. Let $F$ be an adversary attacking $\mathcal{DS}$ in the random oracle model, having time-complexity $t(\cdot)$, making $q_s(\cdot)$ sign-oracle queries and $q_h(\cdot)$ hash-oracle queries. Then there exists an impersonator $I$ attacking $\mathcal{ID}$ such that

$$\text{Adv}_{\mathcal{DS}, F}^{\text{frg-cma}}(k) \leq (1+q_h(k)) \cdot \text{Adv}_{\mathcal{ID}, I}^{\text{imp-pa}}(k) + \frac{[1+q_h(k)+q_s(k)] \cdot q_s(k)}{2^{s(k)} + \beta(k)}.$$  \hspace{1cm} (1)

Furthermore, $I$ has time-complexity $t(\cdot)$ and makes at most $q_s(\cdot)$ queries to its transcript oracle.

The full proof of Lemma 1 is presented in the full version of the paper $\dagger$, but we give a brief sketch of it here. We use a standard approach, namely assuming that a forger $F$ can break the signature scheme, we construct an impersonator $I$ that has access to a transcript generation oracle. The goal of $I$ is to convince an honest verifier that it is a prover without knowing the secret key. $I$ achieves its goal by running the forger $F$ as a subroutine, answering its hash and sign oracle queries. When $F$ outputs a forgery, $I$ can make use of it in its interaction with the verifier. In order to do so, $I$ guesses the “forgery point,” at which $F$ makes a hash query (of the form $R \parallel \text{CMT} \parallel M$) that contains the message $M$ on
which $F$ will attempt to forge, and uses CMT as its commitment to the verifier. The verifier then replies with a challenge, and $I$ uses this value in its response to $F$’s hash query at the forgery point. $I$ simulates the response to $F$’s other hash and sign queries using the transcript generation oracle and randomness. When $F$ finally outputs a forgery, $I$ uses it to respond to the verifier’s challenge. If $I$ guessed $F$’s forgery point correctly and if $F$’s forgery was successful, then the impersonator succeeds. Note that “enough” randomness or min-entropy is needed to successfully simulate the responses to the forger’s hash and sign queries.

Going in the opposite direction, the following lemma relates the security of the identification scheme to that of the signature scheme derived from it. In fact, it says that if the signature scheme is secure then so is the identification scheme (regardless of the min-entropy of the ID scheme).

**Lemma 2 (ID $\iff$ SIG).** Let $\mathcal{ID} = (K, P, V, c)$ be a canonical identification scheme, let $s(\cdot)$ be a seed length, and let $\mathcal{DS} = (K, S, Vf, c)$ be the associated signature scheme as per Construction [1]. Let $I$ be an adversary attacking $\mathcal{ID}$, having time-complexity $t(\cdot)$ and making $q(\cdot)$ queries to its transcript oracle. Then, in the random oracle model, there exists a forger $F$ attacking $\mathcal{DS}$ such that

$$\text{Adv}^{\text{imp-pa}}_{\mathcal{ID},I}(k) \leq \text{Adv}^{\text{frg-cma}}_{\mathcal{DS},F}(k).$$

Furthermore, $F$ has time-complexity $t(\cdot)$, makes at most $q(\cdot)$ queries to its sign-oracle and at most $q(\cdot)$ queries to its hash-oracle. \[\square\]

The proof of the lemma above uses a standard reduction technique and is straightforward. We assume that an impersonator mounting a passive attack can break the identification scheme, and build a forger who runs it as a subroutine. Transcript queries are answered by the forger using its signature oracle, and a successful impersonation attempt translates easily into a successful forgery. The proof details can be found in the full version of the paper [1].

## 4 Separations among Security Assumptions

In this section, we justify the claimed separations among the security conditions in Figure [1]. Specifically, we give an example of an ID scheme that is secure against impersonation under passive attack but is not honest-verifier zero-knowledge, and also an example of an ID scheme that is secure against impersonation under passive attack and is not a proof of knowledge. (In this section, proof of knowledge means proof of knowledge of the secret key. More precisely, it refers to some underlying witness-relation $R(pk, sk)$ depending on the protocol.) Since the PS and OO assumptions include either an assumption of honest verifier zero-knowledge or an assumption of proof of knowledge, this implies that there exists an identification scheme secure against impersonation under passive attack that is not PS secure, and there exists an identification scheme secure against impersonation under passive attack that is not OO secure, justifying two of the claimed separations in Figure [1] and showing that our assumption on the ID scheme is strictly weaker than previous ones used to prove security of the signature scheme.
Furthermore, this also justifies two more separations claimed in Figure 1, namely that the signature scheme could be secure even if the ID scheme is not PS secure or OO secure. This follows simply by logic, because if we assume that security of the signature scheme implies, say, PS-security of the ID scheme, the existing arrows say that security against impersonation under passive attack implies PS-security, which we know from the above to not be true. The analogous argument applies in the case of OO.

We now proceed to the examples. Shoup notes that the $2^m$-th root identification (a special case of the identification scheme of Ong and Schnorr [20]) is provably not a proof of knowledge if factoring is hard [25]. However, he shows that this scheme is secure against impersonation under active (and hence certainly under passive) attacks if factoring is hard. This yields the following:

**Proposition 1.** If factoring is hard, then there exists a non-trivial canonical identification scheme that is secure against impersonation under passive attacks but is not a proof of knowledge.

Similarly, we show that there exists an identification scheme that is secure against impersonation under passive attacks yet is not honest verifier zero-knowledge. We take the following approach in constructing such an identification scheme. We begin with a canonical identification secure against impersonation under passive attacks and modify it so that it remains secure against impersonation under passive attacks but is not zero-knowledge. A detailed construction is presented in the full version of the paper [1]. The example we construct, though contrived, makes the point that zero-knowledge is not strictly necessary in a secure identification scheme. The following proposition states this more precisely.

**Proposition 2.** If factoring is hard, then there exists a non-trivial canonical identification scheme that is secure against impersonation under passive attacks but is not honest-verifier zero-knowledge.

5 Extension to Forward Security

We prove an extension of Theorem 2 to the case where the security requirement is forward security.

**Canonical forward-secure identification schemes.** We consider key-evolving identification schemes. The operation of the scheme is divided into time periods, where a different secret is used in each time period. The public key remains the same in every time period. A canonical key-evolving identification scheme is a three-move protocol in which the verifier’s only move is to pick and send a random challenge to the prover. Unlike canonical identification schemes with fixed keys, the verifier’s final decision, though still deterministic, is not only a function of the conversation with the prover and the public key, but also a function of the the index of the current time period. We say that a canonical key-evolving identification scheme is forward-secure if it is infeasible for a passive
adversary, even with access to the current secret key, to impersonate the prover with respect to an honest verifier in any of the prior time periods.

As pointed out by Bellare and Miner [4], forward-secure identification schemes are artificial constructs since, due to the online nature of identification protocols, the kind of attack we withstand in this case cannot exist in reality. Nevertheless, the schemes are still very useful in the design of efficient forward-secure signature schemes. Please refer to the full version of the paper [1] for a formal definition of a key-evolving identification scheme and what it means for it to be forward-secure.

**Forward-secure signature schemes.** A forward-secure signature scheme is in essence a key-evolving signature scheme in which the secret key is updated periodically. As in standard signature schemes, the public key remains the same throughout the lifetime of the scheme. In each time period, a different secret key is used to sign messages. The verification algorithm checks not only the validity of a signature, but also the particular time period in which it was generated. At the end of each time period, an update algorithm is run to compute the new secret key from the current one, which is then erased. Informally, we say that a key-evolving signature scheme is forward-secure under chosen-message attack if it is infeasible for an adversary, even with access to the secret key for the current period and to previously signed messages of its choice, cannot forge signatures for a past time period. For a formal definition of a key-evolving signature scheme and what it means for it to be forward-secure, see the full version of the paper [1].

**The equivalence.** Our transformation of key-evolving ID schemes into key-evolving signature schemes follows the same paradigm of Construction 1, in which the challenge becomes the output of a hash function \( H \). The main difference with respect to that construction is that the secret key is no longer fixed but varies according to the time period. As a result, the current time index \( j \) is also given as input to the signing algorithm and attached to the signature to allow for correct verification. The current time index \( j \) is also added to the input of the hash function, which now becomes \( j \| R \| \text{Cmt} \| M \). The update algorithm of the key-evolving signature scheme is exactly the same as that of the identification scheme on which it is based. The following theorem, where min-entropy is defined in a manner similar to that for canonical identification schemes, states precisely the equivalence with regard to forward security of the key-evolving ID scheme and the associated key-evolving signature scheme.

**Theorem 3 (Forward security equivalence theorem).** Let \( \mathcal{FID} = (K, P, V_{\text{ID}}, c, T) \) be a canonical key-evolving identification scheme, let \( s(\cdot) \) be a seed length, and let \( \mathcal{FSDS} = (K, S, V_{\text{Sig}}, c, T) \) be the associated key-evolving signature scheme as per the new construction described above. Let \( \beta(\cdot) \) be the min-entropy function associated to \( \mathcal{FID} \) and assume \( s(\cdot) + \beta(\cdot) = \omega(\log(\cdot)) \). Then \( \mathcal{FSDS} \) is polynomially-forward-secure against chosen-message attack in the random oracle model if and only if \( \mathcal{FID} \) is polynomially-forward-secure against impersonation under passive attacks. ■
The full paper [1] states and proves a pair of lemmas, one for each direction of the “if and only if”. These indicate the concrete security of the underlying reductions. The theorem follows.

As in the case of standard signature and ID schemes, if we consider key-evolving ID schemes in which the commitment is chosen from a large space (i.e., $\beta(\cdot) = \omega(\log(\cdot)))$, then the key-evolving signature scheme resulting from the Fiat-Shamir transform (i.e., $s(k) = 0$) is forward-secure against chosen-message attack in the random oracle model if and only if the underlying identification scheme is forward-secure against impersonation under passive attacks.

6 The Non-triviality Condition

We show that applying the FS transform to a trivial identification scheme can result in an insecure signature scheme, which supports our claim in the Introduction that non-triviality of the ID scheme is necessary for security of the signature scheme obtained via the FS transform. This is implied by the following, whose proof is presented in the full version of the paper [1].

**Proposition 3.** If factoring Williams integers is hard, then there exists a trivial, canonical identification scheme that is secure against impersonation under passive attacks, but the signature scheme resulting from applying the standard Fiat-Shamir transform is insecure.

This example also shows why the generalized FS transform that we have introduced is useful. Since the ID scheme is secure against impersonation under passive attacks, the generalized transform does yield a secure signature scheme, even though the triviality of the ID scheme prevented the FS transform from doing so.
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Abstract. This paper focuses on notions for the security of digital signature schemes whose resistance against forgery is not dependent on unproven computational assumptions. We establish successfully a sound and strong notion for such signature schemes. We arrive at the sound notion by examining carefully the more established security notions for digital signatures based on public-key cryptography, and taking into account desirable requirements of signature schemes in the unconditional security setting. We also reveal an interesting relation among relevant security notions which have appeared in the unconditionally setting, and significantly, prove that our new security notion is the strongest among all those for unconditionally secure authentication and signature schemes known to date. Furthermore, we show that our security notion encompasses that for public-key signature schemes, namely, existential unforgeability under adaptive chosen-message attack. Finally we propose a construction method for signature schemes that are provably secure in our strong security notion.

1 Introduction

In this paper, we address security notions for signature schemes that do not depend on any computational assumption.

Since the discovery of public-key cryptography [10], significant advances have been reported on digital signature schemes [21][11]. Although it is shown in [10] that a trapdoor function allows to create digital signature schemes in the public-key setting, a number of technical problems arise if digital signatures are implemented using a general trapdoor function as suggested in [10]. Thus it is important to have a formal notion of what a secure digital signature scheme is, and to construct a digital signature scheme which can be proven to be secure in the formal notion. The current standard security notion was established by Goldwasser, Micali and Rivest [14]. In the same paper the authors also demonstrated the first digital signature scheme that was proven to be secure against a very general attack, called adaptive chosen message attack. Since then, many
provable secure digital signature schemes have been proposed by researchers [2][23][7][12][1].

These schemes and the infrastructure within which they operate have a limitation in that their underlying security relies on the presumed computational difficulty of certain number-theoretic problems such as the integer factoring problem and the (elliptic curve) discrete logarithm problem. Thus should future progress in computers as well as discoveries of revolutionary algorithms make it computationally feasible to solve larger size number-theoretic problems, such a presumption would not be able to assure the security of current digital signatures. This situation is disturbing considering that there are many cases where documents, such as court and government records, long-term leases and contracts, are required by law to be kept intact for a long period of time, say over 50 years.

In attempting to solve this problem, researchers have introduced unconditionally secure digital signature schemes and authentication codes which do not rely on any unproven assumption such as the discrete logarithm problem. Like many other areas in security, there is clearly a need to identify a kind of benchmarks that one can employ to analyze and compare various signature schemes in the unconditional security setting. A major contribution of this research is to establish a strong security notion for all digital signature schemes including unconditionally secure ones. Additionally, we will show a concrete construction of unconditionally secure digital signature schemes which satisfies the requirements of the strong security notion.

Let us briefly survey existing unconditionally secure schemes. The first unconditionally secure signature was proposed by Chaum and Roijakkers [5]. There have been many attempts to enhance conventional unconditionally secure authentication codes [13][27] with extra security-properties that are required by signature schemes. Major extensions of conventional authentication codes include the so-called $A^2$-codes [28][29][19][20][18], $A^3$-codes [3][8][30][17][18][31] and multi-receiver authentication codes (with dynamic senders) [9][24][25][26][18]. Recently, the first unconditionally secure signature scheme that admits provably secure transfer of signatures has been proposed in [15]. These schemes, however, have all been proven to be secure against some specific attacks. This raises a number of interesting questions: what are other possible attacks? More importantly, are these signature schemes secure against other yet to be identified attacks?

As mentioned earlier, the focus of this research is to establish a strong security notion for signature schemes whose security does not depend on any computational assumption. It is discussed by taking into account the security notions for public-key signature schemes and additional requirements for signature schemes in the unconditional security setting. Furthermore we examine relations among all the security notions which have been proposed in the context of unconditionally secure signature schemes. It turns out that our security notion is the strongest among all the security notions for unconditionally secure authentication and signature schemes known so far, and it encompasses the security
notion for public-key signature schemes, namely existential unforgeability under adaptive chosen-message attack. Finally we propose a construction method for signature schemes that are secure in our strong security notion.

2 Approaches to the Notion of Unconditional Security

2.1 Discussion

In this section, we consider how unconditionally secure signature schemes should be defined. By unconditionally secure one generally means that security must not depend on any computational assumption. To address the question, there are two issues to be discussed. The first is how to establish a proper model for signature schemes, and the second is to define, in a formal way, unconditional security notion in that model.

When introducing a model for unconditionally secure signature schemes, care should be taken so that properties of public-key signature schemes are captured. In addition, the model should be as simple as possible.

We start with the following typical model for signature schemes.

Definition 1 A signature scheme $\Pi = (Gen, Sig, Ver)$ consists of a key generation algorithm, $Gen$, a signing algorithm, $Sig$, and a verification algorithm, $Ver$.

1. **Key Generation**: The key generation algorithm outputs a signing-key $x$ for a signer and a verification-key $y$ for a verifier, respectively.

2. **Signature Generation**: For a message $m$, the signer creates a signature $a := Sig(x,m)$ using his signing key $x$. The pair $(m,a)$ is a resultant signed message.

3. **Verification**: The verifier checks whether $(m,a)$ is created by the signer using his verification key. More precisely, the verifier accepts it as having originated from the signer if $Ver(y,m,a) = true$, and rejects it if $Ver(y,m,a) = false$.

Definition 2 Let $x$ be a signing-key of a signer. A signed message $(m,a)$ is said to be valid if $a = Sig(x,m)$. Likewise, a signature $a$ of a message $m$ is said to be valid if $a = Sig(x,m)$. Otherwise, $(m,a)$ is said to be invalid.

To simplify our discussions, we consider a model of signature schemes in which there are a single signer $S$ and multiple verifiers $V_1, V_2, \ldots$. We wish a signature scheme to fulfill the following requirement.

Requirement 1

1. **Verifiability**: Any verifier can non-interactively check whether a signed message received from a signer is valid with his own verification-algorithm. In other words, he can check the validity of a received signed message without
communicating with others after receiving the signed message. More precisely, for any verifier $V$ with his verification-key $y$, $(m, a)$ is regarded as a valid signed message if and only if $\text{Ver}(y, m, a) = \text{true}$. In other words, if $(m, a)$ is valid, $\text{Ver}(y, m, a) = \text{true}$; and if $(m, a)$ is invalid, $\text{Ver}(y, m, a) = \text{false}$.

2. **Resolution for Dispute by a Third Party:** If a dispute occurs among users, a third party (called an arbiter) can resolve the dispute in a reasonable way: The third party has his own verification-key, and he resolves a dispute among users following the resolution-rule below.

   - **Resolution-Rule:** Let $T$ be the third party and $y_T$ be his verification-key.
     - If a signer $S$ denies the fact that he has created a signed message $(m, a)$ held by a verifier $V$, then $V$ should be able to present $(m, a)$ to $T$. $T$ rules in favor of $V$ if $\text{Ver}(y_T, m, a, ) = \text{true}$ and in favor of $S$ otherwise.

   Here, we assume that the third party honestly follows the resolution-rule and honestly outputs its result when a dispute occurs. However, we assume that the third party is not always fully trusted. Namely, we assume that the third party might forge a signature.

3. **Security (unforgeability):** It is infeasible for any adversary to forge a signature. Here, we assume that not only a verifier may be dishonest but also the signer and a third party may be dishonest. Each of them may become an adversary who may wish to forge a signature.

The level of security we require will be discussed in greater details in Section 2.2.

Requirement 1 can be relaxed in such a way that a small error probability is allowed.

**Requirement 2** Verifiability and Resolution for Disputes by a Third Party in Requirement 1 can be relaxed as follows:

1. **Verifiability:** For any verifier $V$ with his verification-key $y$, if $(m, a)$ is valid, the verifier always accepts it (i.e. $\text{Ver}(y, m, a) = \text{true}$); and if $(m, a)$ is invalid, the probability that the verifier erroneously accepts it is at most $\epsilon_1$, where $\epsilon_1$ is a very small quantity.

2. **Resolution for Disputes by a Third Party:** If a dispute between a signer and a verifier occurs, the resolution-rule in Requirement 1 is applied. However, we admit the following: If $(m, a)$ is valid, $T$ always accepts it (i.e. $\text{Ver}(y_T, m, a, ) = \text{true}$); and if $(m, a)$ is invalid, the probability that $T$ erroneously accepts it is at most $\epsilon_2$, where $\epsilon_2$ is a very small quantity.

In a digital signature scheme based on public-key cryptography, a verification-key for a verifier can be public and shared among all verifiers. The following theorem indicates that such a signature scheme cannot be secure against an adversary with unlimited computing power.

**Theorem 1** Consider a signature scheme which satisfies Requirement 1. If it is infeasible for an adversary with unlimited computing power to succeed in forging a signature, then the verification-key for each verifier must be kept secret from all
other verifiers. Similarly, consider a signature scheme which satisfies Requirement 2 with \( \epsilon_i \neq 0 \) \((i = 1, 2)\). If it is infeasible for an adversary with unlimited computing power to succeed in forging a signature, then the verification-key for each verifier must be kept secret not only from all other verifiers but also from a signer.

A proof for the above theorem will be provided in the full version of this paper.

A consequence of Theorem 1 is that with a signature scheme that allows an adversary to have unlimited computing power, its key generation algorithm must generate verification-keys for all verifiers, and more importantly, distribute the verification-keys to verifiers separately in a secure way. For this reason we have to assume that the number of verifiers is limited. This is in contrast with a public-key signature scheme in which a single public verification-key is adequate and there is no limit placed on the number of verifiers.

To further simplify our discussions, we introduce into our model a trusted authority, denoted by TA. The roles of TA are to generate a signing-key and verification-keys by using a key generation algorithm, and to distribute the signing-key to the signer and verification-keys to each verifier, in a secure way.

### 2.2 Unforgeability

We now discuss security notions in our signature model. Let \( \mathcal{U} := \{S, V_1, V_2, \ldots, V_n\} \) be a set of users, where \( S \) is a signer and \( V_i \) \((1 \leq i \leq n)\) are verifiers.

We note that the signer has information-theoretic advantage over other verifiers since the signing-key is secret information known only to the signer. We also note that each verifier has information-theoretic advantage over other users, since his verification-key is secret information known only to the verifier. From these facts it follows that we should take into account not only the secrecy of the signer’s signing-key but also the secrecy of each verifier’s verification-key. This is different from public-key signature schemes in which we need not to consider information-theoretic advantages of a verifier.

On the secrecy of the signer’s signing-key, the following security notion can be considered, in conjunction with security notions for public-key signature schemes [14]:

**Definition 3** (Forgery and Attacks against a Signer)[14]: Consider an adversary who can be either a dishonest verifier or an outsider in our model.

- **Types of Forgery:**
  1. **Total Break:** An adversary is able either to extract the signing key, or to find an efficient signing algorithm that is functionally equivalent to the signing algorithm equipped with the genuine signing key.
  2. **Selective Forgery:** An adversary is able to create a valid signature for a particular message or a class of messages chosen a priori.
  3. **Existential Forgery:** An adversary is able to forge a valid signed message that signer has not created, but the adversary has little or no control over which message will be the target.
– Types of Attacks:
  1. **Key-Only Attack**: If a dishonest receiver is an adversary, the only key information he knows is the information on his verification-key. If an outsider is an adversary, he knows no secret key information, other than publicly available information on the scheme.
  2. **Message Attacks**: An adversary is able to examine signatures corresponding either to known or chosen messages. Message attacks can be further subdivided into three classes:
     (a) **Known-Message Attack**: An adversary has valid signatures for a set of messages which are known to the adversary but not chosen by him.
     (b) **Chosen-Message Attack**: An adversary obtains valid signatures from a chosen list of messages before attempting to forge another signed message.
     (c) **Adaptive Chosen-Message Attack**: An adversary is allowed to use the signer as an oracle; the adversary may request signatures of messages which may depend on the signer’s signing key and previously obtained signed messages. That is, at any time the adversary can query the signer with messages chosen at his will, except for the target message.

    The strongest signature scheme is one that is secure against existential forgery under adaptive chosen message attack.

    Next we consider the secrecy of a verifier’s verification-key.

**Definition 4** (Forgery and Attacks against a Verifier): Let $V$ be a verifier. In the following, an adversary means a dishonest signer, a dishonest verifier, or an outsider in our model.

– Types of Forgery:
  1. **Total Acceptance Forgery for $V$**: An adversary is able either to compute the verification-key information of the verifier $V$, or find an efficient verification algorithm that is functionally equivalent to the verification algorithm equipped with the genuine verification-key.
  2. **Selective Acceptance Forgery for $V$**: An adversary is able to make a signature, which will be accepted by $V$, for a particular message or a class of messages chosen a priori.
  3. **Existential Acceptance Forgery for $V$**: An adversary is able to make a signed message that has not been created by the signer but will be accepted by $V$. The adversary has little or no control over which signed message will be targeted.

– Types of Attacks:
  1. **Key-Only Attack**: The only key information which an adversary knows is the adversary’s secret key. In a case that the adversary is a signer in our model, the only key information available to him is that of his signing key. Otherwise if the adversary is a verifier, the only key information known to him is that of his verification-key.
2. **Signature Attacks for V:** An adversary is able to examine verification results of V corresponding either to known or chosen signatures. Signature attacks can be further subdivided into three classes:

   (a) **Known-Signature Attack for V:** An adversary has some signed messages and he knows whether these will be accepted by the verifier V or not. However, these are not chosen by him.

   (b) **Chosen-Signature Attack for V:** An adversary obtains some signed messages whose verification results (i.e. the results whether these are accepted or not by V) are known to him. These are chosen before attempting to forge a signed message.

   (c) **Adaptive Chosen-Signature Attack for V:** An adversary is allowed to use the verifier V as an oracle; the adversary may request for an answer as to whether a signed message will be accepted by V. The signed message may be dependent on V’s verification-key and verification-results obtained previously from V. That is, at any time the adversary can query the verifier with any signed messages, except for the target.

Finally, some clarifications on the types of forgery and attacks on verifiers follow.

**Definition 5** (Forgery Range among Verifiers)

1. **Forgery for All Verifiers:** An adversary can forge a signature for all verifiers.
2. **Forgery for Selective Verifiers:** An adversary can forge a signature for a particular verifier selected by the adversary.
3. **Forgery for Existential Verifiers:** An adversary can forge a signature for a verifier, but the adversary has little or no control over which verifier will be the victim.

The above discussions suggest that a strong security notion be considered along the following line: Under adaptive chosen-message and adaptive chosen-signature attacks, it is infeasible for an adversary to succeed in not only existential forgery but also existential acceptance forgery against any verifier. The following theorem whose proof is straightforward is helpful, as it shows that it will be sufficient to consider only existential acceptance forgery, rather than both existential forgery and existential acceptance forgery.

**Theorem 2** Let $\Pi$ be a signature scheme. If $\Pi$ is existentially acceptance unforgeable for any verifier under adaptive chosen-message and adaptive chosen-signature attacks, then it is also existentially unforgeable under adaptive chosen-message and adaptive chosen-signature attacks.

Based on Theorem 2, we can define a strong security notion as follows:

**Definition 6** (Strong Security) Let $\Pi$ be a signature scheme. Then $\Pi$ is called secure if it is existential acceptance unforgeable for any verifier under adaptive chosen-message and adaptive chosen-signature attacks.
2.3 Some Remarks on Security Notions

In this subsection we consider some conditions that should be met when discussing security notions for signature schemes in unconditional security setting.

- The security parameter: In signature schemes with computational security in public-key cryptography, the security parameter is introduced to govern the overall security of a scheme, the length and number of messages, and the running time of algorithms. Similarly, a security parameter $k$ for unconditional secure signature schemes can be defined. This parameter determines the overall security, the key-length of signing-keys and that of verification-keys, the length of messages and that of signatures, and the running time of algorithms.

- The number of colluders: There may exist dishonest users, and some dishonest users might collude in order to succeed in forgery. In this paper we adopt the idea of threshold schemes. Namely, we assume that there exists at most $\omega$ colluders among the users $U = \{S, V_1, V_2, \ldots, V_n\}$. In discussing signature schemes with unconditional security, at least from a theoretical viewpoint, introducing the pre-defined number of colluders does not pose a problem in practice when compared with digital signature schemes with computational security, because even in the latter case at most polynomially many colluders are implicitly assumed when discussing security.

- The numbers of signing and verifying operations: In order to describe security notions in a more formal way, we should introduce a number up to which an adversary can have access to the signing oracle, and a number up to which the adversary can have access to the verification oracle. We introduce a number up to which a signer is allowed to generate signatures, denoted by $\psi$, and a number up to which each verifier is allowed to check received signatures, denoted by $\psi'$. This implies that an adversary can obtain at most $\psi$ valid signed message from the signer, and at most $\psi' - 1$ verification results on signed messages from the target verifier. This should be contrasted to public key signature schemes in which an adversary is allowed to obtain at most $\text{poly}(k)$, where $k$ is a security parameter, valid signed messages, and an unlimited number of verification results using a publicly known verification-key.

3 Security Notions and Their Relations

3.1 The Model

As mentioned in the previous section, we consider the following simplified model of signature schemes:

Definition 7 A signature scheme $\Pi$ consists of $(U, TA, M, X, Y, A, Gen, Sig, Ver)$:

1. Notation:
   - $U = \{S, V_1, V_2, \ldots, V_n\}$ is a finite set of users, where $S$ is a signer and $V_i (1 \leq i \leq n)$ are verifiers,
2. Key Generation and Distribution by TA: The TA generates a signing-key \( x \) for the signer \( S \), and a verification-key \( y_i \) for each verifier \( V_i \) using \( \text{Gen} \). Here, \( \text{Gen} \) is a probabilistic algorithm which produces, on input \( 1^k \), where \( k \) is a security parameter, keys \((x, y_{V_1}, y_{V_2}, \ldots, y_{V_n})\) of matching signing and verifying keys, where \( x \in \mathcal{X}_k \) and \( y_{V_i} \in \mathcal{Y}_k \) for \( 1 \leq i \leq n \). TA then transmits the signing-key \( x \) to the signer \( S \) and the verification-key \( y_{V_i} \) to the verifier \( V_i \) in a secure way. After delivering these keys, TA may erase the keys \((x, y_{V_1}, y_{V_2}, \ldots, y_{V_n})\) from his memory. The signer keeps secret his signing-key, and each verifier keeps secret his verification-key.

3. Signature Generation: For a message \( m \in \mathcal{M}_k \), the signer \( S \) generates a signature \( a = \text{Sig}(x, m) \in \mathcal{A}_k \) by using the signing-key \( x \) in conjunction with \( \text{Sig} \). The pair \((m, a)\) is regarded as a signed message. Here, we assume that \( \text{Sig} \) is deterministic, but in general it might be randomized. If it is deterministic, for a message \( m \) and a signing-key \( x \), the signature \( a = \text{Sig}(x, m) \) is uniquely determined, while in the case of a randomized algorithm, each time a different signature can be produced for the same message.

4. Signature Verification: On receiving \((m, a)\) from the signer \( S \), a verifier \( V_j \) checks whether \( a \) is valid by using his verification-key \( y_{V_j} \in \mathcal{Y}_k \). More precisely, \( V_j \) accepts \((m, a)\) as a valid signed message if and only if \( \text{Ver}(y_{V_j}, m, a) = \text{true} \). Here, we assume that \( \text{Ver} \) is deterministic.

In addition, in the above model a trusted party (or an arbiter) is selected among verifiers. When a dispute occurs, the trusted party can resolve the dispute with his verification-key by following the resolution-rule described in Requirement II.

Let \( \psi \) be a number up to which the signer is allowed to generate signatures, and \( \psi' \) be a number up to which each verifier is allowed to check received signatures, respectively, and let \( \omega \) be the number of possible colluders among users. Let \( \mathcal{W} := \{W \subset \mathcal{U} \mid |W| \leq \omega \} \). Each element of \( \mathcal{W} \) represents a group of possibly collusive users. For a set \( \mathcal{T} \) and a non-negative integer \( t \), let \( \mathcal{W}_t := \{T \subset \mathcal{T} \mid |T| \leq t \} \) be the family of all subsets of \( \mathcal{T} \) whose cardinalities are less than or equal to \( t \). Of course, the empty set \( \emptyset \) is always contained in \( \mathcal{W}_t \).
3.2 A Strong Security Notion

With notations above, we can now discuss security notions for unconditionally secure signature schemes. We start with introducing \textit{exponentially negligible functions} in order to strictly describe a \textit{small error probability} in Requirement 2.

**Definition 8** (Exponentially Negligible Function) Let $\epsilon(k)$ be a function defined over the positive integers $k \in \mathbb{N}$ that takes non-negative real numbers. Then, $\epsilon(k)$ is called \textit{exponentially negligible} if there exists an integer $k_0$ and some constant $a$ ($1 < a$) such that $\epsilon(k) \leq \frac{1}{a^k}$ for all $k \geq k_0$.

Using notations we have introduced, we now formulate the strong security notion in our signature model as follows:

**Definition 9** (Strong Security) Let $k$ be a security parameter and $\epsilon(k)$ an exponentially negligible function. For simplicity, we will denote $\epsilon(k)$ by $\epsilon$.

1) For $W \in W$ such that $V_j, S \not\in W$, we define $P_{1}^{\text{strong}}(V_j, W)$ as

$$P_{1}^{\text{strong}}(V_j, W) := \max_{y_W} \max_{M_S \subseteq \{m_S, a_S\} \subseteq \wp^{M_k \times A_k}} \max_{M_{V_j} \subseteq \{m_{V_j}, a_{V_j}\} \subseteq \wp^{M_{k'} \times A_{k'}}} \max_{M_{V_1}, \ldots, M_{V_{l-1}}, \ldots, M_{V_n} \subseteq \wp^{M_{k'} \times A_{k'}}} \max_{(m, a)} \Pr(V_j \text{ accepts } (m, a) \mid y_W, M_S, M_{V_j}, M_{V_1}, \{\text{Ver}(y_{V_i}, m_{V_i}, a_{V_i}) \mid (m_{V_i}, a_{V_i}) \in M_{V_i}\})$$

where $M_S$ is taken over $\wp^{M_{k'} \times A_{k'}}$ such that any element of $M_S$ is a valid signed message; $M_{V_j}$ is taken over $\wp^{M_{k'} \times A_{k'}}$ such that $\text{Ver}(y_{V_j}, m_{V_j}, a_{V_j}) = \text{false}$ for any $(m_{V_j}, a_{V_j}) \in M_{V_j}$; $M_{V_i}$ is taken over $\wp^{M_{k'} \times A_{k'}}$ for $1 \leq l \leq n, l \neq j$; and $(m, a)$ runs over $M_k \times A_k$ such that $(m, a) \notin M_S$ and $(m, a) \notin M_{V_j}$. Note that the condition $(m, a) \notin M_S$ means that for any $(m_S, a_S) \in M_S$ either $m \neq m_S$, or $m = m_S$ and $a \neq a_S$ holds. Next we define

$$P_{1}^{\text{strong}} := \max_{V_j, W} P_{1}^{\text{strong}}(V_j, W).$$

2) For $W \in W$ such that $V_j \not\in W$ and $S \in W$, we define $P_{2}^{\text{strong}}(V_j, W)$ as

$$P_{2}^{\text{strong}}(V_j, W) := \max_{x} \max_{y_{W-\{S\}}} \max_{M_{V_j} \subseteq \{m_{V_j}, a_{V_j}\} \subseteq \wp^{M_k \times A_k}} \max_{M_{V_1}, \ldots, M_{V_{l-1}}, \ldots, M_{V_n} \subseteq \wp^{M_{k'} \times A_{k'}}} \max_{(m, a)} \Pr(V_j \text{ accepts } (m, a) \mid x, y_{W-\{S\}}, M_{V_j}, M_{V_1}, \{\text{Ver}(y_{V_i}, m_{V_i}, a_{V_i}) \mid (m_{V_i}, a_{V_i}) \in M_{V_i}\})$$

where $M_{V_j} = \{(m_{V_j}, a_{V_j})\}$ is taken over $\wp^{M_{k'} \times A_{k'}}$ such that $\text{Ver}(y_{V_j}, m_{V_j}, a_{V_j}) = \text{false}$ for any $(m_{V_j}, a_{V_j}) \in M_{V_j}$; $M_{V_i}$ is taken over $\wp^{M_{k'} \times A_{k'}}$ for $1 \leq l \leq n, l \neq j$; and $(m, a) \in M_k \times A_k$ runs over invalid signed messages such that $(m, a) \notin M_{V_j}$. We define $P_{2}^{\text{strong}} := \max_{V_j, W} P_{2}^{\text{strong}}(V_j, W).$
Then, a signature scheme $\Pi$ is said to be $(n, \omega, \psi, \psi')$-secure if
\[
\max\{P_1^{\text{strong}}, P_2^{\text{strong}}\} \leq \epsilon
\]

### 3.3 Relations among Security Notions

One of the purposes in this paper is to clarify which is the strongest among all the security notions that have appeared in unconditionally secure authentication codes and signature schemes. We focus on security notions for the following notable schemes: multireceiver authentication codes (MRA) \cite{9, 24}, Johansson’s scheme \cite{18}, Wang and Safavi-Naini’s scheme \cite{31} and Hanaoka, Shikata, Zheng and Imai’s scheme \cite{15}. Specifically, we analyze a relation among our strong security notion and those of MRA, Johansson’s scheme, Wang and Safavi-Naini’s scheme, Hanaoka, Shikata, Zheng and Imai’s scheme, respectively.

We describe security notions of those schemes as follows. Let $\Pi$ be a signature scheme (or an authentication code) along with our signature model. Then, $\Pi$ is said to be $(n, \omega, \psi)^{\text{MRA}}$-secure if the success probability of all attacks considered in MRA \cite{9, 24} is exponentially negligible under the following conditions: there exists at most $\omega$ colluders among the users; and the number up to which a signer is allowed to generate signatures is $\psi$. Similarly, $\Pi$ is said to be $(n, \omega, \psi)^{\text{HSZI}}$-secure if the success probability of all attacks considered in Hanaoka, Shikata, Zheng and Imai’s scheme \cite{15} is exponentially negligible under the same conditions. Also, we can define $(n, \omega, \psi)^{\text{ext}}$-secure by slightly modifying security notions of Johansson’s scheme \cite{18}, and Wang and Safavi-Naini’s scheme \cite{31} so as to fit our signature model (the precise definition of $(n, \omega, \psi)^{\text{ext}}$-secure is described in Appendix).

From the definitions of security notions for the model in Definition \cite{7} an interesting statement can be obtained:

**Theorem 3** The following relations among security notions hold:

\[
\begin{align*}
(n, \omega, \psi, \psi')^{\text{strong}}-\text{secure} & \quad \Leftrightarrow \quad (n, \omega, \psi)^{\text{HSZI}}-\text{secure} \\
(n, \omega, \psi)^{\text{ext}}-\text{secure} & \quad \Leftrightarrow \quad (n, \omega, \psi)^{\text{MRA}}-\text{secure}
\end{align*}
\]

where “$X$-secure $\rightarrow Y$-secure” means that $X$-secure always implies $Y$-secure, while “$X$-secure $\not\rightarrow Y$-secure” means that there exists a signature scheme which is $X$-secure but not $Y$-secure.

A detailed proof will appear in the full version of this paper.

### 4 Construction

In this section we propose a construction method for signature schemes which is secure in terms of our strong security notion. We describe the key generation

- **Key Generation Algorithm**: The key generation algorithm, \textit{Gen}, which, on input \(1^k\), picks a \(k\)-bit prime power \(q\), constructs a finite field \(F_q\) with \(q\) elements. It also picks uniformly at random 2n elements \(v_1(1), v_1(2), v_2(1), v_2(2), \ldots, v_n(1), v_n(2)\) in \(F_q\) for verifiers \(V_1, V_2, \ldots, V_n\), respectively, and constructs two polynomials \(F_d(Y_1, Y_2, \ldots, Y_{\omega+\psi'}, Z)\) \((d = 1, 2)\) over \(F_q\) with \(\omega + \psi' + 1\) variables \(Y_1, Y_2, \ldots, Y_{\omega+\psi'}, Z\) as follows:

\[
F_d(Y_1, \ldots, Y_{\omega+\psi'}, Z) = \sum_{i=0}^{\psi} \sum_{j=1}^{\omega+\psi'} a_{ij}^{(d)} Z^i Y_j + \sum_{i=0}^{\psi} a_{i0}^{(d)} Z^i \quad (d = 1, 2),
\]

where the coefficients \(a_{ij}^{(d)}\) are chosen uniformly at random from \(F_q\). Then, a signing-key for the signer \(x\) is \(x := (F_1(Y_1, \ldots, Y_{\omega+\psi'}, Z), F_2(Y_1, \ldots, Y_{\omega+\psi'}, Z))\) and a verification-key for the verifier \(V_i\) is \(y_{V_i} := (v_i^{(1)}, v_i^{(2)}, F_1(v_i^{(1)}, Z), F_2(v_i^{(2)}, Z))\) for \(1 \leq i \leq n\). The algorithm \textit{Gen} returns \((F_q, x, y_{V_1}, y_{V_2}, \ldots, y_{V_n})\).

We consider the case where \(\mathcal{M}_k \subset F_q\).

- **Signing Algorithm**: The signing algorithm \textit{Sig} which, on input the signing-key \(x := (F_1(Y_1, \ldots, Y_{\omega+\psi'}, Z), F_2(Y_1, \ldots, Y_{\omega+\psi'}, Z))\) and a message \(m\), returns a signature \(a := (F_1(Y_1, \ldots, Y_{\omega+\psi'}, m), F_2(Y_1, \ldots, Y_{\omega+\psi'}, m))\).

- **Verification Algorithm**: The verification algorithm \textit{Ver} which, on input \((y_{V_i}, m, a)\), where \(a = (F_1(Y_1, \ldots, Y_{\omega+\psi'}, m), F_2(Y_1, \ldots, Y_{\omega+\psi'}, m))\) and \(y_{V_i} = (v_i^{(1)}, v_i^{(2)}, F_1(v_i^{(1)}, Z), F_2(v_i^{(2)}, Z))\), computes evaluation values \(e_1^{(d)}, e_2^{(d)}\) \((d = 1, 2)\) as follows:

\[
e_1^{(d)} := F_d(Y_1, \ldots, Y_{\omega+\psi'}, m)|_{(Y_1, \ldots, Y_{\omega+\psi'}) = v_i^{(d)}}
\]
\[
e_2^{(d)} := F_d(v_i^{(d)}, Z)|_{Z = m} \quad \text{for } d = 1, 2.
\]

\textit{Ver} then returns “true” if \(e_1^{(d)} = e_2^{(d)}\) for \(d = 1, 2\), and “false” otherwise.

The following theorem proves the security of the above construction in our strong security notion.

**Theorem 4** The above construction results in an \((n, \omega, \psi, \psi')\)-secure signature scheme, where \(\omega, \psi, \psi'\) can be taken in such a way that

\[
0 \leq \omega \leq n, \quad 0 < \psi < q, \quad 0 < \psi' \leq q + 1 - \sqrt{q},
\]

and the success probability of attacks is less that \(1/q\).

Once again a proof for the theorem will be provided in the full version of this paper.
5 Concluding Remarks

In this paper, we have established a sound security notion, which is likely to be the strongest possible, by taking into account the security notion for public-key signature schemes and some desirable requirements for signature schemes in the unconditional security setting. And we have examined relationships among security notions which have appeared in unconditionally secure schemes both for authentication and signature. We have demonstrated that our security notion is the strongest among all the notions proposed so far. An interesting aspect is that our security notion includes that of public-key signature schemes. We have further presented a construction method for unconditionally secure signature schemes which is provable secure in our strong security notion.
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Appendix: A Security Notion for Extended $A^2$ and $A^3$-Codes

Johansson’s model \cite{18} for a class of broadcast authentication scheme is an extension of that of $A^2$-codes. Also, Wang and Safavi-Naini’s model \cite{31} is an extension of that of $A^3$-codes. Taking into account security notions of these models, we arrive at the following security notion by modifying their notions so as to fit our signature model. In that sense, the following security notion can also be regarded as that of an extension of $A^2$ and $A^3$-codes.

**Definition 10** Let $k$ be a security parameter and $V_{arb} \in \mathcal{U} - \{S\}$ an arbiter (or a trusted party).

1. Success probability of impersonation and substitution by verifiers: For $W \in \mathcal{W}$ such that $V_j, V_{arb}, S \not\in W$, we define $P^\text{ext}_{I,S}(V_j, W)$ as
   \[
P^\text{ext}_{I,S}(V_j, W) := \max_{y_W} \max_{M \in \wp_{\psi}^{M_k} \setminus \{(m, a)\}_{m \in M}} \max_{(m', a')} \Pr(V_j \text{ accepts } (m', a') \mid y_W, \{(m, a)\}_{m \in M})
   \]
   where $M$ is taken over $\wp_{\psi}^{M_k}$, $\{(m, a)\}_{m \in M}$ is a set of $|M|$ valid signed messages with $m \in M$, and $m'$ is taken over $M_k$ satisfying $m' \not\in M$. Then, $P^\text{ext}_{I,S}$ is defined as
   \[
P^\text{ext}_{I,S} := \max_{V_j, W} P^\text{ext}_{I,S}(V_j, W)
   \]
   where $V_j$ is taken over all receivers including $V_{arb}$ and $W$ is taken over $\mathcal{W}$ satisfying $S, V_j, V_{arb} \not\in W$.

2. Success probability of attack by colluders including the signer: For $W \in \mathcal{W}$ such that $V_j, V_{arb} \not\in W$ and $S \in W$, we define
   \[
P^\text{ext}_{\text{signer}}(V_j, W) := \max_{x} \max_{y_{W-(S)}} \max_{(m, a)} \Pr(V_j \text{ accepts } (m, a) \mid x, y_{W-(S)})
   \]
   where $m$ is taken over $M_k$ and $a \in A_k$ is taken such that $(m, a)$ is an invalid signed message, i.e. $a \not\in \text{Sig}(x, m)$. Then, $P^\text{ext}_{\text{signer}}$ is defined as follows:
   \[
P^\text{ext}_{\text{signer}} := \max_{V_j, W} P^\text{ext}_{\text{signer}}(V_j, W),
   \]
   where $V_j$ is taken over all receivers including $V_{arb}$ and $W$ is taken over $\mathcal{W}$ satisfying $V_j, V_{arb} \not\in W$ and $S \in W$.

3. Success probability of attack against the sender: For $W \in \mathcal{W}$ such that $S \not\in W$, we define
   \[
P^\text{ext}_{\text{arbiter-1}}(W) := \max_{y_W} \max_{M \in \wp_{\psi}^{M_k} \setminus \{(m, a)\}_{m \in M}} \max_{(m', a')} \Pr((m', a') \text{ is a valid signed message generated by } S \mid y_W, \{(m, a)\}_{m \in M})
   \]
where $M$ is taken over $\mathcal{M}_k$, $\{(m,a)\}_{m \in M}$ is a set of $|M|$ valid signed messages with $m \in M$ and $m'$ is taken over $\mathcal{M}_k$ satisfying $m' \notin M$. Then, $P^\text{ext}_{\text{arbiter-1}}$ is defined as

$$P^\text{ext}_{\text{arbiter-1}} := \max_W P^\text{ext}_{\text{arbiter-1}}(W),$$

where $W$ is taken over $\mathcal{W}$ such that $S \notin W$. Here, we note that $W$ runs over $\mathcal{W}$ including the cases $V_{arb} \in W$.

4. Success probability of attack against a verifier by colluders including the arbiter: For $W \in \mathcal{W}$ such that $V_{arb} \in W$ and $S, V_j \notin W$, we define

$$P^\text{ext}_{\text{arbiter-2}}(V_j, W) := \max_{y_{V_{arb}}} \max_{y_{W-\{V_{arb}\}}} \max_{M \in \mathcal{M}_k} \max_{\{(m,a)\}_{m \in M}} \max_{(m',a')} \Pr(V_j \text{ accepts } (m',a') \mid y_{V_{arb}},y_{W-\{V_{arb}\}},\{(m,a)\}_{m \in M}),$$

where $M$ is taken over $\mathcal{M}_k$, $\{(m,a)\}_{m \in M}$ is a set of $|M|$ valid signed messages with $m \in M$ and $m'$ is taken over $\mathcal{M}_k$ satisfying $m' \notin M$. Then, $P^\text{ext}_{\text{arbiter-2}}$ is defined as

$$P^\text{ext}_{\text{arbiter-2}} := \max_{V_j, W} P^\text{ext}_{\text{arbiter-2}}(V_j, W),$$

where $V_j$ is taken over all receivers except $V_{arb}$, and $W$ is taken over $\mathcal{W}$ satisfying $V_{arb} \in W$ and $S, V_j \notin W$.

5. Success probability of attack against a verifier by colluders including both the arbiter and the sender: For $W \in \mathcal{W}$ such that $V_{arb}, S \in W$ and $V_j \notin W$, we define

$$P^\text{ext}_{\text{arbiter-3}}(V_j, W) := \max_{x} \max_{y_{V_{arb}}} \max_{y_{W-\{V_{arb},S\}}} \max_{(m,a)} \Pr(V_j \text{ accepts } (m,a) \mid x, y_{V_{arb}}, y_{W-\{V_{arb},S\}}),$$

where $(m,a)$ is taken over $\mathcal{M}_k \times \mathcal{A}_k$ such that $(m,a)$ is not accepted by $V_{arb}$, i.e. $\text{Ver}(m,a,y_{V_{arb}}) = false$. Then, $P^\text{ext}_{\text{arbiter-3}}$ is defined as

$$P^\text{ext}_{\text{arbiter-3}} := \max_{V_j, W} P^\text{ext}_{\text{arbiter-3}}(V_j, W),$$

where $V_j$ is taken over all verifiers except $V_{arb}$, and $W$ is taken over $\mathcal{W}$ such that $V_{arb}, S \in W$ and $V_j \notin W$.

Let $\epsilon(k)$ be an exponentially negligible function. For simplicity, we denote $\epsilon(k)$ by $\epsilon$. A signature scheme $\Pi$ along with our signature model is called $(n,\omega,\psi)^{\text{ext}-secure}$ if the following condition is satisfied: under the conditions that there exists at most $\omega$ colluders and that the signer is allowed to generate at most $\psi$ signatures, the inequality below holds.

$$\max\{P^\text{ext}_{I,S}, P^\text{ext}_{\text{signer}}, P^\text{ext}_{\text{arbiter-1}}, P^\text{ext}_{\text{arbiter-2}}, P^\text{ext}_{\text{arbiter-3}}\} \leq \epsilon$$
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Abstract. An important open problem in the area of Traitor Tracing is designing a scheme with constant expansion of the size of keys (users’ keys and the encryption key) and of the size of ciphertexts with respect to the size of the plaintext. This problem is known from the introduction of Traitor Tracing by Chor, Fiat and Naor. We refer to such schemes as traitor tracing with constant transmission rate. Here we present a general methodology and two protocol constructions that result in the first two public-key traitor tracing schemes with constant transmission rate in settings where plaintexts can be calibrated to be sufficiently large.

Our starting point is the notion of “copyrighted function” which was presented by Naccache, Shamir and Stern. We first solve the open problem of discrete-log-based and public-key-based “copyrighted function.” Then, we observe the simple yet crucial relation between (public-key) copyrighted encryption and (public-key) traitor tracing, which we exploit by introducing a generic design paradigm for designing constant transmission rate traitor tracing schemes based on copyrighted encryption functions. Our first scheme achieves the same expansion efficiency as regular ElGamal encryption. The second scheme introduces only a slightly larger (constant) overhead, however, it additionally achieves efficient black-box traitor tracing (against any pirate construction).

1 Introduction

Distributing data securely to a set of subscribers is an important problem in cryptography with a variety of practical applications. A direct solution to this problem is to give to each subscriber a common secret-key. Nevertheless, such a solution is not satisfactory: this enables a subscriber to distribute its secret-key to other parties thus enabling illegal data reception. This situation is identified as piracy in the context of digital content distribution. Preventing piracy via tamper–proof devices is uneconomical and not applicable in many scenarios; additionally software obfuscation has not produced cryptographically strong results that would adequately protect the common secret-key. In light of this, the notion of “traitor-tracing” that originated in [CFN94] suggests a solution to piracy when it is assumed that subscribers’ decoders are open and therefore the
secret-keys are accessible. In a traitor-tracing scheme (TTS) each user possesses a different secret-key that allows the reception of the data in a non-ambiguous fashion. The scheme discourages piracy as follows: given a pirate decoder the scheme allows the distributor to recover the identities of some subscribers that collaborated in its construction (henceforth called traitors).

From the time of the primitive’s introduction in [CFN94] a series of works [Pfi96,SW98,NP98,KD98,BF99,FT99,GSY99,NP00,SW00,NNL01,KY01b] proposed more efficient/ robust schemes or schemes with advanced capabilities such as revocation and non-repudiation. Two extremely desirable properties of a traitor tracing scheme are (i) Public-key Traitor Tracing where any third party (e.g., any of a number of pay-T.V. stations) is able to send secure messages to the set of subscribers, (ii) Black-Box Traitor Tracing which suggests that the tracing procedure can be accomplished with merely black-box access to the pirate-decoder (something that allows less costly, even remote access tracing).

Traitor Tracing has also its shortcomings: the size of the ciphertexts and keys used by traitor-tracing schemes depends on quantities such as the number of users and/or the maximum traitor collusion that is expected. Even though progress has been made from the initial scheme of [CFN94] in reducing the “communications overhead” in traitor tracing schemes, so far there has not been a scheme in which the “rate” of the three main efficiency parameters of a traitor tracing scheme: “ciphertext,” “encryption-key” and “user-key” size, is constant (where the “rate” of a parameter expresses the ratio of the its size over the size of the plaintexts – which is the security parameter). We will refer to the sum of the rates of the three parameters collectively, as the “transmission rate” of a Traitor Tracing Scheme. The reason we do not concentrate solely on the ciphertext rate, or the “per message” overhead, is that memory costs induced by the size of keys are equally important contributions to the “transmission” costs of a TTS. Minimizing the transmission rate has been, in fact, open since [CFN94] (the issue was reiterated in some stronger form also in [BF99]).

In this work we present the first two constant transmission rate Traitor-Tracing Schemes (for settings where plaintexts can be calibrated to be large enough), thus answering the question that postulated the existence of such schemes in the affirmative. Our results, in comparison to previous schemes, are presented in figure 1 (where the ElGamal scheme which does not provide traitor tracing is given for comparison).

Our methodology starts by investigating the notion of “copyrighted function” proposed by Naccache, Shamir and Stern in [NSS99]. In the copyrighted function setting each member of a set of users possesses a different implementation of a function with the same functionality though, so that an authority is capable of exposing the responsible user(s) if an implementation is used illegally. The techniques presented in [NSS99] applied to one-way (hash) functions and to symmetric encryption (and were implemented based on the RSA function used as a private key function). It was left as an open problem whether it is possible to achieve function copyright based on the Discrete-Logarithm Problem. Here we answer this question in the affirmative. Moreover, we reformulate the setting
<table>
<thead>
<tr>
<th></th>
<th>Ciphertext Rate</th>
<th>User-Key Rate</th>
<th>Encryption Key Rate</th>
<th>Max Traceable Collusion</th>
<th>Black-Box Traitor Tracing</th>
</tr>
</thead>
<tbody>
<tr>
<td>[ElGamal84]</td>
<td>~ 2</td>
<td>~ 1</td>
<td>~ 3</td>
<td>×</td>
<td>×</td>
</tr>
<tr>
<td>[CFN94] (Sch.1)</td>
<td>$\mathcal{O}(t^2 \log n)$</td>
<td>$\mathcal{O}(t^2 \log n)$</td>
<td>$\mathcal{O}(t^2 \log n)$</td>
<td>$t$</td>
<td>$\vee$</td>
</tr>
<tr>
<td>[BF99]</td>
<td>$\sim (2t + 1)$</td>
<td>$\sim 2t$</td>
<td>$\sim (2t + 1)$</td>
<td>$t$</td>
<td>inefficient (see [KY01a])</td>
</tr>
<tr>
<td>TTS Scheme 1</td>
<td>$\sim 2$</td>
<td>$\sim 1$</td>
<td>$\sim 3$</td>
<td>$\Omega(l^c) = t$</td>
<td>$?$</td>
</tr>
<tr>
<td>TTS Scheme 2</td>
<td>$\sim 3$</td>
<td>$\sim 2$</td>
<td>$\sim 4$</td>
<td>$\Omega(l^e) = t$</td>
<td>$\vee$</td>
</tr>
</tbody>
</table>

Fig. 1. A Comparison of our traitor-tracing schemes with previous work. Note that $l$ is a security parameter and $c$ is a constant $< 1$; the plaintext space in all cases is considered to be $\{0, 1\}^l$. The rate of keys/ciphertexts is defined w.r.t. the size of the plaintexts: $l$.

of [NSS99] in the public-key encryption setting and we then present a simple yet crucial step of our methodology, showing that the goal of copyrighting public-key encryption is equivalent to the construction of a public-key traitor tracing scheme.

The reformulation of the [NSS99]-setting in the public-key context, along with our novel design paradigm for the construction of traitor-tracing schemes based on copyrighted encryption functions and the two concrete copyrighted public-key functions we present, allow us to construct two public-key traitor tracing schemes, which are the first that have constant transmission rate. In our schemes, the distributor has the flexibility of adjusting the size of the plaintexts to accommodate tracing. Such flexibility is always possible in bulk data encryption (or in the public-key setting, bulky transmission of numerous session keys). Our size adjustment method employs collusion-secure codes [BS95], and we further found that in order to support the adjustment while retaining the traitor tracing capability with constant rate, it is crucial to employ the All-or-Nothing-Transform (AONT) [Riv97] prior to encryption (or alternatively employ a threshold assumption similar to the one used in [NP98]). Our first scheme is as efficient, rate-wise, as ElGamal encryption, whereas our second scheme uses slightly extended ciphertexts and keys (by a constant additive factor). However, the second scheme achieves also efficient black-box traitor tracing against any pirate-construction (as in the black-box traitor tracing model of [CFN94]) and not just a single-key traitor as in [BF99]. The scheme relies on ElGamal-like encryption as the [BF99]-scheme and is the first traitor tracing scheme beyond [CFN94] and its variants to achieve black-box traceability.

We note that, interestingly, our schemes employ and combine in a unique way results from all the major contributions in the area: traceability codes introduced in the context of traitor tracing by Chor, Fiat and Naor [CFN94], collusion secure codes defined by Boneh and Shaw [BS95] (in the context of fingerprinting) and the public-key traitor tracing concepts of Kurosawa and Desmedt [KD98], and Boneh and Franklin [BF99].
The intractability assumptions used for the first scheme are the DDH Assumption over the quadratic-residues group modulo a composite and the Quadratic Residuosity assumption, whereas the security of the second scheme is based on DDH-Assumption over a prime order subgroup.

The scope of the design paradigm we propose for the construction of traitor tracing schemes based on copyrighted encryption functions goes beyond the two public-key traitor tracing schemes we propose. It can be readily applied to any basic 2-user copyrighted encryption mechanism yielding a traitor tracing scheme with the same transmission rate as the underlying basic copyrighted encryption function.

2 Preliminaries

Notations. A function \( \sigma : \mathbb{N} \rightarrow \mathbb{R} \) will be called negligible if for all \( c \in \mathbb{N} \) there exists a \( l_0 \in \mathbb{N} \) so that for all \( l \geq l_0 \) it holds that \( \sigma(l) < l^{-c} \). Throughout \( l \) will denote a security parameter (typically, the plaintext size); all sets of objects that we consider are exponential in size w.r.t. \( l \) and contain objects of size polynomial in \( l \). All procedures are polynomial-time in \( l \). If \( K \) is a set of objects and \( f \) is a procedure that samples an element of \( K \), denote by \( k \leftarrow f(K) \) such element; note that we may occasionally omit \( f \) or \( K \) from this notation if this is allowed in the context. If \( K \) is a set of objects of the same size, let \( \text{len}(k \in K) \) denote the size of the objects in \( K \). As stated above \( \text{len}(k \in K) \) is polynomial in the security parameter and perhaps it may depend on other factors as well. We use \( |x| \) to denote the size of an object \( x \), e.g. \( |x| = \lceil \log_2 x \rceil \) if \( x \in \mathbb{N} \); also let \( [k] \) denote the set \( \{1, \ldots, k\} \). If \( f(b, v) \) is a function with real values, we write \( f(b, v) \sim c \) where \( c \in \mathbb{R} \) is a constant if \( \lim_{b, v \to \infty} f(b, v) = c \). The notation \( a \in_U R \) stands for “\( a \) is sampled from \( R \) following the uniform distribution.”

Next we define the notion of public-key encryption scheme (note that the definition is tailored to our setting).

Definition 1. A public-key encryption scheme is a tuple \( \langle \mathbb{P}, \mathbb{C}, \mathbb{P}, \cup_{pk \in \mathbb{P}} K_{pk}, G, E, D \rangle \) so that
1. \( \mathbb{P} \) and \( \mathbb{C} \) are the plaintext-space and ciphertext-space respectively. Without loss of generality we assume that the objects in these sets are of the same size.
2. Key Generation. It holds that: \( \langle pk, \kappa \rangle \leftarrow_G (\mathbb{P} \times \cup_{pk \in \mathbb{P}} K_{pk}) \) so that \( \kappa \in K_{pk} \).
3. Encryption. \( E : (\mathbb{P} \times \mathbb{P}) \rightarrow \mathbb{C} \) is a probabilistic poly-time procedure.
4. Decryption. \( D : (\cup_{pk \in \mathbb{P}} K_{pk} \times \mathbb{C}) \rightarrow \mathbb{P} \) is a deterministic procedure so that \( D(\kappa, E(pk, m)) = m \) for all \( m \in \mathbb{P} \) and \( \langle pk, \kappa \rangle \leftarrow_G \).
5. Semantic Security (i.e. polynomial indistinguishability): for some \( \langle pk, \kappa \rangle \leftarrow_G \), any adversary that given \( pk \) generates \( m_1, m_2 \in \mathbb{P} \), when given \( E(m_x) \) with \( x \in_U \{1, 2\} \) it can predict \( x \) with negligible advantage. Note that the definition can be extended to include stronger notions of security such as chosen-ciphertext security or non-malleability.
2.1 Intractability Assumptions

The security of our schemes is based on the hardness of the Decisional Diffie Hellman (DDH) Problem over a multiplicative cyclic group $G = \langle g \rangle$:

**Definition 2. Decision Diffie Hellman Assumption.** Let $V$ be the distribution $\{\langle g^x, g^y, g^{xy} \rangle \mid x, y < |G| \}$, and $R$ be the distribution $\{\langle g^x, g^y, g^z \rangle \mid x, y, z < |G| \}$. The DDH assumption over $G = \langle g \rangle$ states that any poly-time distinguisher $D$ for the two distributions $V, R$ has negligible success probability, i.e. $|\text{Prob}_{X \in V}[D(X) = 1] − \text{Prob}_{X \in R}[D(X) = 1]|$ is negligible in $\log |G|$.

The DDH assumption has been used in a variety of settings and over many different groups; for an overview and applications the reader is referred to [NR97] [Bon98]. The DDH assumption over a group of prime order is known to be equivalent to the security of ElGamal encryption, see [TY99]. We note here that ElGamal-like encryption with composite modulus has also been used extensively, e.g. [FH96, CG98].

Here we use the DDH assumption (i) over the cyclic subgroup $G$ of quadratic residues of $\mathbb{Z}_p^*$ of order $q$, where $p = 2q + 1$ and both $p, q$ are primes; (ii) over the cyclic subgroup $\mathbb{Q}_N$ of quadratic residues of $\mathbb{Z}_N^*$ where $N = pq$ and $p = 2p' + 1, q = 2q' + 1$ with $p, q, p', q'$ all primes. It is believed that DDH over the subgroup of quadratic residues modulo $p$ or modulo $N$ is hard (see [Bon98]). We also utilize the Quadratic Residuosity (QR) Assumption [GM84]:

**Definition 3. Quadratic Residuosity Assumption.** If $N = pq$, so that $p = 2p' + 1, q = 2q' + 1$ with $p, q, p', q'$ all primes, any probabilistic algorithm that given $x \in \mathbb{J}_N$ (Jacobi +1 elements) it decides whether $x \in \mathbb{Q}_N$ or $x \in \mathbb{J}_N − \mathbb{Q}_N$, has success probability $1/2 + \epsilon$ where $\epsilon$ is negligible in $\log N$.

2.2 Public-Key Traitor Tracing Schemes

A public-key traitor tracing scheme involves a key-generation (setup) algorithm $G$, and the corresponding encryption/decryption function as in the public-key encryption setting: an authority uses $G$ to generate $\langle pk, d_1, \ldots, d_n \rangle$ so that each of the $d_i$ “inverts” the public-key $pk$. Subsequently it publishes $pk$ and privately communicates the key $d_i$ to each user $i$. From then on users are capable of decrypting messages encrypted using the public-key $pk$. If a pirate uses $t$ keys given by some users (the traitors) to construct another key for the purpose of implementing an illegal receiver, the authority is able to recover the identity of one of the traitor users given the pirate-key (a procedure called traitor-tracing). Formally,

**Definition 4.** An $n$-user (public-key) traitor-tracing scheme (TTS) is a tuple $\langle \mathbb{P}, \mathbb{C}, \mathbb{P}, \cup_{pk \in \mathbb{P}} (K_{pk})^n, G, E, D \rangle$ that
1. Satisfies properties 1, 2, 3, 5 of definition [1]
2. If $\langle pk, d_1, \ldots, d_n \rangle \leftrightarrow_G$ then $D : \cup_{pk \in \mathbb{P}} K_{pk} \times \mathbb{C} \rightarrow \mathbb{P}$ is a deterministic procedure so that $D(d, E(pk, m)) = m$ for all $m \in \mathbb{P}$ and $d \in \{d_1, \ldots, d_n\}$. 
3. Tracing. Let \( \langle pk, d_1, \ldots, d_n \rangle \leftarrow \mathcal{G} \). There is a procedure \( \mathcal{T} \) so that: for any adversary \( A \) that given \( pk \) and \( \{d_{i_1}, \ldots, d_{i_t}\} \) with \( t \leq c \), \( A \) generates some \( d \in \mathcal{K}_{pk} \) so that \( D(d, E(pk, m)) = m \) for most \( m \in \mathbb{P} \), \( \mathcal{T} \) given \( d \) is capable of recovering at least one of the indices \( i_{i_t} \).

The parameter \( c \) is maximum collusion size allowed by the traitor tracing scheme. We will call such a scheme: an \( n \)-user, \( c \)-TTS.

Of course, the pirate may not use directly a certain decryption key \( d \), but instead construct a simulator for the decryption operation that is hard to reverse-engineer and extract its contents. Therefore, it is important for a TTS to allow black-box traitor tracing:

\[ 3'. \text{ Black-Box Tracing. Let } \langle pk, d_1, \ldots, d_n \rangle \leftarrow \mathcal{G}. \text{ There is a procedure } \mathcal{T} \text{ so that: for any adversary that given } pk \text{ and } \{d_{i_1}, \ldots, d_{i_t}\} \text{ with } t \leq c \text{ it generates a decryption simulator } S \text{ so that } S(E(pk, m)) = m \text{ for almost all } m \in \mathbb{P}, \text{ then } \mathcal{T} \text{ given oracle access to } S \text{ is capable of recovering at least one of the indices } i_{i_t}. \]

Definition 5. A \( n \)-user, \( c \)-TTS with black-box traceability is defined as in definition 4 with item 3’ substituting item 3.

Definition 6. Efficiency Parameters. The three basic efficiency parameters of traitor tracing schemes are (i) the ciphertext rate \( \frac{\text{len}[c \in \mathcal{C}]}{\text{len}[m \in \mathbb{P}]} \), (ii) the user-key rate \( \frac{\text{len}[d \in \mathcal{K}_{pk}]}{\text{len}[m \in \mathbb{P}]} \), and (iii) the encryption-key rate \( \frac{\text{len}[pk \in \mathbb{P}]}{\text{len}[m \in \mathbb{P}]} \). The transmission rate of the scheme is defined as the sum of the three rates.

3 Copyrighting a Function

Nacacche, Shamir and Stern [NSS99] introduced a technique for personalizing a certain function \( f \) to a set of users. This fingerprinting technique generates a number of personalized copies of \( f \), so that \( f_1(x) = \ldots = f_n(x) = f(x) \) for all \( x \). The copies are drawn out of a keyed collection of different versions of \( f \), denoted by \( \{f_k\}_{k \in \mathcal{K}} \). It is assumed that there is a “generator” function \( F(x, k) = f_k(x) \) for all \( x, k \in \mathcal{K} \) that is publicly known and also that \( \mathcal{K} \) can be sampled efficiently by some (secret) procedure \( \mathcal{G}_K \). The following definition is from [NSS99], slightly amended:

Definition 7. A keyed collection \( \{f_k\}_{k \in \mathcal{K}} \) is called
(i) \( c \)-copyrighted against passive adversaries in the strong-sense, if given \( c \) elements of \( \mathcal{K} \) it is computationally impossible to find another element of \( \mathcal{K} \).
(ii) \( c \)-copyrighted against passive adversaries, if there is an analyzer procedure \( \mathcal{T} \) so that: an adversary given \( c \) elements of \( \mathcal{K} \) constructs another element \( \kappa_0 \) of \( \mathcal{K} \); then, \( \mathcal{T} \) given \( \kappa_0 \) is able to reconstruct at least one of the \( c \) elements that were given to the adversary.
(iii) \( c \)-copyrighted against active adversaries, if there is an analyzer procedure \( \mathcal{N} \) so that: an adversary given \( c \) elements of \( \mathcal{K} \) produces a simulator \( S \) that agrees with \( f_k(x) \) for almost all inputs \( x \), then \( \mathcal{N} \) with oracle access to \( S \) is capable of recovering at least one of the \( c \) elements that were given to the adversary.
In [NSS99] a method was presented that allowed copyrighting a hash function based on RSA-encryption. The basic design paradigm of [NSS99] solved the two-user case first and then the multi-user case was addressed by employing collusion-secure codes [BS95]. Although copyrighting a hash function allows a variety of applications, much greater flexibility is allowed by a method for copyrighting a public-key encryption function. (Note that in [NSS99] a method to copyright the RSA-encryption function was given, but only as a symmetric-encryption function, since no public-components were allowed). In [NSS99] it was left as an open question whether it is possible to achieve a copyright mechanism based on the Discrete-Logarithm Problem. Here we answer this question in the affirmative. Another important question that arises from the work of [NSS99] (who show how to copyright symmetric encryption) is whether it is possible to copyright a public-key encryption function. Next we formalize this notion.

### 3.1 Copyrighting a Public-Key Function

**Definition 8.** A $n$-key, $c$-copyrighted Public-Key Encryption Scheme against passive (resp. active) adversaries is a tuple $(\mathcal{P}, \mathcal{C}, \mathcal{P}, \bigcup_{pk \in \mathcal{P}} K_{pk}, G_n, E, D)$ so that

(i) $(pk, d_1, \ldots, d_n) \leftarrow G_n \mathcal{P} \times K_{pk}$ where $d_1, \ldots, d_n \in K_{pk}$.

(ii) $(\mathcal{P}, \mathcal{C}, \mathcal{P}, \bigcup_{pk \in \mathcal{P}} K_{pk}, G_1, E, D)$ is a public-key encryption scheme.

(iii) for any $pk \in \mathcal{P}$, \{D($\kappa, \cdot$) : $\mathcal{C} \rightarrow \mathcal{P}$\}$_{\kappa \in K_{pk}}$ is $c$-copyrighted against passive (resp. active) adversaries.

In the following simple but crucial Lemma we establish the relationship between the above generalization of the [NSS99] setting and (public-key) traitor tracing:

**Lemma 1.** An $n$-key, $c$-copyrighted public-key encryption scheme against passive (resp. active) adversaries is equivalent to an $n$-user,$c$-TTS (resp. $n$-user,$c$-TTS with black-box traceability).

The Lemma provides a construction methodology for public-key traitor tracing schemes: given an $n$-key, $c$-copyrighted public-key encryption scheme the corresponding public-key traitor tracking scheme is the following: the authority uses $G$ to generate a tuple $(pk, d_1, \ldots, d_n)$. The key $pk$ is published as the public-key and the decryption-key $d_\ell$ is given to user $\ell$. Any third party can use the encryption algorithm $E$ in combination to $pk$ and send encrypted data to the users that possess the decryption-keys. Traitor tracing is taken care of by the copyright properties of the decryption function: if the security is against passive adversaries, the authority can perform non-black-box traitor tracing. If the copyright security of the decryption function is against active adversaries, the authority can use the analyzer to perform black-box traitor tracing.

### 4 The Basic Building Block: The Two-User Case

We will consider two alternative settings for copyrighting a public-key encryption function. Following the [NSS99] design paradigm we will consider the 2-
key,1-copyrighted case first. In the following sections we present two 2-key,1-
copyrighted public-key encryption schemes. Scheme 1 is more efficient, however
scheme 2 allows security against active adversaries.

4.1 Scheme 1

Let \( N = pq \) where \( p, q \) are two primes so that \( p = 2p' + 1, q = 2q' + 1 \) with
\( p', q' \) also prime. The factorization of \( N \) is kept secret by the authority. Let
\( h \in \mathbb{Z}_N^* \) with maximal order, i.e. \( \text{ord}(h) = \lambda(N) = 2p'q' \) where \( \lambda(N) \) is the
Carmichael function, so that \( \langle h \rangle = \mathbb{J}_N \) where \( \mathbb{J}_N \) is the subgroup of \( \mathbb{Z}_N^* \) that
contains all elements with Jacobi Symbol +1. The element \( h \) can be computed
easily given the factorization of \( N \) as follows: select \( h_1, h_2 \) to be generators of
the multiplicative groups \( \mathbb{Z}_p^* \) and \( \mathbb{Z}_q^* \) respectively and compute \( h \) by solving the
system \( h = h_1 \mod p \) and \( h = h_2 \mod q \) (solvable by the Chinese Remainder
Theorem). It follows easily that \( h_1, h_2 \) are both quadratic non-residues modulo
\( p, q \) respectively and as a result \( \langle h \rangle = \mathbb{J}_N \). Now let \( g = a \) \( h^2 \mod N \). It is easy
to verify that \( \langle g \rangle = \mathbb{Q}_N \) (the group of quadratic residues modulo \( N \)). Note that
\( |\mathbb{Q}_n| = p'q' \).

The tuple \( \langle N, g, y = a \cdot g^\alpha \mod N \rangle \) is the public-key of the system, where
\( \alpha \in U [p'q'] \) with \( (\alpha, p'q') = 1 \). The set of possible decryption keys is \( \mathbb{K}_{pk} = a \)
\( \{ x \in \mathbb{N} \mid x = \alpha \mod \phi(N) \} \). The two users are assigned the two (shorter)
secret keys of \( \mathbb{K}_{pk}, \alpha_0 = a \alpha \) and \( \alpha_1 = a \alpha + \phi(N) \) of \( \mathbb{K}_{pk} \). It is immediate that:
\( g^{\alpha_0} \mod N = g^{\alpha_1} \mod N = y \).

Encryption is performed following the ElGamal paradigm ([ElG84]): given
a message \( M \in \mathbb{J}_N \), the sender computes the tuple \( \langle g^k \mod N, y^k \cdot M \mod N \rangle \)
where \( k \in U \mathbb{[N]} \). Note that \( \langle g \rangle = \mathbb{Q}_N \) is a group of unknown order for the sender.
The decryption procedure is as follows: given \( \kappa \in \mathbb{K}_{pk} \), and a ciphertext \( \langle A, B \rangle \),
the receiver computes the plaintext as follows: \( B \cdot (A^{-1})^\kappa \mod N \). It is easy to
verify that the decryption operation inverts encryption. The following lemma
shows that the choice of the encryption exponent \( k \) from \( [N] \) is appropriate:

**Lemma 2.** The uniform distribution over \( \langle g \rangle \) is statistically indistinguishable
from the distribution \( \mathbb{D} \) induced over \( \langle g \rangle \) by the mapping \( k \rightarrow g^k \mod N \) where
\( k \in U \mathbb{[N]} \).

**Theorem 1.** The public-key encryption function described above is
(i) Semantically Secure under the DDH Assumption over \( \mathbb{Q}_N \) and the QR Assumption in \( \mathbb{Q}_N \).
(ii) 1-copyrighted against passive adversaries (in the strong sense): given the
public-key \( pk \) and a key \( \alpha_x \) of \( \{\alpha_0, \alpha_1\} \) it is computationally infeasible to con-
struct another key in \( \mathbb{K}_{pk} \) under the assumption that factoring \( N \) is hard.

Note that the scheme is strictly 1-copyrighted and not 2-copyrighted since
if the two users collude it is immediate that they can construct keys in \( \mathbb{K}_{pk} \) as
follows: given \( \alpha_0, \alpha_1 \in \mathbb{K}_{pk} \) it follows that \( \alpha_1 - \alpha_0 \) equals \( \phi(N) \). Subsequently
any \( \alpha_0 + x(\alpha_1 - \alpha_0) \), where \( x \in \mathbb{N} \), is an element of \( \mathbb{K}_{pk} \).
Plaintext-Space and Efficiency Parameters. In order to measure efficiency, first we have to specify the plaintext-space: let the plaintext-space for the encryption operation be \( \{0,1\}^b \) with \( b = |N| - 3 \). We have to determine an encoding function \( \text{enc} : \{0,1\}^b \rightarrow \mathbb{J}_N \) that is easily invertible. Given a message \( M = \langle m_1 m_2 \ldots m_b \rangle \in \{0,1\}^b \) let \( M' = \langle m_1 + 2m_2 \ldots + 2^{b-1}m_b + \frac{N}{4} + 1 \rangle \). It is easy to see that \( \frac{N}{4} < M' < \frac{N}{2} \). Suppose now that \( p' = 1(\text{mod}4) \) and \( q' = 3(\text{mod}4) \). Then, it holds that \( \langle \frac{M'}{N} \rangle = -1 \) (recall that \( N = (2p' + 1)(2q' + 1) \)). Now if \( \langle \frac{M'}{N} \rangle = 1 \) the encoding of \( M \) is \( M' \), else if \( \langle \frac{M'}{N} \rangle = -1 \) then the encoding of \( M \) is defined as \( 2 \cdot M' \). This completes the description of \( \text{enc} \).

The encoding function can be inverted as follows: given \( \text{enc}(M) \) we compute \( M' = \langle \text{enc}(M) \rangle \) or \( M' = \langle \text{enc}(M) \rangle / 2 \) if \( \text{enc}(M) < N/2 \), or \( M' = \langle \text{enc}(M) \rangle / 2 \) if \( \text{enc}(M) > N/2 \). The decoding of \( \text{enc}(M) \) is the binary representation of \( M' - \frac{N}{4} - 1 \). The rates of the parameters of the system are illustrated in the figure 2 (recall that \( |N| = b + 3 \)).

<table>
<thead>
<tr>
<th>Plaintext</th>
<th>Ciphertext</th>
<th>User-Key</th>
<th>Public-Key</th>
<th>Max Traceable</th>
</tr>
</thead>
<tbody>
<tr>
<td>Space</td>
<td>Rate</td>
<td>Rate</td>
<td>Rate</td>
<td>Collusion</td>
</tr>
<tr>
<td>{0,1}</td>
<td>( \frac{2(b+3)}{b} ) ~ 2</td>
<td>( \frac{b+4}{b} ) ~ 1</td>
<td>( \frac{3(b+3)}{b} ) ~ 3</td>
<td>1</td>
</tr>
</tbody>
</table>

Fig. 2. Efficiency Parameters of Scheme 1 (Two-User Setting)

4.2 Scheme 2

Let \( \mathcal{G} \) be the group of quadratic residues modulo \( p = 2q + 1 \) where both \( p, q \), are large primes. It follows that the order of \( \mathcal{G} \) is \( q \). Let \( g \) be a generator of \( \mathcal{G} \). The public-key of the scheme is set to \( \text{pk} = \langle p, f, g, h \rangle \) where \( f = \langle g^\alpha, h = \langle g^\beta \rangle \) and \( \alpha, \beta \in R \langle q \rangle \). The two users are given two “representations” of \( \alpha \) with respect to the “base” \( g, h \), i.e. the authority selects two vectors \( \langle d_0, d_0' \rangle, \langle d_1, d_1' \rangle \) over \( \mathbb{Z}_q \) so that \( d_i + \beta d_i' = \alpha \) for both \( i \in \{0,1\} \). The two vectors are chosen so that they are linearly independent over \( \mathbb{Z}_q \). Note that the set of all possible keys is \( \mathcal{K}_{pk} = \langle d, d' \rangle \rightarrow \{ d + d' \beta = \alpha(\text{mod}q) \} \).

Encryption is performed as follows: given the public-key \( \langle f, g, h \rangle \) and a message \( M \in \mathcal{G} \), the encryption of \( M \) is \( \langle M \cdot f^r \text{ mod } p, g^r \text{ mod } p, h^r \text{ mod } p \rangle \). Decryption works as follows: given one of the two keys \( \langle d_i, d_i' \rangle \) and a ciphertext \( \langle A, B, C \rangle \) the receiver computes \( A(B^{-1})d_i(C^{-1})d_i' \text{ mod } p \). It is easy to verify that the decryption operation inverts encryption.

Theorem 2. The public-key encryption function described above is

(i) Semantically Secure under the DDH Assumption over \( \mathcal{G} \).

(ii) 1-copyrighted against passive adversaries (in the strong sense): given the public-key information \( \text{pk} \) and a key \( \langle d, d' \rangle \in \mathcal{K}_{pk} \) it is computationally infeasible to construct another key in \( \mathcal{K}_{pk} \) under the Discrete-Log assumption over \( \mathcal{G} \).

Note that the scheme is strictly 1-copyrighted and not 2-copyrighted since if the two users collude, they can construct keys in \( \mathcal{K}_{pk} \) as follows: given \( \langle d_0, d_0' \rangle \) and \( \langle d_1, d_1' \rangle \) it holds that \( rd_0 + (1-r)d_1, rd_0' + (1-r)d_1' \in \mathcal{K}_{pk} \) for any \( r \in \mathbb{Z}_q \).
**Plaintext-Space and Efficiency Parameters.** First we specify the plaintext-space: let the plaintext-space for the encryption-operation be \( \{0, 1\}^b \) with \( b = |p| - 2 \). We have to determine an easily invertible encoding function \( \text{enc} : \{0, 1\}^b \to \mathcal{G} \). Given \( M = m_1 \ldots m_b \in \{0, 1\}^b \) let \( M' = m_1 + 2m_2 + \ldots + 2^{b-1}m_b + 1 \). It is easy to verify that \( M' \in \{1, \ldots, q\} \). Then, \( \text{enc}(M) = df(M')^2 \mod p \). It is easy to see that \( \text{enc}(M) \in \mathcal{G} \) for any \( M \in \{0, 1\}^b \): this is because \( \mathcal{G} = \langle g \rangle \) is the subgroup of quadratic residues modulo \( p \). The encoding function \( \text{enc} \) can be inverted as follows: given \( \text{enc}(M) \) we compute its two square roots modulo \( p \) and let \( M' \) be the one that belongs in \( \{1, \ldots, q\} \). The decoding of \( \text{enc}(M) \) is the binary representation of \( M' - 1 \). The rates of the parameters of the system are illustrated in the figure 3 (recall that \( |p| = b + 2 \)).

<table>
<thead>
<tr>
<th>Plaintext Space</th>
<th>Ciphertext Rate</th>
<th>User-Key Rate</th>
<th>Public-Key Rate</th>
<th>Max Traceable Collusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>( {0, 1}^b )</td>
<td>( \frac{3(b+2)}{b} ) ( \sim 3 )</td>
<td>( \frac{2(b+1)}{b} ) ( \sim 2 )</td>
<td>( \frac{4(b+2)}{b} ) ( \sim 4 )</td>
<td>1</td>
</tr>
</tbody>
</table>

**Fig. 3.** Efficiency Parameters of Scheme 2 (Two-User Setting)

### 4.3 Scheme 2: Security against Active Adversaries

In this section we establish that scheme 2 is secure against active adversaries.

**Theorem 3.** Suppose that there is an adversary \( A \) that:

(i) Given the public-key information, \( A \) produces a decryption simulator \( S \) that decrypts valid ciphertexts with probability \( \epsilon \). Then the Diffie-Hellman Problem is solvable with probability \( \epsilon \).

(ii) Given the public-key information \( pk \) and a key \( \langle d, d' \rangle \in K_{pk} \), \( A \) produces a simulator \( S \) that decrypts all valid ciphertexts but when given a “randomized” ciphertext of the form \( \langle A, g^{r_0}, g^{r_1} \rangle \) with \( r_0, r_1 \in U \{q\} \), it outputs a value different than \( A/g^{r_0d + \alpha r_1d'} \) with probability \( \epsilon \). Then the Decision-Diffie-Hellman Problem is decidable with probability \( \epsilon \).

Let us now present an analyzer \( N \) that given black-box access to a decryption simulator \( S \) constructed by one of the two users it decides which of the two constructed it:

**Description of the Analyzer \( N \):** given black-box access to a decryption simulator \( S \), \( N \) selects \( a_0, a_1 \in U \mathbb{Z}_q \) and solves the system \( d_0x + \alpha d_0y = a_0 \) and \( d_0x + \alpha d_1y = a_1 \) (note that the system is solvable because of the choice of \( \langle d_0, d_0' \rangle, \langle d_1, d_1' \rangle \)). Then, \( N \) submits to \( S \) the “randomized” ciphertext \( \langle A, g^{x}, (g^{a})^y \rangle \). If the output of \( S \) is \( A/g^{a_0} \) then \( N \) outputs 0, otherwise, if the simulator’s output is \( A/g^{a_1} \), \( N \) outputs 1; finally \( N \) outputs ? if the output of the simulator is not contained in \( \{A/g^{a_0}, A/g^{a_1}\} \).

The correctness of \( N \) is guaranteed by theorems 2 and 3. In particular theorem 2(ii) suggests that user 1 cannot incriminate user 2 or use some other key in
Scheme 2 is 1-copyrighted against active adversaries.

Remark. Scheme 2 can be viewed as a special case of the public-key traitor tracing scheme of [BF99] (for two users). However, the approach we take in extending scheme 2 to capture the multi-user case is different from [BF99].

5 The Multi-user Case

Let $\langle \mathbb{P}, \mathbb{C}, \mathbb{P}, \cup_{pk \in \mathbb{P}} \mathbb{K}_{pk}, G_2, E, D \rangle$ be a 2-key, 1-copyrighted (in the strong sense) public-key encryption scheme. In this section, following the [NSS99] design paradigm we compose the two-user case with collusion secure codes. Specifically, we show how to obtain an $n$-key, $c$-copyrighted public-key encryption scheme (and thus, by Lemma 4 a public-key traitor tracing scheme) by a parallel combination of independent instantiations of a 2-key, 1-copyrighted public-key encryption scheme based on collusion-secure codes. Note that for designing one-way (hash) functions, [NSS99] used nested composition rather than parallel. The parallel approach we choose is crucial for maintaining constant transmission rate.

Key-Generation. Let $C = \{\omega_1, \ldots, \omega_v\}$ be an $\langle n, v \rangle_2$-collusion-secure code over the alphabet $\{0, 1\}$ with $v$-long codewords, that allows collusions of up to $c$ and has a tracing algorithm that succeeds with probability $1 - \epsilon$; collusion secure codes were introduced in [BS95], and further investigated in [SSW00, SW01a, SW01b].

The key-generation procedure, first generates $v$ independent key-instantiations of a 2-user, 1-copyrighted scheme: $\{\langle pk_i, \kappa_{0,i}, \kappa_{1,i}, E_i, D_i \rangle \}_{i=1}^v$. Without loss of generality we assume that the plaintext-space $\mathbb{P}$ over all instantiations is the same ($= \{0, 1\}^b$) and that $\text{len}[c \in \mathbb{C}_1] = \ldots = \text{len}[c \in \mathbb{C}_t]$.

The $i$-th decryption key of the $n$-key system is defined as the following sequence $\kappa_i \defeq (\kappa_{i,0}, \ldots, \kappa_{i,v})$ where $\omega_i \ell$ is the $\ell$-th bit of the $i$-th codeword of $C$. The tuple $\langle pk_1, \ldots, pk_v \rangle$ constitutes the public-key.

Encryption and Decryption. The plaintext space of the $n$-key system is $\mathbb{P}^v$. A message $\langle M_1, \ldots, M_v \rangle$ is encrypted by the tuple $\langle E_1(pk_1, M_1), \ldots, E_v(pk_v, M_v) \rangle$. Because each user has one key that inverts $E_i(pk_i, \cdot)$ (either $\kappa_{0,i}$ or $\kappa_{1,i}$) for all $i = 1, \ldots, v$ it is possible for any user to invert a ciphertext and compute $\langle M_1, \ldots, M_v \rangle$.

Security Against Passive Adversaries. Suppose $\langle \kappa_1^*, \ldots, \kappa_v^* \rangle$ is a key that was constructed by a coalition of $t$ users s.t. $t \leq c$. Subsequently the tracer constructs a codeword $\omega^* \defeq (\omega_1^* || \ldots || \omega_v^*)$ as follows

$$
\omega_i^* \defeq \begin{cases} 
0 & (\text{if } \kappa_i^* = \kappa_{0,i}) \\
1 & (\text{if } \kappa_i^* = \kappa_{1,i}) \\
? & (\text{otherwise})
\end{cases}
$$
Because of the fact that each key-instantiation is 1-copyrighted against passive adversaries in the strong sense, if \( C = \{ \omega_1, \ldots, \omega_v \} \) is the set of codewords that corresponds to the keys of the coalition of traitor users that constructed \( \langle \kappa_1^*, \ldots, \kappa_v^* \rangle \), it holds that \( \omega^* \in F(C) \), where \( F(C) \) is the feasible set of the codewords \( C \) (see [BS95]); it follows that if \( \omega^* \) is given as input to the tracing algorithm of the collusion-secure-code \( C \), and because \(|C| \leq c\), we are guaranteed to obtain the identity of one of the traitors with probability \( 1 - \epsilon \). Note that we assume that a key for all \( v \) instantiations is necessary, i.e. partial decryptions of a ciphertext are not useful. We deal with how this can be enforced in more details in section 6 where we describe the two public-key traitor tracing schemes based on this construction.

**Security against Active Adversaries.** If the underlying 2-key,1-copyrighted public-key encryption scheme is secure against active adversaries then the tracer can construct the codeword \( \omega^* \) using merely black-box access to the pirate decoder: the tracer constructs a “randomized” ciphertext \( \langle C_1, \ldots, C_v \rangle \) where \( C_i \) is constructed as dictated by the analyzer procedure \( N \) in the \( i \)-th instantiation of the 1-copyrighted public-key scheme. The value \( \omega_i^* \) is set to be the output of the analyzer for the \( i \)-th coordinate (recall that the output of \( N \) is in \( \{0, 1, ?\} \)). Note that black-box traitor tracing is achieved with merely a single query to the pirate-decoder (plus the time needed for the collusion-secure code’s tracer algorithm).

**Theorem 4.** Given \( v \)-instantiations of a 2-key,1-copyrighted public-key encryption scheme secure against passive (resp. active) adversaries and a \( \langle n, v \rangle_2 \)-collusion secure code secure that allows collusions of up to \( c \), the scheme described above is a \( n \)-key,\( c \)-copyrighted public-key encryption scheme, and as a result due to Lemma \( \Box \) an \( n \)-user,\( c \)-TTS (resp. \( n \)-user,\( c \)-TTS of black-box traceability), can be directly obtained.

**Efficiency Parameters.** It is easy to see that the derived scheme has the same ciphertext rate, user-key rate and public-key rate as the underlying 2-key,1-copyrighted public-key encryption scheme. This is because the \( v \)-fold expansion of these parameters is “cancelled” by the simultaneous \( v \)-fold expansion of the plaintext-space.

We remark that the methodology we describe in this section can be used to yield traitor tracing schemes over any type of 2-user 1-copyrighted encryption function (not necessarily public-key).

### 6 The New Public-Key Traitor Tracing Schemes

The application of the construction of the previous section to the 2-key,1-copyrighted schemes of sections 4.1 and 4.2 together with Lemma 1 yields two public-key traitor tracing schemes. We summarize these results in this self-contained section in the context of traitor tracing. In the following let \( \mathcal{C} = \{ \omega_1, \ldots, \omega_n \} \) be a collusion secure \( \langle n, v \rangle_2 \)-code over \( \{0, 1\} \) with tracing success probability \( 1 - \epsilon \) against collusions of up to \( c \) users.
For convenience we will describe our schemes under the following plausible “threshold” assumption (introduced in [NP98]). The assumption is applicable to many plaintext-space settings. However, by employing All-or-Nothing Transform this assumption is not necessary as illustrated in section 6.3.

**Definition 9. Threshold Assumption.** A pirate-decoder that always returns correctly a percentage $C$ of a plaintext of length $b$ where $1 - C$ is a non-negligible function in $b$, is useless.

### 6.1 Traitor Tracing Scheme 1

In the following $\ell$ is interpreted as a value in $\{1, \ldots, v\}$.

**Key Generation.** The authority selects $N_1, \ldots, N_v$ composites so that $N_\ell = p_\ell q_\ell$ and $p_\ell = 2p_\ell' + 1$, $q_\ell = 2q_\ell' + 1$ with $p_\ell, p_\ell', q_\ell, q_\ell'$ all prime. Without loss of generality we assume that $\nu = \omega_1 | N_1| = \ldots = |N_v|$. The public-key of the system is the set to

$$\{ N_1, g_1, y_1 = \omega_1 \mod N_1 \}, \ldots, \{ N_v, g_v, y_v = \omega_v \mod N_v \}$$

where each $\langle g_\ell \rangle = Q_{N_\ell}$ and $\alpha_\ell \in U [p_\ell'q_\ell']$. User $i$ is given as its personal decryption key the tuple $\langle \kappa_1, \omega_1, \ldots, \kappa_v, \omega_v, \nu \rangle$, where $\kappa_{\ell, x} = \alpha_\ell + x\phi(N_\ell)$ for $x \in \{0, 1\}$.

**Encryption.** Any third party can encrypt a message $\langle M_1, \ldots, M_v \rangle \in Q_{N_1} \times \ldots \times Q_{N_v}$ in the following way: $\langle g_1^{r_1} \mod N_1, y_1^{r_1} \mod N_1, \ldots, g_v^{r_v} \mod N_v, y_v^{r_v} \mod N_v \rangle$ where $r_\ell \in U [N_\ell]$.

**Decryption.** Given a ciphertext $\langle A_1, B_1, \ldots, A_v, B_v \rangle$ and a user-key $\langle \kappa_1, \ldots, \kappa_v \rangle$ the decryption is $\langle B_1, A_1^{-1} \kappa_1 \mod N_1, \ldots, B_v, A_v^{-1} \kappa_v \mod N_v \rangle$.

**Traitor Tracing.** Suppose that a key $\langle \kappa_1^*, \ldots, \kappa_v^* \rangle$ is constructed by a coalition of $t < c$ traitors. If all $t$ traitors have a the same key $\kappa_{\ell, x}$ for some $\ell \in \{1, \ldots, v\}$ then because of the fact that the underlying scheme is 1-copyrighted (theorem 1) it is infeasible for them to construct another key to be used for decryption in the $\ell$-th coordinate. As a result they have to set $\kappa_{\ell, x} = \omega_1^x \mod N_\ell$ (because of the Threshold Assumption: if $\kappa_{\ell, x}$ is missing from the set of keys available to the pirate decoder then it will fail to decrypt a substantial portion of the plaintext).

On the other hand if the $t$ traitors have both keys of the $\ell$-th coordinate then they may set $\kappa_{\ell, x}$ to either one, or as described in section 4.4 set $\kappa_{\ell, x}^*$ to some randomized combination of their keys. Now the tracer computes the string $\omega^* = \omega_1^x \ldots \omega_v^x$, in the following way: $\omega_\ell^* = \omega_\ell^x \mod N_\ell$ if $\kappa_{\ell, x}^* = \kappa_{\ell, x}^*$ where $x \in \{0, 1\}$, or $\omega_\ell^* = \omega_\ell$? if $\kappa_{\ell, x}^* \notin \{\kappa_{\ell, 0}, \kappa_{\ell, 1}\}$. If $C = \omega^*, \{\omega_{i_1}, \ldots, \omega_{i_t}\}$ is the set of codewords that correspond to the traitor keys it is easy to verify that $\omega^* \in F(C)$ (where $F(C)$ is the feasible set of the set of codewords $C$). The tracer runs the tracing procedure of $C$ on input $\omega^*$. This will yield with probability $1 - \epsilon$ one of the traitors.

The efficiency parameters of the scheme are presented in figure 4.

### 6.2 Traitor Tracing Scheme 2

**Key Generation.** The authority selects $p_1, \ldots, p_v$ primes so that $p_\ell = 2q_\ell + 1$ with $q_\ell$ also prime. Without loss of generality we assume that $\nu = \omega_1 | p_1| = \ldots =
In order to simplify the table we can select a single parameter. Note that in order to allow tracing with negligible probability the problem becomes very complex 

\[ O(\sqrt{\log(n/\epsilon) \log(1/\epsilon)}) \]

In order to simplify the table we can select \( b = v = l^{1/2} \), where \( l \) is a security parameter. Note that in order to allow tracing with negligible failure the security parameter \( l \) (size of plaintexts) should be polylogarithmic in the number of users. This is a plausible condition, satisfied in many settings.

\[ |p_v| \] The public-key of the system is the set to \( \langle p_1, f_1, g_1, h_1 \rangle, \ldots, \langle p_v, f_v, g_v, h_v \rangle \) where \( f_\ell, g_\ell, h_\ell \) are generators of the \( q_\ell \)-order subgroup \( G_\ell \) of \( \mathbb{Z}_p^{*} \), with known relative discrete-logs for the authority.

Let \( d_{\ell,0} \) and \( d_{\ell,1} \) be two random, linearly independent representations of \( f_\ell \) w.r.t. \( g_\ell, h_\ell \). User \( i \) is given as the decryption key the tuple \( \langle d_{1,\omega_1}, \ldots, d_{v,\omega_v} \rangle \),

**Encryption.** Any third party can encrypt a message \( \langle M_1, \ldots, M_v \rangle \in G_1 \times \ldots \times G_v \) in the following way: \( \langle M_1 \cdot f_{\ell,v}^r \mod p_1, g_{\ell,v}^r \mod p_1, h_{\ell,v}^r \mod p_v \rangle \) where \( r_\ell \in U [g_\ell] \).

**Decryption.** Given a ciphertext \( \langle A_1, B_1, C_1, \ldots, A_v, B_v, C_v \rangle \) and a user-key \( \langle d_1, \ldots, d_v \rangle \) the decryption is computed as follows \( \langle A_1 {B_1^{-1}}_{-1}d_{\ell, v} \mod p_1, \ldots, A_v {B_v^{-1}}_{-1}d_{\ell, v} \mod p_v \rangle \), where \( (a, b, c, d) = A \cdot B \cdot C \).

**Black-Box Traitor Tracing.** Let \( S \) be a pirate-decoder. The tracer prepares the vectors \( \langle x, y \rangle \) so that they satisfy the system of equations \( \langle x, y \log y \rangle \) · \( d_{\ell,0} = a_\ell \) and \( x, y \log y \rangle \cdot \langle d_{\ell,1} = b_\ell \) where \( a_\ell, b_\ell \) are random values of \( [q_\ell] \).

Subsequently it forms the ciphertext \( \langle A_1, B_1, C_1, \ldots, A_v, B_v, C_v \rangle \) with \( A_\ell \) chosen randomly over \( \mathbb{Z}^{*}_p \) and \( B_\ell = a_\ell {g_\ell}^{x_t} \mod p_\ell, C_\ell = a_\ell {h_\ell}^{y_t} \mod p_\ell \). The tracer submits this ciphertext to the tracer and observes the decoder’s reply \( \langle r_1, \ldots, r_v \rangle \). Then it constructs a codeword \( \omega^* = \omega_1 \ldots \omega_v : \) as follows: If \( r_\ell = A_\ell / {g_\ell}^{x_t} \mod p_\ell \) then \( \omega_\ell^* \) is set to 0; else if \( r_\ell = A_\ell / {g_\ell}^{y_t} \mod p_\ell \) then \( \omega_\ell^* \) is set to 1. Finally if \( r_\ell \notin \{A_\ell / {g_\ell}^{x_t} \mod p_\ell, A_\ell / {g_\ell}^{y_t} \mod p_\ell \}, \omega_\ell^* \) is set to ?. It follows from theorem 3 and the threshold assumption that \( \omega^* \) belongs to the \( F(C) \) where \( C = \{\omega_1, \ldots, \omega_v\} \) is the set of codewords that correspond to the secret-keys assigned to the traitors. Now provided that \( t \leq \epsilon \) the tracer can recover the identity of one of the traitors by using the tracing algorithm of the code \( C \) with probability \( 1 - \epsilon \). We note here that a single query to the pirate decoder is sufficient for our black-box traitor tracing method.

The efficiency parameters of the scheme are presented in figure 4

<table>
<thead>
<tr>
<th>Plaintext Space</th>
<th>Ciphertext Expansion Factor</th>
<th>User-Key Expansion Factor</th>
<th>Public-Key Expansion Factor</th>
<th>Max Traceable Collusion with (1 − ℓ)-success</th>
</tr>
</thead>
<tbody>
<tr>
<td>TTS 1</td>
<td>( {0,1}^{b_v} )</td>
<td>( 2v(b+3)/b_v \sim 2 )</td>
<td>( v(b+4)/b_v \sim 1 )</td>
<td>( 3v(b+3)/b_v \sim 3 )</td>
</tr>
<tr>
<td>TTS 2</td>
<td>( {0,1}^{b_v} )</td>
<td>( 3v(b+2)/b_v \sim 3 )</td>
<td>( 2v(b+1)/b_v \sim 2 )</td>
<td>( 4v(b+2)/b_v \sim 4 )</td>
</tr>
</tbody>
</table>

Fig. 4. Efficiency Parameters of the two Traitor Tracing Schemes, over a \( \langle n, v \rangle \)-collusion secure code of codeword length \( v = \mathcal{O}(t^4 \log(n/\epsilon) \log(1/\epsilon)) \), where \( \epsilon \) denotes the error probability of the tracer and \( t \) the maximum traitor collusion size [BS95].

### 6.3 Obviating the Threshold Assumption

The Threshold assumption was instrumental in the traitor tracing methods of our two schemes since it made it necessary for the pirate decoder to include
a key for each of the $v$ components. Nevertheless this can also be enforced by employing an all-or-nothing transform (AONT) \cite{Riv97} (alternatively one can use collusion secure codes under weaker marking assumptions, e.g. \cite{SW01a}).

The two public-key traitor tracing schemes described in sections 6.1 and 6.2 have as plaintext space set of strings $\{0, 1\}^b(v-1)$. Let us formulate the construction of \cite{Riv97} in our setting:

**All-or-Nothing Transform.** (\cite{Riv97}) Let $f$ be a block-cipher and let $K_0$ be a publicly known key for $f$. Given a message $\langle m_1, \ldots, m_{v-1} \rangle \in \{0, 1\}^b(v-1)$ the sender selects a random key $K$ for $f$ and computes $m'_1, \ldots, m'_v \in \{0, 1\}^b$ as follows: $m'_i = m_i \oplus f(K, i)$ for $i = 1, \ldots, v-1$; note that $\oplus$ stands for the xor operation. The last block $m'_v$ is computed as $m'_v = K \oplus h_1 \oplus \ldots \oplus h_{v-1}$, with $h_i = f(K_0, m'_i \oplus i)$ for $i = 1, \ldots, v-1$. The output of the transform is the bitstring $m'_1 \ldots m'_v \in \{0, 1\}^b$. It is easy to see that the transform can be inverted by anyone that holds all blocks $m'_1, \ldots, m'_v$ as follows: $K = m'_v \oplus f(K_0, m'_1 \oplus 1) \oplus \ldots \oplus f(K_0, m'_{v-1} \oplus (v-1))$ and $m_i = m'_i \oplus f(K, i)$ for $i = 1, \ldots, v-1$.

The concept of AONT has been investigated formally in \cite{CDHKS00}. By employing the above AONT in the encryption and decryption operation of our public-key traitor tracing schemes we enforce the pirate to include a secret-key for each one of the $v$ components and therefore there is no need for the Threshold Assumption. The efficiency loss introduced by the use of the AONT is marginal, and it does not affect the stated expansion factors. Finally, note that another plaintext preprocessing which is possible without much ciphertext expansion is employing one of the preprocessing methods (based on random oracle hash and added randomness) in the case where chosen ciphertext security is required.
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Abstract. We introduce the concept of hierarchical identity-based encryption (HIBE) schemes, give precise definitions of their security and mention some applications. A two-level HIBE (2-HIBE) scheme consists of a root private key generator (PKG), domain PKGs and users, all of which are associated with primitive IDs (PIDs) that are arbitrary strings. A user’s public key consists of their PID and their domain’s PID (in whole called an address). In a regular IBE (which corresponds to a 1-HIBE) scheme, there is only one PKG that distributes private keys to each user (whose public keys are their PID). In a 2-HIBE, users retrieve their private key from their domain PKG. Domain PKGs can compute the private key of any user in their domain, provided they have previously requested their domain secret key from the root PKG (who possesses a master secret). We can go beyond two levels by adding subdomains, subsubdomains, and so on. We present a two-level system with total collusion resistance at the upper (domain) level and partial collusion resistance at the lower (user) level, which has chosen-ciphertext security in the random-oracle model.

1 Introduction

Shamir asked for an identity-based encryption (IBE) cryptosystem in 1984 [9], but a fully-functional IBE scheme was not found until recent work by Boneh and Franklin [1] and Cocks [4]. Recall that an IBE scheme is a public-key cryptosystem where any arbitrary string is a valid public key. The corresponding private keys must be computed by a trusted third party called the private key generator (PKG) (who possesses a master secret). Users of the system request their private key from the PKG.

We note that the public key infrastructure associated with standard public-key cryptosystems also includes a trusted third party (in the form of a root certificate authority) and allows a hierarchy of certificate authorities [12]: the root certificate authority can issue certificates for other certificate authorities, who in turn can issue certificates for users in their respective domains.

The original system of Boneh and Franklin does not allow for such structure. However, a hierarchy of PKGs is desirable in an IBE system, as it greatly reduces the workload on master server(s) and allows key escrow at several levels. For instance, if the users of the system are employees of corporations, then it is natural to want each corporation to be able to generate the private keys for their employees, so that employees request their keys from their corporation,
rather than the top-level PKG. Only corporations request their domain secret (and only once per corporation) from the top-level PKG. This is the idea behind a hierarchical IBE (HIBE) system. In particular, this is an example of a two-level HIBE (2-HIBE) scheme. (The advantage of an HIBE system over standard PKI is that senders can derive the recipient’s public key from their address without an online lookup.)

More precisely, there are three types of entities in a 2-HIBE scheme. There is the root PKG, who possesses a master key. In the upper level, there are domain PKGs, who can request their domain key from the root PKG. Lastly, there are users, who can request private keys from their domain PKG. Each user and each domain has a primitive ID (PID), which is an arbitrary string. (If Alice works for Company.com and her email address is alice@company.com, her PID is alice and her company’s PID is company.com.) The public key of a user consists of a tuple of PIDs: the PID of the user and the PID of the user’s domain (this public key is also called the user’s address) and, as with IBE systems, it is clear that a sender can derive the receiver’s public key offline. We can generalize to HIBE schemes with more levels by allowing subdomains, subsubdomains, and so on.

Another application for HIBE systems is generating short-lived keys for portable computing devices. Suppose Alice is planning to embark on a week-long business trip and wants to be able read her encrypted mail while on the road. However, she is also worried that her laptop may be stolen or otherwise compromised, so she does not want to simply copy her private key to the laptop. This dilemma is readily solved with a 2-HIBE system: this time, the upper level consists of people, such as Alice, and the lower level consists of dates, and when an arbitrary user Bob wants to send a message to Alice he uses the tuple of Alice’s PID and the PID for the current date as her address. Alice can generate (for example) seven days’ worth of keys (from her private key that she has previously requested from a PKG) and transfer these to her laptop. Now if the laptop is compromised, the damage is limited. We note that collusion at the bottom level is not an issue, as Alice will only put a small number of keys on her laptop. This problem can also be solved with a standard (non-hierarchical) IBE scheme by having Alice run her own IBE system [1], but in this case Bob must get Alice’s system parameters before he can communicate with her.

In this paper, we give formal security definitions that can model plausible real-life attack scenarios on HIBE systems. In addition to chosen-ciphertext attacks, we must also worry about attacks involving collusion by entities on arbitrary levels. In our example above, for instance, if the domain PKG of one corporation A colludes with employees of another corporation B, they should not be able to decrypt messages of other employees of corporation B (or of any other corporation C, for that matter). In general, an adversary should not be able to decrypt a message encrypted for a particular user in a particular domain (and subdomain, subsubdomain, etc.), even if they have access to the private key of every other user and of every other domain (and subdomain, subsubdomain, etc.), in addition to information obtained from a decryption oracle.
We present a 2-HIBE scheme with total collusion resistance at the upper level and partial collusion resistance at the lower level. (This limitation does not affect its applicability to the above laptop example.) In terms of the corporate setting, even if an arbitrary number of corporations collude, the master secret is safe, but, at the lower level, if more than certain number of employees of a corporation \( C \) collude, they can expose \( C \)'s private key.

Our system requires a bilinear map with certain properties. A suitable map can constructed from the Weil pairing (which is described in [1]). Its performance is sufficiently fast for practical purposes, provided the number of colluding parties allowed in the lower level is not too large. (Its running time and key size involve a term linear in this number.) Additionally, we can employ the same techniques used with the Boneh-Franklin IBE scheme to split secrets across several servers and achieve robustness for free.

2 Definitions

An identity-based encryption scheme (IBE) is specified by four randomized algorithms: Setup, KeyGen (called Extract in [1]), Encrypt, and Decrypt. In brief, Setup generates system parameters that are publicly released and a master key that is given to the PKG only; KeyGen is run by the PKG to generate private keys corresponding to a given primitive ID (PID); Encrypt encrypts a message using a given PID (PIDs are public keys); and Decrypt decrypts a ciphertext given a private key. We shall always take the message space to be \( M = \{0,1\}^m \).

These algorithms must satisfy the standard consistency constraint, namely, when \( d \) is the private key generated by algorithm KeyGen when it is given the PID \( A \) as the public key, then

\[
\forall M \in M : \text{Decrypt}(\text{params}, A, C, d) = M ,
\]

where \( C = \text{Encrypt}(\text{params}, A, M) \).

An \( \ell \)-HIBE has a family of \( \ell \) key-generation algorithms (KeyGen_i for \( 1 \leq i \leq \ell \)) instead of just one, and public keys are now \( \ell \)-tuples of PIDs instead of just a single PID.

**Definition 1.** A primitive ID (PID) is an arbitrary string, i.e., an element of \( \{0,1\}^* \).

**Definition 2.** An address is an \( \ell \)-tuple of PIDs.

An address fully specifies a user’s public key.

**Definition 3.** A prefix address (or prefix) is an \( i \)-tuple of PIDs for some \( 0 \leq i \leq \ell \). A prefix address \( \langle S_1, \ldots, S_i \rangle \) is said to be a prefix of the prefix address \( \langle T_1, \ldots, T_j \rangle \) if \( i \leq j \) and \( S_a = T_a \) for \( 1 \leq a \leq i \).

Notice that addresses also happen to be prefix addresses.

**Definition 4.** For a non-negative integer \( \ell \), an \( \ell \)-level hierarchical identity-based encryption scheme (\( \ell \)-HIBE) is specified by \( \ell + 3 \) randomized algorithms: Setup, KeyGen_i (for \( 1 \leq i \leq \ell \)), Encrypt, and Decrypt:
Setup: Input: security parameter \( k \in \mathbb{Z} \). Output: system parameters \( \text{params} \) and a master key \( \text{mk} \), (which we also call the level-0 key).

KeyGen: (for \( 1 \leq i \leq \ell \)): Input: \( \text{params} \), \( \text{mk}_{\langle S_1, \ldots, S_{i-1} \rangle} \) (a level-\((i - 1)\) key), and an \( i \)-tuple of PIDs (a prefix address). Output: \( \text{mk}_{\langle S_1, \ldots, S_i \rangle} \) (a level-\( i \) key).

Encrypt: Input: \( \text{params} \), an address, and a message. Output: a ciphertext.

Decrypt: Input: \( \text{params} \), an address, a ciphertext, and a private key \( \text{mk}_{\langle S_1, \ldots, S_\ell \rangle} \). Output: the corresponding plaintext.

These algorithms must satisfy the standard consistency constraint, namely, when \( d \) is the private key generated by algorithm KeyGen\(_\ell\) when it is given the address \( N \) as the public key, then
\[
\forall M \in \mathcal{M} : \text{Decrypt}(\text{params}, N, C, \text{mk}_{\langle S_1, \ldots, S_\ell \rangle}) = M,
\]
where \( C = \text{Encrypt}(\text{params}, N, M) \).

Remark 1. For certain values of \( \ell \), an HIBE is the same as other familiar structures:

- When \( \ell = 0 \), this definition captures the essence of public-key encryption schemes: the level-0 key corresponds to a private key and the \( \text{params} \) correspond to the public key (the address is empty when calling Encrypt; each system is associated with only one private key/public key pair).
- When \( \ell = 1 \), we have a definition of a standard IBE.

2.1 Security

In order to cover realistic attacks, we assume that an attacker may be able obtain private keys at any level except for the master secret, and extend the standard model of chosen-ciphertext security accordingly. We note that if the master secret is compromised, the effects are at least as disastrous as when the root certificate authority is compromised in a public-key cryptosystem. Thus we assume that the precautions taken to guard the master secret are similar to those taken to guard a root certificate authority in real life (e.g., secret splitting, tamper-resistant hardware), rendering it unassailable. Consider the following game played by two parties, an adversary and a challenger:

1. The challenger runs the Setup algorithm (for a given security parameter \( k \)) and gives \( \text{params} \) to the adversary. It does not divulge \( \text{mk}_\ell \).
2. The adversary submits any number of decryption and/or key-generation queries adaptively (i.e., each query may depend on the replies to previous queries). In a decryption query, the adversary sends a ciphertext and an address and is given the corresponding plaintext under the unique key associated with that address (assuming the ciphertext and address are valid). For a key-generation query, the adversary submits any prefix address \( \langle S_1, \ldots, S_i \rangle \) (for some \( 1 \leq i \leq \ell \)), and is told the output \( K_i \) (where \( K_j \) is defined to be KeyGen\(_j\)(\( K_{j-1}, \langle S_1, \ldots, S_j \rangle \)) for \( 0 < j \leq i \) and \( K_0 \) is the key returned by Setup).

In other words, not only can the adversary learn the decryption of any chosen ciphertext, it can also obtain the key corresponding to any prefix address.
3. The adversary then outputs any two plaintexts $M_0, M_1 \in \mathcal{M}$ and any address $N$ on which it wishes to be challenged, subject to the restriction that no prefix of $N$ has been queried in the previous step.
4. The challenger picks $b \in \{0, 1\}$ randomly and computes the ciphertext $C = \text{Encrypt}(\text{params}, N, M_b)$. It then sends the challenge $C$ to the adversary.
5. The adversary again issues any number of decryption and/or key-generation queries adaptively, except that it now may not ask for the key corresponding to any prefix of $N$ or for the plaintext corresponding to $C$ under the private key corresponding to $N$.
6. The adversary outputs $b' \in \{0, 1\}$, and wins if $b = b'$.

We call such an adversary an ID-CCA attacker.

**Definition 5.** We define an HIBE to be secure against adaptive chosen-ciphertext attack (ID-CCA) if no polynomially-bounded adversary has a non-negligible advantage in the above game, that is, for any polynomial $f$ and for any probabilistic polynomial-time algorithm $A$, $\text{Adv}(A) := \left| \Pr[b = b'] - \frac{1}{2} \right|$ is less than $1/f(k)$. (The probability is over the random bits used by the two parties.)

Finding even a 2-HIBE that satisfies this security requirement remains an open problem. We describe a 2-HIBE that is secure provided the adversary is limited to $n$ KeyGen queries within its domain (for a given $n$; unlimited KeyGen queries are allowed). In other words, our system resists arbitrary collusion at the domain level, but resists only limited collusion at the user level.

We will also utilize a weaker notion of security in intermediate steps of our proofs. Consider another game played by two parties, an adversary and a challenger:

1. The challenger runs the Setup algorithm (for a given security parameter $k$) and gives params to the adversary.
2. The adversary submits some number of key-generation queries adaptively, that is, for each query, the adversary submits any prefix address $\langle S_1, \ldots, S_i \rangle$ (for some $1 \leq i \leq \ell$), and is told the output $K_i$ (where $K_j$ is defined to be KeyGen$_j(K_{j-1}, \langle S_1, \ldots, S_j \rangle)$ for $0 < j \leq i$ and $K_0$ is the key returned by Setup).
3. The adversary then outputs any address $N$ on which it wishes to be challenged, subject to the restriction that no prefix of $N$ has been queried in the previous step.
4. The challenger picks a message $M \in \mathcal{M}$ randomly and computes $C = \text{Encrypt}(\text{params}, N, M)$. It sends the challenge $C$ to the adversary.
5. The adversary again issues some number of key-generation queries adaptively, except that it now may not ask for the key corresponding to any prefix of $N$.
6. The adversary outputs some message $M' \in \mathcal{M}$, and wins if $M = M'$.

We call such an adversary an ID-OWE attacker.

**Definition 6.** We define an HIBE to be a one-way identity-based encryption scheme (ID-OWE) if no polynomially-bounded adversary has a non-negligible advantage in the above game.
Both these definitions are generalizations of definitions given by Boneh and Franklin [1].

3 An HIBE Resistant against Domain Collusion

We present a two-level system resistant to collusion at the domain level. The system is based on bilinear forms between two prime-order groups.

3.1 The BDH Assumption

We briefly review definitions given by Boneh and Franklin [1,2].

Definition 7. Let \( G_1, G_2 \) be groups with prime order \( q \). Then we say a map \( e: G_1 \times G_1 \to G_2 \) is bilinear if, for all \( g, h \in G_1 \) and \( a, b \in \mathbb{F}_q \), we have \( e(g^a, h^b) = e(g, h)^{ab} \).

Definition 8. The Bilinear-Diffie-Hellman problem (BDH) for a bilinear function \( e: G_1 \times G_1 \to G_2 \) such that \( |G_1| = |G_2| = q \) is prime is defined as follows: given \( g, g^a, g^b, g^c \in G_1 \), compute \( e(g, g)^{abc} \), where \( g \) is a generator and \( a, b, c \) are randomly chosen from \( \mathbb{F}_q \). An algorithm is said to solve the BDH problem with an advantage of \( \varepsilon \) if

\[
\Pr[A(g, g^a, g^b, g^c) = e(g, g)^{abc}] \geq \varepsilon.
\]

Definition 9. A randomized algorithm \( IG \) that takes as input a security parameter \( k \in \mathbb{Z} \) (in unary) is a BDH parameter generator if it runs in time polynomial in \( k \) and outputs the description of two groups \( G_1, G_2 \) and a bilinear function \( e: G_1 \times G_1 \to G_2 \). We further require that the groups have prime order (which we call \( q \)), and denote the output of the algorithm by \( (G_1, G_2, e) = IG(1^k) \).

Definition 10. We say that \( IG \) satisfies the BDH assumption if no probabilistic polynomial-time algorithm \( A \) can solve BDH (for \( IG(1^k) \)) with non-negligible advantage.

For the remainder of the paper we make use of some fixed BDH parameter generator \( IG \) that satisfies the BDH assumption, and use the symbols \( G_1, G_2, e, q \) to represent the constituents of its output. Boneh and Franklin [1] also give details on how to implement such a generator (their system also required one), based on the Weil pairing. (In their construction, \( G_1 \) is a group of points on a certain elliptic curve and \( G_2 \) is a certain subgroup of \( \mathbb{F}_p^\times \), for some prime \( p \).)

This assumption was implicitly used by Joux [7] to build a one-round three-party Diffie-Hellman protocol. Other constructions also require the BDH assumption ([8,10,11]). Additionally, a bilinear function is needed in a recently described short signature scheme [3].
3.2 A Game Transformation

The BDH assumption is closely tied to the CDH assumption. Recall that the CDH problem asks for $g^{ab}$ given $g, g^a, g^b$, whereas the goal in the CDH problem is to compute $e(g, g)^{abc} = e(g^{ab}, g^c)$ given $g^c$ in addition to $g, g^a, g^b$. This similarity between the BDH and CDH assumptions naturally leads to the following transformation on games:

**Definition 11.** Using the notation of the previous section, suppose $G$ is a game where the goal of the adversary is to compute a particular element $g \in G_1$. Then the $e$-transformation of $G$ is the same game as $G$ except now the adversary is also given a random $h \in G_1$ and the adversary’s goal is to compute $e(g, h)$.

We can transform assumptions by applying this transformation to the underlying game. For example, we obtain the BDH assumption (associated with a particular $e$) when we apply this transformation to the CDH assumption.

It is possible to formulate our assumptions differently: we could have started with assuming that $e$ is a bilinear function such that if a game $G$ is hard then its $e$-transformation is also hard. This would simplify our exposition (for example, we need only assume the CDH problem is hard, as that implies that the BDH problem is hard). However, such an assumption is really an abstract description of a class of assumptions, and we prefer the readability gained by relying on a small number of concrete assumptions instead.

Clearly, if an adversary can win a game $G$, then it can easily win the $e$-transformation of $G$. The converse is far from clear.

We shall see that transformed assumptions are required to show that schemes are ID-OWE; without transformation, the assumptions are more natural, but we can only show that an adversary cannot recover a user’s private key.

3.3 Linear $e$-One-Way Functions

We now build up to the definition of a linear $e$-one-way function, from which one could build an HIBE. We then construct a function that is weaker than $e$-one-way that will allow for efficiently building a 2-HIBE which is secure against any collusion at the domain level and limited collusion at the user level.

Suppose that we have a function $h : G \times X \rightarrow G_1$, where $G$ and $G_1$ are groups, $G$ is of prime order $p$, $X$ is a set, and $h(g^a, x) = h(g, x)^a$ for all $g \in G$, $x \in X$, $a \in \mathbb{F}_p$.

**Definition 12.** The elements $x_1, x_2, \ldots, x_n \in X, a \in \mathbb{F}_p$, and a generator $g \in G$ are chosen at random. Given $x$, $g$, and $h(g^a, x_i)$ for $i = 1, 2, \ldots, n$, the problem of computing $h(g^a, x)$ is called the linear one-way problem (of size $n$).

**Definition 13.** We say that $h$ is a linear one-way function if no probabilistic polynomial-time (in $n$ and $\log p$) algorithm can solve the linear one-way problem of any size.
Remark 2. For example, if DDH is hard in $\mathbb{F}_{p^2}^\times$, the Weil pairing is an example of a linear one-way function. More generally, bilinear functions that satisfy BDH give rise to families of linear one-way functions. For example, suppose we have $(G_1, G_2, e) = I\mathcal{G}(1^k)$. Then fix a generator $g \in G_1$ and consider the function $f_g : G_1 \rightarrow G_2$ defined by $f_g(g_1) := e(g, g_1)$. Now, $f_g$ is one-way, assuming DDH is hard in $G_2$. To see this, assume that $f_g$ is easy to invert; DDH in $G_2$ can be solved as follows: given $x, x^a, x^b, x^c \in G_2$ we find their inverses $y, y_a, y_b, y_c$ respectively, and check if $e(y, y_c) = e(y_a, y_b)$. We note that if $I\mathcal{G}$ is constructed as described by Boneh and Franklin, then $G_2$ is a subgroup of $\mathbb{F}_{p^2}^\times$, a group in which DDH is thought to be hard. (It is also possible to construct elliptic curves where the $q$-torsion points are contained in $\mathbb{F}_p$ for some large prime $q$. Inverting the Weil pairing on these curves is equivalent to breaking DDH in $\mathbb{F}_p$.) More generally, this is why the relationship between a game and its $e$-transform appears to be highly nontrivial: if an algorithm $A$ could win a game $\mathcal{G}$, given an algorithm $B$ that wins the $e$-transform of $\mathcal{G}$, then $A$ is an algorithm that can invert $f_g$.

Now suppose that $(G_1, G_2, e) = I\mathcal{G}(1^k)$. Then the $e$-transformation of the linear one-way problem is called the linear $e$-one-way problem. (In this problem, we are also given $g^r$ for some random $r \in \mathbb{F}_p$ (in addition to $x, g$, and $\langle x_i, h(g^a, x_i) \rangle$ for $i = 1, 2, \ldots, n$) and now the goal is to compute $e(h(g^a, x), g^r)$.)

**Definition 14.** If no probabilistic polynomial-time algorithm can solve the linear $e$-one-way problem of any size, then we say that $h$ is a linear $e$-one-way function.

If we knew how to construct linear $e$-one-way functions, we could construct an HIBE scheme as follows:

**Setup:** Input: $k \in \mathbb{Z}$. Run $I\mathcal{G}(1^k)$ and set $(G_1, G_2, e)$ to be the output. Construct a linear $e$-one-way function $h : G_1 \times \mathbb{F}_q \rightarrow G_1$. Choose a random $a \in \mathbb{F}_q$ and a random generator $g \in G_1$. Pick cryptographically-strong hash functions $H_1 : \{0, 1\}^* \rightarrow G_1$, $H_2 : \{0, 1\}^* \rightarrow \mathbb{F}_q$, and $H_3 : G_2 \rightarrow \{0, 1\}^m$ (for some $m$).

Output: $\text{mk}_k := a$, and $\text{params} := (G_1, G_2, e, g, g^a, H_1, H_2, H_3)$.

**KeyGen**1: Input: a prefix address $\langle S \rangle$ (the domain name).

Output: $\text{mk}_{\langle S \rangle} := H_1(S)^a \in G_1$.

**KeyGen**2: Input: an address $\langle S, T \rangle$ ($S$ is the domain PID and $T$ is the user PID).

Let $\text{mk}_{\langle S \rangle} \in G_1$ be the domain key.

Output: $k = \text{mk}_{\langle S, T \rangle} := h(\text{mk}_{\langle S \rangle}, H_2(S \parallel T)) \in G_2$.

**Encrypt:** Input: $\text{params}$, $N = \langle S, T \rangle$ ($S$ is the recipient domain’s PID and $T$ is the recipient user’s PID), and $M$.

Pick a random $r \in \mathbb{F}_q$.

Output: $C = \langle g^r, M \oplus H_3(s) \rangle$, where $s := e(h(H_1(S), H_2(S \parallel T)), g)^r$.

**Decrypt:** Input: $\text{params}$, $N = \langle S, T \rangle$, a ciphertext $C = \langle g^r, V \rangle$, and a user’s private key $k := \text{mk}_{\langle S, T \rangle} \in G_1$.

Output: $M = V \oplus H_3(e(k, g^r))$.

It can be shown that this scheme is ID-OWE. By applying the Fujisaki-Okamoto [6] transformation, we obtain a scheme which is ID-CCA. Though
finding a linear $e$-one-way function $h$ remains an open problem, we are able to construct an $h$ such that the linear $e$-one-way problem for a fixed $n$ is hard, giving rise to a 2-HIBE system that is resistant to (unlimited) domain-level collusion and can tolerate up to $n$-party user-level collusion. We describe this in the following section. Briefly, we will define $h: G_1^{n+1} \times \mathbb{F}_q \to G_1$ (for some $n$; $q$ is the prime order of $G_1$) as $h((g_0, g_1, \ldots, g_n), d) := g_0^{a_0} g_1^{a_1} \cdots g_n^{a_n}$. We then have a linear function $h$ such that, given $g$ and $n$ pairs $\langle x_i, h(g, x_i) \rangle$, it appears hard to determine $\langle x', h(g, x') \rangle$ for any other $x'$.

### 3.4 Our Domain-Collusion Resistant Scheme

Let $n$ denote the amount of collusion that we are willing to tolerate at the user level.

**Setup:** Input: $k \in \mathbb{Z}$. Run $\mathcal{G}(1^k)$ and set $(G_1, G_2, e)$ to be the output. Choose a random $a \in \mathbb{F}_q$ and a random $g \in G_1$. Pick cryptographically-strong hash functions $H_1: \{0,1\}^* \to G_1^{n+1}$, $H_2: \{0,1\}^* \to \mathbb{F}_q$, and $H_3: G_2 \to \{0,1\}^m$ (where $M = \{0,1\}^m$ is the message space). For the security proof, we view the hash functions as random oracles.

Output: $mk_e := a$ and $\text{params} := (G_1, G_2, e, g, g^a, H_1, H_2, H_3)$.

**KeyGen_1:** Input: a prefix address $\langle S \rangle$ (the domain name). Let $\langle g_0, g_1, \ldots, g_n \rangle = H_1(S)$ (so each $g_i$ lies in $G_1$).

Output: $mk_{\langle S \rangle} := \langle g_0^a, g_1^a, \ldots, g_n^a \rangle \in G_1^{n+1}$.

**KeyGen_2:** Input: an address $\langle S, T \rangle$ (S is the domain PID and $T$ is the user PID).

Set $d := H_2(S \parallel T)$ (which is an element of $\mathbb{F}_q$).

Let $mk_{\langle S \rangle} = \langle g_0^a, g_1^a, \ldots, g_n^a \rangle \in G_1^{n+1}$ be the domain key.

Output: $k = mk_{\langle S, T \rangle} := \prod_{i=0}^{n} g_i^{a d_i} \in G_1$.

**Encrypt:** Input: $\text{params}$, $N = \langle S, T \rangle$ ($S$ is the recipient domain’s PID and $T$ is the recipient user’s PID), and a message $M$.

Set $\langle g_0, g_1, \ldots, g_n \rangle := H_1(S)$. Set $d := H_2(S \parallel T)$.

Pick a random $r \in \mathbb{F}_q$. Then compute $w := e\left(\prod_{i=0}^{n} g_i^{a d_i}, g^a\right)^r \in G_2$.

Output: the ciphertext $\langle g^r, M \oplus H_3(w) \rangle$.

**Decrypt:** Input: $\text{params}$, $N = \langle S, T \rangle$, a ciphertext $C = \langle U, V \rangle$, and a private key $k = mk_{\langle S, T \rangle} \in G_1$.

Output: $M = V \oplus H_3(e(k, U))$.

The scheme is consistent because, by the bilinearity of $e$, we have $e(k, U) = e\left(\prod_{i=0}^{n} g_i^{a d_i}, g^a\right)^r$, when $U = g^r$.

### 3.5 Proof of Security

Recall that we are restricting the adversary to at most $n$ KeyGen_2 queries from the same domain.
Theorem 1. Suppose $\mathcal{A}$ is an ID-OWE attacker of our cryptosystem with an advantage of $\varepsilon$. Then, if we model $H_1$, $H_2$, and $H_3$ as random oracles, there exists an algorithm $\mathcal{B}$ that can solve the BDH problem with an advantage of 

$$\varepsilon / \left(2(Q_{K_1} + 2Q_{K_2})Q_{H_1}(Q_{H_2}^2 e)\right),$$

where $Q_{K_i}$ is the total number of KeyGen$_i$ queries, $Q_{H_i}$ is the number of $H_i$ queries issued by $\mathcal{A}$, and $e$ is the base of the natural logarithm.

Proof. The proof of the theorem is broken into several lemmata. In Lemma 1, we show that an attacker $\mathcal{B}$, whose KeyGen queries are restricted to only KeyGen$_2$ queries from the same domain as the challenge address, is essentially as strong as an arbitrary attacker $\mathcal{A}$. We do so in a manner similar to that used in the analysis of the Boneh-Franklin scheme [1], which is itself partly based on a technique of Coron [5]. In Lemma 2, we define the Bilinear Polynomial Diffie-Hellman (BPDH) game, and give a reduction from the attack by the $\mathcal{B}$ described above to an attack by (an attacker) $\mathcal{C}$ on the BPDH game. Lastly we produce a reduction from an attack by $\mathcal{C}$ on the BPDH game to an attack by $\mathcal{D}$ on the BDH problem. The combination of the three lemmata leads immediately to the theorem.

Lemma 1. Suppose there exists an ID-OWE attacker $\mathcal{A}$ with an advantage of $\varepsilon$. Let $Q_i$ be a bound on the number of $H_i$ queries made by $\mathcal{A}$ (for $i = 1, 2$). If we model $H_1$ as a random oracle, then there exists an ID-OWE attacker $\mathcal{B}$ with an advantage of $\varepsilon / eQ$, where $Q = Q_1 + 2Q_2$, whose key-generation queries are all KeyGen$_2$ queries from the same domain as the challenge domain.

Proof. After receiving the system parameters, $\mathcal{B}$ passes them on to $\mathcal{A}$. Without loss of generality, we may assume that every key-generation query for a prefix address (domain name) $\langle S \rangle$ or address $\langle S, T \rangle$ has been preceded by an $H_1$ (domain-level) hash query on the domain PID $S$. We may also assume that $\mathcal{A}$ issues an $H_1$ hash query on the challenge domain PID before revealing it.

We will need some auxiliary functions and global variables:

Initially, $L$ is an empty list that will hold information on $\mathcal{B}$’s responses to $H_1$ queries, and $s_{\text{CHALLENGE}}$ is a string that is set to a special value NULL. Additionally, we will use a unique value REAL (not in $G, \mathbb{F}_q$, etc.) in the proof.

When $\mathcal{A}$ issues an $H_2$ query for an address $\langle S, T \rangle$ (i.e., a hash query on $S \parallel T$), $\mathcal{B}$ returns $H_2(S \parallel T)$.

When $\mathcal{A}$ issues an $H_1$ query on a domain PID $S$, $\mathcal{B}$ runs the following algorithm:

1. If $L$ contains a tuple whose first element is $S$, then
   (a) If $L$ contains $\langle S, r_0, r_1, \ldots, r_n \rangle$, then return $\langle g^{r_0}, g^{r_1}, \ldots, g^{r_n} \rangle$.
   (b) If $L$ contains $\langle S, \text{REAL} \rangle$, then return $H_1(S)$.
2. Otherwise, flip a coin that takes the value 1 with probability $p$ and 0 otherwise ($p$ will be determined later).
   (a) If COIN = 1, then pick random $r_0, r_1, \ldots, r_n \in \mathbb{F}_q$. Insert the tuple $\langle S, r_0, r_1, \ldots, r_n \rangle$ into $L$, and return $\langle g^{r_0}, g^{r_1}, \ldots, g^{r_n} \rangle$. 

(b) Otherwise, $\text{coin} = 0$. In this case, insert $\langle S, \text{REAL} \rangle$ into $L$ and return $H_1(S)$.

Since we are modelling $H_1$ as a random oracle, $A$ cannot distinguish between this simulation and the real $H_1$.

When $A$ issues a KeyGen\textsubscript{1} query on a prefix address (domain name) $\langle S \rangle$, $B$ runs the following algorithm:

By assumption, $A$ has already issued an $H_1$ query for $S$.
1. If $\langle S,r_0,r_1,\ldots,r_n \rangle$ is on the list $L$, return $\langle g^{\text{ar}_0},g^{\text{ar}_1},\ldots,g^{\text{ar}_n} \rangle$.
2. Otherwise, $\langle S,\text{REAL} \rangle$ appears on $L$: output FAILURE and halt.

When $A$ issues a KeyGen\textsubscript{2} query on an address $\langle S,T \rangle$, $B$ runs the following algorithm:

Again by assumption, a hash query on $S$ has already been issued. Let $d = H_2(S \parallel T)$.
1. If $L$ contains $\langle S,r_0,r_1,\ldots,r_n \rangle$, return $\langle g^{\text{ar}_0d^0},g^{\text{ar}_1d^1},\ldots,g^{\text{ar}_nd^n} \rangle$.
2. Otherwise, $\langle S,\text{REAL} \rangle \in L$:
   (a) If $s_{\text{CHALLENGE}} = S$, then $B$ issues the KeyGen\textsubscript{2} query (recall that $B$ is allowed to do this for the challenge domain).
   (b) If $s_{\text{CHALLENGE}} \neq \text{NULL}$ then $B$ outputs FAILURE and halts.
   (c) Otherwise, $B$ sets $s_{\text{CHALLENGE}} := S$ and issues the KeyGen\textsubscript{2} query.

Eventually, $A$ outputs a challenge address $\langle S,T \rangle$. If $\langle S,\text{REAL} \rangle \not\in L$, then output FAILURE. If $\langle S,\text{REAL} \rangle \in L$ and $s_{\text{CHALLENGE}} \neq \text{NULL}$ and $s_{\text{CHALLENGE}} \neq S$, then output FAILURE. Otherwise (when $\langle S,\text{REAL} \rangle \in L$ and ($s_{\text{CHALLENGE}} = \text{NULL}$ or $s_{\text{CHALLENGE}} = S$)), set $s_{\text{CHALLENGE}} := S$.

The next round of queries is handled in the same manner as in the first round.

Finally, $A$ will output a guess $M$ and halt; then $B$ outputs $M$ and halts. Clearly, if $A$ is successful, then so is $B$.

Recall that $Q_1$ is the number of KeyGen\textsubscript{1} queries. Then the probability that failure is not output during such a query is at least $p^{Q_1}$ (it is sufficient to have $\text{coin} = 1$ for each query).

Recall that $Q_2$ is the number of KeyGen\textsubscript{2} queries. In the worst case, for every KeyGen\textsubscript{2} query on an address $\langle S,T \rangle$, $L$ contains $\langle S,\text{REAL} \rangle$, and, once $s_{\text{CHALLENGE}}$ has been set, any other value for $S$ will cause failure. So the probability that failure is not output during KeyGen\textsubscript{2} queries is bounded from below by $p^{Q_2-1}$.

After $A$ outputs the challenge address, the probability that $\langle S,\text{REAL} \rangle$ is on the list $L$ is $1 - p$, and the probability $s_{\text{CHALLENGE}} = S$ or $s_{\text{CHALLENGE}} = \text{NULL}$ is at least $p^{Q_2}$. (In the worst case, every KeyGen\textsubscript{2} query is in a different domain, and, trivially, the probability that $s_{\text{CHALLENGE}} = S$ or $s_{\text{CHALLENGE}} = \text{NULL}$ is no less than the probability that $s_{\text{CHALLENGE}}$ remains $\text{NULL}$.)

Let $k = Q_1 + 2Q_2 - 1$. Then $p^k(1 - p)$ is a lower bound on the probability that a failure state is not reached. It is minimized when $p = k/(k + 1)$, which makes the probability of not reaching a failure state bounded from below by $1/e(k+1)$.

With $Q = Q_1 + 2Q_2$, we see that $B$ has an advantage of at least $\varepsilon/eQ$. □
**Definition 15.** The Computational Polynomial Diffie-Hellman (CPDH) game (of degree $n$) for a function $H: X \rightarrow G_1$, where $X$ is a set, is the following game:

A polynomial $f(x) = c_0 + c_1 x + \cdots + c_n x^n$ with coefficients in $\mathbb{F}_q$ is chosen at random. An element $a$ is chosen at random from $\mathbb{F}_q$.

The attacker is given $g, g^a, g^{c_1}, \ldots, g^{c_n}$ and $d \in \mathbb{F}_q$.

Then the attacker picks any $s \in X$, and learns $g^{af(H(s))}$. This step is repeated up to $n$ times. (The attack may be adaptive.)

Lastly, the attacker wins if it can output the value of $g^{af(d)}$.

**Remark 3.** For $n = 0$, this reduces to the CDH problem. (The adversary is not allowed to make any queries.)

**Definition 16.** The Bilinear Polynomial Diffie-Hellman (BPDH) game (of degree $n$) for a function $H: X \rightarrow G_1$ is the $e$-transformation of the corresponding CPDH game, i.e., it is the same as the previous game except that the attacker is also given $g^r$ for some random $r \in \mathbb{F}_q$ and now the attacker’s goal is to compute $e(g, g)^{af(d)}$.

**Remark 4.** For $n = 0$ this reduces to the BDH problem.

**Lemma 2.** Suppose there exists an ID-OWE attacker $B$ with an advantage of $\varepsilon$ whose key-generation queries are always $\text{KeyGen}_2$ queries of addresses from the same domain as the challenge domain, and furthermore, $B$ makes at most $n$ such queries. ($B$ makes no $\text{KeyGen}_1$ queries.) Then, there exists an attacker $C$ that can win the BPDH game for $H_2$ with an advantage of $\varepsilon/(2Q)$, where $Q$ is a bound on the number of $H_1$ queries that $B$ makes.

**Proof.** Again we may assume that any key-generation query for an address is preceded by a hash query for that address, and that before the challenge address is output, a hash query for the challenge address will have been issued. We may also assume that each query (for any hash function) is distinct (since previous results can simply be cached). Also, without loss of generality, we may assume that $B$ makes exactly $n$ $\text{KeyGen}_2$ queries.

The algorithm $C$ is given as input $g, g^a, g^{c_1}, \ldots, g^{c_n}, g^r, d$ (using the notation employed in the description of the BPDH game; its goal is to compute $e(g, g)^{af(d)}$). $C$ begins by giving $B$ the system parameters $g, g^a$.

There is a list $L$ that is used to store $H_3$ queries and is initially empty.

$C$ picks a random $i$ between 1 and $Q$. On the $i$th $H_1$ query for $S$ (that $B$ makes), $C$ sets $s_{\text{CHALLENGE}} := S$ and returns $\langle g^{c_0}, g^{c_1}, \ldots, g^{c_n} \rangle$. For all other $H_1$ queries, $C$ returns $H_1(S)$. Since we are modelling $H_1$ as a random oracle, the algorithm $B$ cannot distinguish between this simulation of $H_1$ and the real $H_1$.

When $B$ issues an $H_2$ query for $\langle S, T \rangle$, $C$ returns $H_2(S \parallel T)$.

When $B$ issues an $H_3$ query for $s \in G_2$, $C$ returns $H_3(s)$, and inserts $\langle s, H_3(s) \rangle$ into $L$.

When $B$ issues a $\text{KeyGen}_2$ query on $\langle S, T \rangle$, if $S \neq s_{\text{CHALLENGE}}$, then $C$ outputs FAILURE and halts. Otherwise, $C$ issues a query for $g^{af(H_2(S \parallel T))}$ and returns the result to $B$. 

Toward Hierarchical Identity-Based Encryption 477
Lemma 3. Suppose there exists an algorithm \( a \) that can win the BPDH game for a function \( H : X \rightarrow G_1 \) with an advantage of \( \varepsilon \) and suppose \( H \) may be modelled as a random oracle. Then there exists an attacker \( D \) that can solve the BDH problem with an advantage of \( \varepsilon/(Q_n) \), where \( Q \) is a bound on the number of \( H \) queries that \( C \) makes.

Proof. We may assume that \( Q \geq n \), that all \( H \) queries are distinct (previous results can be cached), and that a query for \( g^{af(H(s))} \) implies that \( C \) has already issued a query for \( H(s) \).

The algorithm \( D \) is given \( g, g^x, g^y, g^z \) for randomly chosen \( x, y, z \in \mathbb{F}_q \) (its goal is to compute \( e(g, g)^{xyz} \)). Set \( y_0 := y \). There is a list \( L \) that holds responses to \( H \) queries that is initially empty. \( D \) picks random \( a_0, a_1, \ldots, a_n, y_1, y_2, \ldots, y_n \in \mathbb{F}_q \). \( D \) then solves the system of equations

\[
\begin{align*}
g_{0}^{a_0} \cdot g_{1}^{a_1} \cdots g_{n}^{a_n} &= g^{y_0} \\
g_{0}^{a_1} \cdot g_{1}^{a_1} \cdots g_{n}^{a_n} &= g^{y_1} \\
&\vdots \\
g_{0}^{a_0} \cdot g_{1}^{a_1} \cdots g_{n}^{a_n} &= g^{y_n}
\end{align*}
\]

for the \( g_i \). If we define the matrix \( A \) by \( A_{ij} := a_i^j \), then, with high probability, the \( a_i \) are distinct (so \( A \) is a Vandermonde matrix), thus guaranteeing a unique solution for the \( g_i \).

Then, \( D \) hands \( C \) the input \( \langle g, g^x, g_0, g_1, \ldots, g_n, g^z, a_0 \rangle \).

Let \( Q \) be a bound on the number of \( H \) queries made by \( C \). \( D \) chooses a random subsequence \( I \) of length \( n \) from the sequence \( (1, 2, \ldots, Q) \).

Let \( s_j \in X \) be the \( j \)th element on which \( C \) makes an \( H \) query. \( D \) answers that query as follows:

If \( j \) is the \( i \)th element of \( I \), then \( D \) responds with \( a_i \) and inserts \( \langle s_j, i \rangle \) into \( L \). Otherwise, \( j \not\in I \) and \( D \) responds with a random number. Since the \( a_i \) were
chosen at random, the algorithm \( C \) cannot distinguish between our simulation of a random oracle and a real random oracle.

If \( C \) asks for \( g^a f(H(s)) \), then, if \( \langle s, i \rangle \in L \) for some \( i \), \( D \) replies with \( g^{y_i} \). Otherwise, it outputs \text{FAILURE} and halts.

Eventually, \( C \) will output its guess \( g' \) for \( e(g, g)^{xz f(a_0)} \) and halt; then \( D \) outputs \( g' \) and halts.

Let \( r_1, r_2, \ldots, r_n \in \mathbb{F}_q \) be such that \( g_0 = g^{r_0}, g^{r_1}, \ldots, g_n = g^{r_n} \) (we will never need to explicitly compute the \( r_i \)). If \( D \) has not yet failed, and, if \( C \) wins its game, then \( C \) will output \( g' = e(g, g)^{xz f(a_0)} = e(g, g)^{xyz} \) (where \( f \) is the polynomial \( f(u) = r_0 + r_1 u + \cdots + r_n u^n \)), which means that \( D \), by outputting \( e(g, g)^{xyz} \), will win the BDH game.

Thus, the probability of \( D \) succeeding, given that \( C \) is successful, is at least \( 1/(\binom{Q}{n}) \) (it is sufficient for the set \( I \) to correspond exactly to the \( n \) elements of \( X \) for which \( C \) issues \( g^a f(H(s)) \) queries).

Applying the Fujisaki-Okamoto transformation to the cryptosystem yields an ID-CCA 2-HIBE system that tolerates user collusion up to size \( n \); in this system, the \text{Setup} algorithm also selects two hash functions \( H' : \{0, 1\}^k \times \{0, 1\}^k \rightarrow \mathbb{F}_q \) and \( H'' : \{0, 1\}^k \rightarrow \{0, 1\}^k \), and there is an extra level of hashing during encryption and decryption, as follows (we use the same notation as in the description of the cryptosystem): \text{Encrypt} now also picks a random \( \sigma \in \{0, 1\}^k \), computes \( r := H'(\sigma, M) \) (instead of picking a random \( r \in \mathbb{F}_q \)), and outputs \( C := \langle g^r, \sigma \oplus H_3(s), M \oplus H''(\sigma) \rangle \) (as opposed to \( \langle g^r, M \oplus H_3(s) \rangle \)). \text{Decrypt} is modified similarly.

The proof of Lemma 3 involves a reduction that is exponential in \( n \), rendering the system untrustworthy for large \( n \). One could simply assume that the Bilinear Polynomial Diffie-Hellman game is hard to win in order to rectify this, but it would be better to find a polynomial-time reduction from winning the Bilinear Polynomial Diffie-Hellman game to a more natural assumption.

4 Conclusions and Open Problems

We introduced hierarchical identity-based encryption schemes and their related security definitions. We presented a concrete two-level HIBE scheme that is totally collusion-resistant on the upper level and partially collusion-resistant on the lower level, and showed it to be secure under the BDH assumption (in the random-oracle model). An open problem is to construct a two-level HIBE scheme that is totally collusion-resistant on the lower level and at least partially (if not totally) collusion-resistant on the upper level.

One could try to extend our approach to finding a 2-HIBE system to attempt to construct an \( \ell \)-HIBE system for any given \( \ell \) by using a family of \( \ell - 1 \) linear \( e \)-one-way functions such that the output of one is used as the first input of the next. Ideally, there would be a single linear \( e \)-one-way function \( h : G_1 \times X \rightarrow G_1 \), and one could apply \( h \) recursively to obtain a family of any given size.

Unfortunately, this may not be enough to guarantee that an ID-OWE attacker has negligible advantage. A major hurdle in a proof of security is that it
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is not clear how to build a simulator that can answer an algorithm’s queries for addresses within the same domain but within a different subdomain than the challenge address. Additionally, if we model hash functions as random oracles, then the most obvious approaches will involve security reductions exponential in \( \ell \) (informally, it seems a simulator must guess which hash query to rig at each level).

In any event, there are no known families of linear \( e \)-one-way functions of any size (that can accompany a bilinear function satisfying the BDH assumption). However, if we are willing to tolerate \( n \)-party collusion at every level, then we may construct a family of functions by extending our scheme. In our system, KeyGen\(_2\) produces one group element from \( n \) group elements. This suggests a scheme where a private key at the top level consists of \( n^{\ell-1} \) group elements: to generate keys for the next level, sets of \( n \) elements are used to produce one group element each; private keys at a given level contain \( n \) times the number of group elements in private keys of the level below. At the bottom level a private key consists of a single group element which can be fed into the bilinear function.

Clearly, in this scheme, the key size at the top level increases exponentially with \( \ell \), so it does not scale well. Even so, for some applications, setting \( \ell \) slightly greater than 2 may be beneficial; e.g., if we take domains, subdomains and users to be corporations, departments and employees, then it may be less likely for \( n \) department key generators to collude than for \( n^2 \) employees to collude. (It is still possible for \( n^2 \) employees to collude and expose the corporation’s key, but this requires \( n \) employees from each of \( n \) different departments.)
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Abstract. It is well-known that $n$ players, connected only by pairwise secure channels, can achieve unconditional broadcast if and only if the number $t$ of cheaters satisfies $t < n/3$. In this paper, we show that this bound can be improved – at the sole price that the adversary can prevent successful completion of the protocol, but in which case all players will have agreement about this fact. Moreover, a first time slot during which the adversary forgets to cheat can be reliably detected and exploited in order to allow for future broadcasts with $t < n/2$. This even allows for secure multi-party computation with $t < n/2$ after the first detection of such a time slot.
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1 Introduction

1.1 Unconditional Broadcast and Multi-party Computation

In this paper we consider a set $P$ of $n$ players. The goal is to achieve broadcast (or multi-party computation, in general), unconditionally secure against an active (Byzantine) threshold adversary that may corrupt up to $t$ of the $n$ players, i.e., the adversary may take full control of the corrupted players and make them deviate from the prescribed protocol in an arbitrary way. Unconditional security means that, for some arbitrarily small (but a priori fixed) error probability $\varepsilon$, the probability that the protocol fails is at most $\varepsilon$ whereas no assumptions are made about the adversary’s computational power. As a special case of unconditional security, perfect security allows no probability of error ($\varepsilon = 0$).

The goal of broadcast is to have a sender consistently distribute some input value to all players.

Definition 1. A protocol among $n$ players such that one distinct player $s$ (the sender) holds an input value $x_s \in D$ (for some finite domain $D$) and all players eventually decide on an output value in $D$ is said to achieve broadcast (or
Byzantine agreement) if the protocol guarantees that all correct players decide on the same output value \( y \in \mathcal{D} \), and that \( y = x_s \) whenever the sender is correct.

Some weaker definition of broadcast will be important in the sequel of this paper.

**Definition 2.** A protocol among \( n \) players such that one distinct player \( s \) (the sender) holds an input value \( x_s \in \mathcal{D} \) and all players eventually decide on an output value in \( \mathcal{D} \cup \{\bot\} \) (with \( \bot \notin \mathcal{D} \)) is said to achieve weak broadcast if the protocol guarantees the following conditions:

- If any correct player decides on some value \( y \in \mathcal{D} \) then all correct players decide on a value in \( \{y, \bot\} \).
- If the sender is correct then all correct players decide on \( y = x_s \).

Note that broadcast for any finite domain can be achieved by combining broadcast protocols for a single bit (\( \mathcal{D} = \{0, 1\} \)) \[TC84\]. Hence, for the constructions in the sequel, we will focus on protocols for binary broadcast.

Broadcast is a special case of the more general problem of secure multi-party computation (MPC) where the players want to distributedly evaluate some agreed function on their inputs in a way preserving privacy of the players’ inputs and correctness of the computed result.

### 1.2 Previous Work

**Broadcast:** For the standard communication model with a complete synchronous network of pairwise authenticated channels, Pease, Shostak, and Lamport \[PSL80\] proved that perfectly secure broadcast is achievable if and only if less than a third of the players is corrupted: \( t < n/3 \). This tight bound more generally holds with respect to a network of secure channels and unconditional security, i.e., when even allowing a negligible error probability, as proven by Karlin and Yao \[KY\]. The first optimally resilient protocol that is efficient was proposed by Dolev et al. \[DFP+82\]. For the case that broadcast among every subset of three players is possible (in contrast to the standard model with only pairwise communication), Fitzi and Maurer \[FM00\] proved that (global) broadcast is possible if and only if \( t < n/2 \). In another line of research, Baum-Waidner, Pfitzmann, and Waidner \[BPW91\] \[PW92\] proved that broadcast during some precomputation stage allows to later achieve broadcast that tolerates any number of corrupted players \( (t < n) \), i.e., that the functionality of the prior broadcast can be preserved for any later time.

**Multi-party computation:** The concept of general multi-party computation (MPC) was introduced by Yao \[Yao82\] with a first complete solution given by Goldreich, Micali, and Wigderson \[GMW87\] – though with computational security. Ben-Or, Goldwasser, and Wigderson \[BGW88\], and, Chaum, Crépeau, 1

---

1 That is, interpreting \( \bot \) as “invalid”, this condition expresses that no two correct players may decide on valid values that are distinct.
and Damgård [CCD88], proved that, in the standard model with pairwise secure channels, unconditionally secure MPC is achievable if and only if \( t < n/3 \) by giving efficient protocols for the achievable cases. Beaver [Bea89], and independently, Rabin and Ben-Or [RB89] later proved that, when additionally given global broadcast among the players, unconditionally secure MPC is achievable if and only if \( t < n/2 \) (see also Cramer et al. [CDD+99]). The result in [FM00] hence implies that broadcast among three players (i.e., 2-cast) is sufficient in order to achieve MPC for \( t < n/2 \).

1.3 Contributions

In this paper we investigate how the bound \( t < n/3 \) for the achievability of broadcast can be improved. Obviously, this requires a modification of the model.

In a first model, additionally to pairwise authenticated communication channels, we assume the existence of an external information source that distributes correlated random variables to the players that correspond to some simple probability distribution. We show that in this model broadcast and MPC are achievable for \( t < n/2 \).

Our second model assumes only standard communication, namely pairwise secure communication channels, but the goal is to achieve a slightly weaker form of broadcast or MPC, called detectable broadcast (or MPC), where the adversary can force abortion of the protocol but in which case all correct players have agreement about this fact, i.e., they commonly detect that the protocol was not successful. Besides this, the adversary can neither violate correctness, nor privacy, nor any other condition of the original problem. In other words, the detectable variant of a problem can be seen as the original problem without requiring robustness.

We show that detectable broadcast and MPC are achievable for \( t < n/2 \) by presenting efficient protocols that are based on the protocols given for the model involving an external information source. Consider, for example, the special case of \( n = 3 \) and \( t = 1 \) where broadcast and MPC are not achievable. Our results imply that such a protocol can nevertheless be run in an “optimistic” manner. If no player is corrupted then the protocol satisfies all conditions of the original problem whereas one corrupted player can only make the protocol abort in the worst case. This is strictly more than previously achievable.

Furthermore, a slightly modified version of the protocol achieves that a first time slot where the adversary is not actively cheating can be detected and exploited in order to establish (standard) broadcast for the future. This could be seen as a lunch-time attack against the adversary: if once the adversary is absent for a short period\( ^2 \), the players can secure themselves for future broadcast that will be reliable even when the adversary will be present again. Together with the result of [Bea89, RB89, CDD+99] this more generally allows for future MPC for \( t < n/2 \) as soon as such a period has been detected.

\(^2\) This could for instance be enforced by rebooting one or more of the servers.
As opposed to the results in the model with an external information source or the results in \cite{Bea89, RB89, CDD99, FM00, BPW91, PW92}, in this model, the bound of \( t < n/2 \) is achieved from scratch, i.e., with no further assumptions on the communication model than pairwise secure channels.

Our “optimistic” model is of particular interest when faults or corruption are expected to be rare but to appear in bursts. Virus infections of servers, for example, only occur from time to time but then it must be expected that many servers get infected at the same time. A first phase where no server is infected can thus be exploited in order to “vaccinate” the system against future infections of any minority of the servers.

2 Summary of Required Previous Results

In this section we briefly summarize previous results that are important for the results derived in this paper.

Proposition 1. \cite{Bea89, RB89, CDD99} Consider a set of \( n \) players. In the communication model with a complete, synchronous network of pairwise secure channels among the players and global broadcast channels unconditionally secure MPC is (efficiently) achievable if and only if at most \( t < n/2 \) players are actively corrupted.

Proposition 2. \cite{FM00} Consider a set of \( n \) players. In the communication model with a complete, synchronous network of pairwise authenticated channels among the players and broadcast among each set of three players (i.e., 2-cast) unconditionally secure global broadcast is (efficiently) achievable if and only if at most \( t < n/2 \) players are actively corrupted.

Finally, an unconditionally secure protocol for weak 2-cast can be easily turned into an unconditionally secure protocol for 2-cast. Consider a sender \( s \) and two recipients \( r_0 \) and \( r_1 \). Then the following protocol Amplify achieves 2-cast.

\begin{tabular}{|l|}
\hline
\textbf{Protocol 1: Amplify} & \text{[Precondition: } s, r_0 \text{ and } r_1 \text{ have executed weak 2-cast]} \\
\hline
1. & \( s \) decides on his own input to the prior weak 2-cast; \\
2. & \( r_0, r_1 \): exchange decision values \( y_0 \) and \( y_1 \); \\
3. & \( r_k (k \in \{0, 1\}) \): adopt other recipient’s decision value if and only if \( y_k = \bot \); \\
4. & \( r_k (k \in \{0, 1\}) \): if \( y_k = \bot \) then \( y_k = 0 \) fi; \\
\hline
\end{tabular}

Note that resilience of this 2-cast protocol against one single corrupted player immediately implies resilience against any number of corrupted players since, in the presence of more than one corrupted player, the only condition to be satisfied is that a correct sender decides on his own input value – which is obviously guaranteed.
Proposition 3. [FM00] Consider a set of 3 players. In the model with a complete, synchronous network of pairwise authenticated channels weak 2-cast (i.e., weak broadcast) unconditionally secure against one corrupted player implies efficient 2-cast unconditionally secure against any number of corrupted players.

Hence, as follows from the previous propositions, in order to show that global broadcast or MPC are efficiently achievable for \( t < n/2 \), it is sufficient to show that the simulation of weak 2-cast among any set of three players is possible that is unconditionally secure against one corrupted player. This fact is captured by the following proposition.

Proposition 4. Consider a set of \( n \) players.

In the model with a complete, synchronous network of pairwise authenticated channels weak 2-cast unconditionally secure against one actively corrupted player implies efficient broadcast unconditionally secure against \( t < n/2 \) actively corrupted players.

In the model with a complete, synchronous network of pairwise secure channels weak 2-cast unconditionally secure against one actively corrupted player implies efficient MPC unconditionally secure against \( t < n/2 \) actively corrupted players.

3 Broadcast and MPC with External Information

It can be easily proven that an additional global random source (i.e., a beacon) does not help to improve the classical bound of \( t < n/3 \) for broadcast (and hence for MPC in general) in the standard model by extending the proofs in [FLM86,FGMO01]. However, by slightly modifying the functionality of such a beacon, as described in the following section, it does. This functionality will be exploited in order to simulate broadcast for \( t < n/2 \) and hence allowing for general MPC with respect to the same bound.\(^3\)

3.1 The Q-Flip Model

We assume the standard communication model with a complete (fully connected) synchronous network of pairwise authenticated channels among the players. But similarly to the model in [FM00] we assume some additional primitive among each triple of players, called Q-Flip.

Q-Flip, as described for the three players \( p_0, p_1, \) and \( p_2 \), is a random generator that (for every invocation), with uniform distribution, generates a random permutation on the elements \( \{0, 1, 2\} \), \((x_0, x_1, x_2) \in \{(0, 1, 2), (0, 2, 1), (1, 0, 2),\)

\(^3\) Note that a straightforward solution could be achieved with the help of an external information source that simulates the whole protocol in [BPW91]. However, this would be a rather complex task to be performed by an information source requiring a lot of mathematical structure. In contrast, our solution is based on very simple correlated information.
(1, 2, 0), (2, 0, 1), (2, 1, 0)}, and sends the element \( x_i \) (\( i \in \{0, 1, 2\} \)) to player \( p_i \). No single player \( p_i \) learns more about the permutation than the value \( x_i \) which he receives, i.e., a single player does not learn how the remaining two values are assigned to the other players.

The Q-Flip primitive helps to build pairwise one-time pads between the players (see Appendix A) and hence the authenticated channels can be easily turned into secure channels. This allows us to assume secure pairwise communication for the rest of this section.

The Q-Flip primitive was originally motivated by quantum entanglement considerations about the Byzantine agreement problem. A detailed description of the quantum physical aspects of our results is given in [FGM01].

3.2 Broadcast for \( t < n/2 \)

Since weak 2-cast secure against one corrupted player implies efficient global broadcast for \( t < n/2 \) (Proposition 4), it is sufficient to demonstrate the existence of an efficient protocol for weak 2-cast that tolerates one corrupted player. We now describe such a protocol for a sender \( s \) and two recipients \( r_0 \) and \( r_1 \).

Let \( x_s \in \{0, 1\} \) be the input of sender \( s \), and \( y_0 \) and \( y_1 \) be the values the players \( r_0 \) and \( r_1 \) finally decide on (whereas \( s \) always implicitly decides on \( y_s = x_s \)). The primitive Q-Flip is invoked some \( m \) times and each player receives a sequence of \( m \) elements in \( \{0, 1, 2\} \), i.e., \( s \) receives \( Q_s = (Q_s[1], \ldots, Q_s[m]) \), \( r_0 \) receives \( Q_0 = (Q_0[1], \ldots, Q_0[m]) \), and \( r_1 \) receives \( Q_1 = (Q_1[1], \ldots, Q_1[m]) \), where the triplet \( (Q_s[i], Q_0[i], Q_1[i]) \) represents the outcome of the \( i \)-th invocation of Q-Flip. The protocol now proceeds as follows:

First, \( s \) sends to \( r_0 \) and \( r_1 \) his input bit \( x_s \) and the set \( \sigma_s \) of all indices \( i \in \{1, \ldots, m\} \) such that \( s \) received the complement of \( x_s \) for the \( i \)-th invocation of Q-Flip (see Figure 4–A):

\[
\sigma_s = \{i \in \{1, \ldots, m\} : Q_s[i] = 1 - x_s\}.
\]

If this is done correctly then \( \sigma_s \) is of large size (i.e., approximately \( m/3 \), which is important for good statistics on the corresponding Q-Flips) and both recipients \( r_k \) (\( k \in \{0, 1\} \)) never received the value \( 1 - x_s \) for any Q-Flip invocation with respect to \( \sigma_s \): \( \{i \in \sigma_s : Q_k[i] = 1 - x_s\} = \emptyset \).

Let \( x_k \) and \( \sigma_k \) (\( k \in \{0, 1\} \)) be the information that (potentially faulty) \( s \) actually sent to recipient \( r_k \). The recipients now decide on \( y_k = x_k \) if and only if \( \sigma_k \) is of large size and the value \( 1 - x_k \) was never received with respect to \( \sigma_k \):

\[
y_k := \begin{cases} x_k, & \text{if } (\sigma_k \text{ large}) \land (\{i \in \sigma_k : Q_k[i] = 1 - x_k\} = \emptyset) \\ & \perp, \text{ else} \end{cases}
\]

Now, \( r_0 \) sends to \( r_1 \) his value \( y_0 \) and the set \( \rho_0 \) of all indices \( i \in \sigma_0 \) such that he received \( x_0 \) for the corresponding Q-Flip invocation:

\[
\rho_0 = \{i \in \sigma_0 : Q_0[i] = x_0\}.
\]

\footnote{The protocol descriptions in this paper do not explicitly care about received values that are outside a domain. We implicitly assume that any value received outside some expected domain \( D \) is automatically replaced by an arbitrary value inside \( D \).}
If $y_0 \neq y_1$ but $y_0, y_1 \in \{0, 1\}$, $y_1$ now redecides in the following way:

$$y_1 := \begin{cases} 
  y_0 & \text{if } (\rho_0 \text{ large}) \land (\{i \in \rho_0 \setminus \sigma_1 : Q_1[i] = 2\} \overset{\text{almost}}{=} \rho_0) 
  
  y_1 & \text{else}.
\end{cases} \quad (4)$$

We give a rough argumentation why none of the players can make the protocol fail.

**r₁ faulty:** $r_1$ cannot significantly misbehave since $r_1$ is silent.

**s faulty:** In order to make the protocol fail, $s$ must achieve that $r_0$ and $r_1$ decide on distinct values $y_0 \neq y_1$ such that $y_0, y_1 \in \{0, 1\}$ (Equation (2)) and that $r_1$ does not redecide on $y_1 = y_0$ according to Equation (4). The only way to achieve this is to select $x_0 \in \{0, 1\}$ and $x_1 = 1 - x_0$, and to basically compose large sets $\sigma_0$ and $\sigma_1$ as shown in Figure 1-B (as shown with respect to $x_0 = 0$). But then, $r_0$ learns a large set $\rho_0$ of indices $i$ (Figure 1-B, last row) such that, mainly, $i \notin \sigma_1$ and $Q_1[i] = 2$ which will “convince” $r_1$ to redecide to $y_1 = y_0$ according to Equation (4).

**r₀ faulty:** In order to make the protocol fail, $r_0$ must achieve that $r_1$ redecides on $y_1 = y_0 \neq x_s$ according to Equation (4). Since correct $s$ sends $\sigma_s = \{i \in \{1, \ldots, m\} : Q_s[i] = x_s\}$ to both players, $r_0$ cannot come up with a large set $\rho_0$ of indices $i$ such that most of them satisfy $i \notin \sigma_s$ and $Q_1[i] = 2$ (see Figure 1-C) since $r_0$ cannot distinguish between the outcomes corresponding to the first and the last row.

The detailed protocol is described by Protocol **Weak 2-Cast**. There, two free protocol parameters are introduced, $m_0$ ($m_0 = \Omega(m); m_0 < m/6$) for asserting that the sets $\sigma_s$ and $\rho_0$ are of sufficiently large cardinality, and $\lambda \left( \frac{1}{2} < \lambda < 1 \right)$ for

---

5 Note that for every selection $i \in \sigma_k \ (k \in \{0, 1\})$ such that $Q_s[i] \neq 1 - x_k$, it holds with a probability of $\frac{1}{2}$ that $Q_k[i] = 1 - x_k$, which makes $r_k$ decide on $\perp$ according to Equation (2).

6 Note, that $r_0$ completely learns all instances indicated by an arrow but nothing more about the other instances.
0. $s,r_0,r_1$: invoke primitive $Q$-Flip $m$ times;

1. $s \xrightarrow{send} r_0,r_1: x_s$, $\sigma_s = \{i \in \{1,\ldots,m\}: Q_s[i] = 1 - x_s\}$; $[r_k$ receives $x_k,\sigma_k]$

2. $r_k$: if $(\{|i \in \sigma_k: Q_k[i] = x_k\} \geq m_0) \land (\{|i \in \sigma_k: Q_k[i] = 1 - x_k\} = \emptyset)$ then
   
   $y_k := x_k$

   else $y_k := \bot$ fi;

3. $r_0 \xrightarrow{send} r_1: y_0$, $\rho_0 = \{i \in \sigma_0 : Q_0[i] = y_0\}$; $[r_1$ receives $y_{01}$ and $\rho_{01}]$

4. $r_1$: if $(\bot \neq y_{01} \neq y_1 \neq \bot) \land (|\rho_{01}| \geq m_0) \land$

   $(\{|i \in \rho_{01} \setminus \sigma_1: Q_1[i] = 2\} \geq \lambda |\rho_{01}|)$ then

   $y_1 := y_{01}$

   fi;

the test according to Equation (4). Both parameters will be fixed for the final analysis of the protocol, which is given in Appendix C. The analysis yields:

**Theorem 1.** In the $Q$-Flip model, unconditionally secure broadcast and MPC are efficiently achievable for $t < n/2$.

**Proof.** The theorem follows from Lemma 9 and Proposition 4. \hfill \square

The following observation about the given protocol is important for the construction of our protocol for the model in Section 4.

**Observation 1:** In Protocol Weak 2-Cast, player $r_1$ does not send a single message but only participates in a passive way. Even when turning the protocol into 2-cast (by appending Protocol Amplify) the single message sent by $r_1$ is only considered by $r_0$ if $r_0$ has already reliably detected the sender $s$ to be faulty.

## 4 Detectable Broadcast and MPC for $t < n/2$

We assume the standard communication model with a complete (fully connected) synchronous network of pairwise secure channels among the players. Based on the solution for the model in the previous section, we present a protocol for detectable broadcast and MPC among $n$ players that tolerates $t < n/2$ corrupted players.

**Definition 3.** A protocol among $n$ players is said to achieve detectable broadcast if it satisfies the following conditions:

- **Correctness:** If at most $t < n/2$ players are corrupted during the protocol then all correct players commonly accept or commonly reject the protocol. If they accept then the protocol achieves broadcast.
- **Robustness**: If no player is corrupted during the protocol then all players accept.
- **Fairness**: If any correct player rejects the protocol then the adversary gets no information about the sender’s input.

Note the difference between weak broadcast and detectable broadcast. Weak broadcast only guarantees that no two correct players decide on distinct values inside the domain $D$. But generally, no player detects whether there are still any correct players that decided on $\perp \notin D$. In contrast, at the end of detectable broadcast, all correct players agree on whether or not broadcast has been achieved.

Along the lines of [BPW91, PW92], detectable broadcast can be extended to a precomputation protocol that, when once successfully completed, will allow for future broadcast secure against $t < n/2$ corrupted players.

**Definition 4.** A protocol among $n$ players is said to achieve detectable precomputation for broadcast (or MPC, respectively) if it satisfies the following conditions:

- **Correctness**: If at most $t < n/2$ players are corrupted during the protocol then all correct players commonly accept or commonly reject the protocol. If they accept then, after the protocol, broadcast (or MPC, respectively) for $t < n/2$ will be achievable.
- **Robustness**: If no player is corrupted during the protocol then all players accept.
- **Independence**: A correct player’s intended input value for any precomputed broadcast (or MPC, respectively) is statistically independent from the information he has sent during the precomputation.

Independence implies, first, that a correct sender is not required to already know his input for any future protocol during the precomputation, and second, that the adversary gets no information about any future inputs by correct senders.

As opposed to detectable broadcast, the advantage of detectable precomputation for broadcast is that the preparation is separated from the actual execution of the broadcasts, i.e., only the precomputation is “detectable”. As soon as the precomputation has been successfully completed standard broadcast with resilience $t < n/2$ is achievable. By applying many detectable precomputations in parallel, as many broadcasts can be precomputed for as will be later required. By using the techniques in [PW92], in order to be able to perform $u$ later broadcasts, the number of broadcasts to be detectably computed for in advance can be made as low as polynomial in $n$ and logarithmic in $u$.

We now proceed by presenting according protocols for the special case $n = 3$ and $t = 1$. These solutions can then be extended to any $n$ and $t < n/2$ based on Proposition 4.
4.1 Detectable Precomputation for 2-Cast

The idea of our precomputation is to have recipient $r_1$ (the silent recipient of Protocol Weak 2-Cast) take the part of the Q-Flip source to correctly distribute sequences $Q$, and to base future 2-cast on Protocol Weak 2-Cast of Section 3 using $Q$. Since $r_1$ is silent during Protocol Weak 2-Cast, he will not be able to exploit his complete knowledge about $Q$ in order to mislead anybody else but will be able to completely check consistency of information about $Q$ provided by any other player. In the case that $r_1$ distributes this information correctly, this setup will allow for some (limited) number of 2-casts by $s$ (and even by $r_0$ – by having $s$ and $r_0$ switch their roles).

Clearly, we cannot guarantee that $r_1$ performs this task correctly. But by cross-checking, $s$ and $r_0$ will be able to detect any inconsistency in his information that would enable the adversary to make a future 2-cast protocol (based on this information) fail with any reasonable chance.

Finally, any player who has successfully completed this setup procedure will be convinced that the Q-Flip information by $r_1$ is indeed (mostly) consistent (at least) among all correct players: $r_1$ since he made up the states himself, and $s$ and $r_0$ because the cross-check was successful.

However, this does not necessarily imply that the correct players agree on the precomputation outcome. The adversary can still enforce that some correct player successfully completes (i.e., accepts) whereas the other one rejects the outcome.

Finally, in order to achieve agreement on the precomputation outcome, we have $s$ and $r_0$ “2-cast” whether they accept using instances of the 2-cast protocol the precomputation is actually preparing for but such that enough Q-Flip data remains for one or more 2-casts (i.e., for the later 2-cast(s) we are in fact preparing for). Note that these “2-casts” are not necessarily reliable, but:

**Observation 2:** (Note that we can assume that $t = 1$, see Proposition 3)

If $r_1$ distributes inconsistent Q-Flip information then all correct players reject already before the invocation of the two final 2-cast protocols. Hence, if any correct player still accepts just before the invocation of the two final 2-cast protocols then the Q-Flip information is consistent and hence the those protocols achieve 2-cast.

Hence, if either $s$ or $r_0$ “2-casts” his rejection at the end of the precomputation then all correct players that are not yet rejecting redecide to reject (since they know that the final 2-cast protocols are reliable). On the other hand, if the final 2-cast protocols are unreliable, then all correct players have already decided to reject before, and they simply ignore whatever is communicated during the last round.

We now proceed with a more detailed description of the protocol in three steps. Protocol VerifSetup describes how $r_1$ prepares and distributes $Q$ and how $s$ and $r_0$ cross-check their information gotten from $r_1$. Protocol Conditional 2-Cast describes an algorithm for 2-cast based on sequences $Q$ as generated by player $r_1$. Finally, these two protocols are combined in order to obtain our final protocol for detectable precomputation, Protocol OptPrecomp.
Verifiable Setup of Q-Flip Information  

A straightforward way to get a verifiably correct setup \( Q \) would be a cut-and-choose manner where \( r_1 \) prepares more information than finally required of which \( s \) and \( r_0 \) would select a random part for testing which then would be discarded whereas the remaining part would be kept. The problem of this approach is that also \( r_1 \) (who sets up the states) must learn which part has been discarded – information that would have to be distributed by broadcast, which is not yet available.

As a consequence, in the following protocol, yet some partial information is tested by \( s \) and \( r_0 \) but is not discarded. It can be shown that the information thus leaked to \( s \) and \( r_0 \) will not help anyone of them in order to disrupt the final 2-cast based on this setup.

**Protocol 3: VerifSetup**  
\([s, r_0, r_1] \text{ to prepare shared Q-Flip Information}\)

0. All players start with status ACCEPT.
1. \( r_1 \) sets up \( m = 6\mu \) Q-Flip states each such that each possible outcome occurs exactly \( \mu \) times; randomly permutes the states, and secretly sends the according values to \( s \) and \( r_0 \).
2. \( s \) and \( r_0 \) locally check whether they hold exactly \( \frac{m}{3} = 2\mu \) of each value \((0, 1, 2)\). Anybody whose check fails changes to status REJECT.
3. \( r_0 \) sends to \( s \) his status (ACCEPT or REJECT) and, if he accepts, \( \tau \ll m \) random indices in \( \{1, \ldots, m\} \) and his according values.
4. \( s \) checks whether all those values from \( r_0 \) differ from his own values for the according states. If \( r_0 \) sent REJECT or if the check fails (i.e., reveals collisions) then \( s \) sets his status to REJECT.
5. \( s \) tells \( r_0 \) his status.
6. If \( s \) sent REJECT then \( r_0 \) sets his status to REJECT.

Notice that \( r_1 \) can undetectedly misbehave by distributing the 6 possible states with non-uniform cardinality, e.g., by repeatedly setting up only the three states determined by \((Q_s[i] = 0, Q_0[i] = 1)\), \((Q_s[i] = 1, Q_0[i] = 2)\), and \((Q_s[i] = 2, Q_0[i] = 0)\) – which makes \( s \) and \( r_0 \) nevertheless accept according to steps 2 and 4. However, regarding players \( s \) and \( r_0 \) being correct we shall see that, for the final 2-cast protocol, we only require that each player holds \( 2\mu \) of each value in \( \{0, 1, 2\} \) and that there are (almost) no collisions \( Q_s[i] = Q_0[i] \).

**Conditional 2-Cast.**  
Conditional 2-cast is a protocol based on one instance of protocol VerifSetup. The goal of this protocol is that, given that any correct player accepted the setup protocol, the protocol achieves 2-cast with overwhelming probability. Note that besides its termination we do not require anything for this protocol for the case that all correct players rejected the setup protocol.

The protocol is described by Protocol Conditional 2-Cast, which is basically still the same as for the model of Section 3 (i.e., Protocol Weak 2-Cast followed by Protocol Amplify). We give a short motivation for the changes compared to the former protocol.
Step 0 drops out since the Q-Flips are provided by Protocol VerifSetup.

Step 1: $r_1$ has full knowledge of $Q$ – hence only $x_s$ is sent to $r_1$.

Step 2: We exploit that exactly $2\mu$ of each value must be prepared (as is required by Protocol VerifSetup) in order to enforce good statistical properties of $\sigma_0$. Note that the condition ($|\{i \in \sigma_0 : Q_0[i] = x_0\}| \geq m_0$) must not be checked anymore because faulty $r_1$ could have undetectedly avoided such states during setup. The only thing to be checked is that $s$ claims no collisions – which is weakened to allow $\varepsilon_0$ collisions because $r_1$ undetectedly could have set up a small portion of such errors.

Step 3: $r_0$ sends his original data from $s$ since $r_1$ can recalculate everything.

**Definition 5.** Let $P_{\text{fail|acc}}$ be the probability that conditional 2-cast based on $Q$ (as computed by the corresponding protocol VerifSetup) does not achieve 2-cast, given that one correct player ($s$, $r_0$, or $r_1$) accepted at the end of protocol VerifSetup.

**Protocol 4: Conditional 2-Cast**  

1. \[ s \xrightarrow{\text{send}} r_0, r_1: x_s; \]  
   \[ r_k (k \in \{0, 1\}) \text{ receives } x_k \]  
   \[ s \xrightarrow{\text{send}} r_0: \sigma_s = \{i \in \{1, \ldots, m\} : Q_s[i] = 1 - x_s\}; \]  
   \[ r_0 \text{ receives } \sigma_0 \]  
   \[ s: y_s := x_s; \]

2. \[ r_0: \text{if } (|\sigma_0| = 2\mu) \land (|\{i \in \sigma_0 : Q_0[i] = 1 - x_0\}| < \varepsilon_0) \text{ then} \]  
   \[ y_0 := x_0 \]  
   \[ \text{else } y_0 := \bot \text{ fi;} \]  
   \[ r_1: y_1 := x_1; \]

3. \[ r_0 \xrightarrow{\text{send}} r_1: x_0, \sigma_0; \]  
   \[ r_1 \text{ receives } x_{01} \text{ and } \sigma_{01} \]

4. \[ r_1: \text{determine } y_{01} \text{ as } r_0 \text{ determines } y_0 \text{ according to step 2; } \]  
   \[ \rho_{01} := \{i \in \sigma_{01} : Q_0[i] = y_{01}\}; \]  
   \[ \text{if } (\bot \neq y_{01} \neq y_1 \neq \bot) \land (|\rho_{01}| \geq m_0) \land \]  
   \[ (|\{i \in \rho_{01} : Q_1[i] = 2\}| \geq \lambda |\rho_{01}|) \text{ then } \]  
   \[ y_1 := y_{01} \]  
   \[ \text{fi;} \]

5. Amplify;

It remains to prove that $P_{\text{fail|acc}}$ can be made negligibly small (with the protocol remaining efficient). Our detailed proof would exceed the space limits of this paper and is hence omitted. We restrict ourselves to an informal (though plausible) argument:

- faulty $s$ or $r_0$ cannot successfully misbehave since then $r_1$ is correct and sets up $Q$ correctly; and only a small part of the states is revealed during the precomputation phase.
Lemma 1. There exist parameters $\mu$, $\tau < \mu$, $\varepsilon_0$, $m_0$, and $\lambda$ for the protocols VerifSetup and Conditional 2-Cast such that the following conditions hold:

- If Protocol Conditional 2-Cast with the given parameters is based on a set $Q$ that has been set up with Protocol VerifSetup with the given parameters which itself has been accepted by at least one correct player then the probability $P_{\text{fail}|\text{acc}}$ that the protocol does not achieve 2-cast is exponentially small in $\mu$.
- Independently of $Q$, the protocol always terminates.

Detectable Precomputation for $b$ later 2-casts. The final protocol for detectable precomputation is described in detail by Protocol OptPrecomp. It precomputes shared information for $b$ later broadcast instances.

Protocol 5: OptPrecomp

0. All players start in a status of ACCEPT.
1. Run $b+2$ executions of Protocol VerifSetup resulting in sets $S_1, \ldots, S_{b+2}$ of $Q$-Flip information.
2. $s$ and $r_0$ decide on ACCEPT if and only if they accepted all $b+2$ executions of Protocol VerifSetup in step 1.
3. $s$ and $r_0$ broadcast their status by applying Protocol Conditional 2-Cast with help of the sets $S_{b+1}$ and $S_{b+2}$.
4. Anybody who received REJECT for one of the 2-casts sets his status to REJECT.

We now show that, whenever the probability $P_{\text{fail}|\text{acc}}$ is negligible, the correct players agree on their decision at the end of the precomputation and that, in case they accept, all $b$ later 2-casts work correctly – both with overwhelming probability.

Lemma 2.

1. At the end of protocol OptPrecomp the correct players will agree on their decision (ACCEPT or REJECT) with an error probability of at most $P_1 \leq 2P_{\text{fail}|\text{acc}}$. Moreover, if all players are correct, they will all agree on ACCEPT with error probability 0.

More precisely, the single message by $r_1$ that is sent during the amplification protocol in step 5 is only considered if $r_1$ is in fact correct.
2. If the correct players accept the precomputation then, with an overall error probability of at most $P_2 \leq bP_{\text{fail}\mid \text{acc}}$, all later 2-casts work reliably. Moreover, if all players are (and will be) correct, then all 2-casts work with error probability 0.

Proof.

1. We distinguish two cases.
   (a) At least one correct player accepts after step 2 of the protocol: Then each conditional 2-cast in step 3 achieves 2-cast with an error probability of at most $P_{\text{fail}\mid \text{acc}}$ (see Definition 5). If now all correct players reject at the end of the protocol we are done. On the other hand, suppose that any correct player accepts at the end of the protocol. This player neither sent nor received a REJECT during step 3, and hence, with an error probability of at most $P_1 \leq 2P_{\text{fail}\mid \text{acc}}$, no other player sent or received a REJECT during step 3, and all correct players accept after step 4.
   (b) All correct players reject after step 2: Since no correct player ever changes from REJECT to ACCEPT, all correct players will reject at the end of the protocol.

Finally, it can be easily seen by inspection that, in the case that all players are correct, all players agree on ACCEPT with error probability 0.

2. Any correct player that accepts at the end of the protocol already accepts after step 2 of the protocol and hence, by the definition of $P_{\text{fail}\mid \text{acc}}$, the overall error probability is at most $P_2 \leq bP_{\text{fail}\mid \text{acc}}$. Furthermore, if all players are (and will be) correct, none of the 2-cast protocols can fail. \qed

The full analysis of Protocol $\text{OptPrecomp}$ together with Lemma 2 and Proposition 3 yields:

Lemma 3. In the secure-channels model, efficient detectable precomputation for 2-cast among $n = 3$ players is achievable for any number of actively corrupted players ($t < n$).

Together with Proposition 4 we get:

Corollary 1. In the secure-channels model, efficient detectable precomputation for MPC among $n = 3$ players secure against one actively corrupted player ($t = 1$) is achievable.

4.2 Detectable Precomputation for General $n$

In order to obtain a detectable precomputation protocol for general $n$ and $t < n/2$, Protocol $\text{OptPrecomp}$ can be applied in parallel for each triple of players and for every selection of a sender among them (i.e., $3\binom{n}{3}$ parallel protocols). We only need the following, minor changes:

1. The steps 5 of all parallel invocations of protocol $\text{VerifSetup}$ are merged by having each of the $n$ players tell each other whether or not he accepts with respect to all triples he is involved in, and to have each player reject in step 6 on any single reception of REJECT.
2. Protocol Conditional 2-Cast is turned into global conditional broadcast by applying the construction in [FM00].

3. The steps 3 of all parallel invocations of protocol OptPrecomp are merged by having each player globally broadcast his status and by having the players decide to reject in step 4 on one single reception of REJECT for any one of the broadcasts.

4. In the final (conditional) broadcast protocol, each player of each a triple is involved as a sender in 2t different 2-casts with respect to this triple [FM00]. Furthermore, n instead of 2 conditional broadcasts are executed during step 3 of Protocol OptPrecomp. Hence, instead of $b + 2$ invocations of VerifSetup, $2t(b+n)$ of them are required for each triple of players and for each selection of a sender among them.

The following Theorem immediately follows:

**Theorem 2.** In the secure-channels model, efficient detectable precomputation for broadcast and MPC for n players and $t < n/2$ is achievable.

Furthermore, detectable MPC can even be achieved in a slightly weaker model than with secure channels, namely in a model with classical authenticated channels and quantum channels. Since every player has the possibility to initiate rejection of the precomputation, we can apply quantum key agreement [BB84] in parallel to Protocol OptPrecomp. Whenever any quantum channel between two correct players would be eavesdropped they would detect it and just initiate rejection of the whole precomputation.

**Theorem 3.** In the model with classical authenticated channels and quantum channels, efficient detectable precomputation for broadcast and MPC for n players and $t < n/2$ is achievable.

5 Conclusions

To the best of our knowledge we have given the first examples of unconditionally secure protocols for broadcast and MPC in the secure channels model that tolerate $t < n/2$ active player corruptions from scratch, i.e., without any additional assumptions on the communication – at least in a way that the adversary cannot achieve anything more than make all players commonly abort the protocol.

For the case of $n = 3$ players this is strictly more than previously achieved. For the case of general $n > 3$ it is achieved at the price that the adversary may cause non-completion only by corrupting one single player but requiring permanent corruption.

---

8 Replacing every invocation of ordinary 2-cast by conditional 2-cast in their protocol immediately yields conditional global broadcast since a player who accepts after step 2 of the merged Protocol OptPrecomp knows that all triples involving correct players share correct Q-Flip information.
References


A Generation of One-Time Pads in the Q-Flip Model

Alice and Bob can generate a one-time pad (OTP) of length approximately $k$ by using $3k$ Q-Flip invocations shared with an arbitrary third player Charlie and reporting to each other where they got a value different from 2. By this exchange of information Charlie does not get any additional information about the actual outcome of the Q-Flip invocations. Finally, the OTP is formed by those Q-Flip instances where both, Alice and Bob, got either 0 or 1, e.g., by Alice’s according bits – which are the complements of Bob’s.

B Chernoff and Hoeffding Bounds

For a detailed analysis of our protocols we will apply Chernoff and Hoeffding bounds \[\text{Hoe63, Chv79}\] in order to estimate upper bounds on their error probabilities.

The Chernoff bound gives an upper bound on the probability that of $n$ independent Bernoulli trials the outcome deviates from the expected value by a given fraction.

Let $X_i$ ($1 \leq i \leq n$) be a sequence of independent random variables with expected value $\mu$. By $C(\mu, n, \lambda)$ we denote the Chernoff bound as follows

\[
\begin{align*}
\lambda < 1 &: C_\downarrow(\mu, n, \lambda) = \text{Prob}(\sum_{i=1}^{n} X_i \leq \lambda \mu n) \leq e^{-\frac{\mu n}{2}(1-\lambda)^2} \\
\lambda > 1 &: C_\uparrow(\mu, n, \lambda) = \text{Prob}(\sum_{i=1}^{n} X_i \geq \lambda \mu n) \leq e^{-\frac{\mu n}{3}(\lambda-1)^2}
\end{align*}
\]

Furthermore, a bound by Hoeffding can be used to estimate tail probabilities of hypergeometric distributions. By the term $H(N, K, n, k)$ we refer to a setting where $N$ items are given of which $K$ are “good”. The experiment consists of selecting $n$ out of the $N$ items at random, and $H(N, K, n, k)$ denotes the probability that at least $k$ of the $n$ selections are “good”. Let $t = \frac{k}{n} - \frac{K}{N}$. The following inequation holds for any $t$ such that $0 \leq t \leq 1 - \frac{K}{N}$ \[\text{Chv79},\]

\[
H(N, K, n, k) = \sum_{i=k}^{n} \binom{K}{i} \binom{N-K}{n-i} \binom{N}{n}^{-1} \leq e^{-2t^2n}.
\]

C Broadcast and MPC

with an External Information Source: Details

Lemma 4. Let $\lambda_0 < 1$ and $\lambda_1 > 1$. The probability $P_{\text{stats}}$ that of $m$ invocations of Q-Flip any one of the six possible outcomes in $\{(0, 1, 2), \ldots, (2, 1, 0)\}$ occurs either less than $m_0 = \lambda_0 \frac{m}{6} < \frac{m}{6}$ or more than $m_1 = \lambda_1 m > \frac{m}{6}$ times satisfies $P_{\text{stats}} \leq 6 \max(C_\downarrow(1/6, m, \lambda_0), C_\uparrow(1/6, m, \lambda_1))$ \[\text{\[5\]}\]

\[\text{See Appendix B for the definition of } C_\downarrow \text{ and } C_\uparrow.\]
Proof. The according probability for each particular outcome, e.g. $(0, 1, 2)$, can be independently estimated by the Chernoff bound (with random variable $X_i$ representing the $i$-th Q-Flip). The overall probability is at most as large as the sum of these six probabilities (union bound).

\[ \Box \]

Lemma 5 (All players correct). If all players are correct and each possible outcome of Q-Flip appears at least $m_0$ times, then protocol Weak 2-Cast achieves weak 2-cast.

Proof. By the given assumptions we have $\sigma_s = \sigma_0 = \sigma_1$ and $x_s = x_0 = x_1$ after step 1 of the protocol. Since $\sigma_s = \{i \in \{1, \ldots, m\} : Q_s[i] = 1 - x_s\}$, it holds for both recipients $r_k$ that

\[ \{i \in \sigma_k : Q_k[i] = 1 - x_k\} = \emptyset \quad \land \quad |\{i \in \sigma_k : Q_k[i] = x_k\}| \geq m_0. \]

Hence $y_0 = y_1 = x_s$ after step 3 and hence also at the end of the protocol. \[ \Box \]

The following corollary follows from Observation 1 on page 6.

Corollary 2 (r₁ possibly faulty). If the players $s$ and $r_0$ are correct and each possible outcome of Q-Flip appears at least $m_0$ times, then protocol Weak 2-Cast achieves weak 2-cast.

It now remains to determine upper bounds on the error probability for the cases that $s$ is faulty ($P_s$) or that $r_0$ is faulty ($P_{r_0}$). The following lemma will be used for the analysis of the former case in the proof of Lemma 7.

Lemma 6. If each possible outcome of Q-Flip appears at least $m_0$ times and at most $m_1$ times and if (faulty) sender $s$ submits $x_0 \in \{0, 1\}$ to $r_0$ and $x_1 = 1 - x_0$ to $r_1$ and selects $k$ indices $i \in \{1, \ldots, m\}$ such that either

- $i \in \sigma_0 \cap \sigma_1$, or
- $i \in \sigma_0 \setminus \sigma_1$ such that $Q_s[i] = 2$

then $y_0 = x_0$ and $y_1 = 1 - x_0$ (i.e., disagreement) holds at the end of the protocol with a probability of at most $(\frac{m_1}{m_0 + m_1})^k$.

Proof. If $s$ submits one single index $i \in \sigma_0 \cap \sigma_1$ then either $Q_0[i] = 1 - x_0$ or $Q_1[i] = 1 - x_1$ with a probability of at least $\frac{m_0}{m_0 + m_1}$ (since the only information by $s$ is $Q_s[i]$ and hence $s$ risks, with the according probability, to produce a collision on either recipient’s side which makes him decide on ⊥).

On the other hand, if $s$ submits one single index $i \in \sigma_0 \setminus \sigma_1$ such that $Q_s[i] = 2$ (the only possibility in order to achieve that $Q_0[i] = x_0$ and $Q_1[i] \neq 2$) then $r_0$ decides on ⊥ with a probability of at least $\frac{m_0}{m_0 + m_1}$ (since $s$ risks, with the according probability, to produce a “collision” on $r_0$’s side which makes him decide on ⊥).

Finally, in order to achieve that $y_0 = x_0$ and $y_1 = 1 - x_0$ holds at the end of the protocol, $s$ must prevent any single collision for all $k$ index selections. This can be achieved with a probability of at most $(\frac{m_1}{m_0 + m_1})^k$. \[ \Box \]
Lemma 7 (s possibly faulty). If the players $r_0$ and $r_1$ are correct and each possible outcome of Q-Flip appears at least $m_0$ times and at most $m_1$ times, then protocol Weak 2-Cast fails to achieve weak 2-cast with probability at most $P_s < \left( \frac{m_1}{m_0 + m_1} \right)^{(1-\lambda)m_0}$.

Proof. The only way for $s$ to make the protocol fail is to force the recipients to decide on distinct bits, i.e., $y_0 = x_0 = b \in \{0,1\}$ and $y_1 = x_1 = 1 - b$. Hence both recipients must already decide on those values during step 3 of the protocol, which implies $|\rho_{01}| = |\rho_0| \geq m_0$ since $r_0$ would set $y_0 = \bot$ otherwise. Furthermore, $r_0$ must not be able to convince $r_1$ to redecide on $y_1 = y_{01} = y_0$ during step 5 of the protocol. Since the first two conditions according to step 5 are satisfied, i.e.,

- $\bot \neq y_0 = y_{01} \neq y_1$ (since the recipients hold distinct bits), and
- $|\rho_{01}| \geq m_0$ (see above),

the last condition must be violated, i.e., it must hold that

$$|\{i \in \rho_{01} \setminus \sigma_1 : Q_1[i] = 2\}| < \lambda |\rho_{01}| .$$

Hence $s$ must find some $\ell > (1 - \lambda) |\rho_{01}| \geq (1 - \lambda)m_0$ indices $i$ such that either

- $i \in \rho_{01} \cap \sigma_1$ (\(\subseteq \sigma_0 \cap \sigma_1\), or
- $i \in \rho_{01} \setminus \sigma_1$ \(\land\) $Q_1[i] \neq 2$ (and hence $Q_s[i] = 2$),

such that no collision occurs. By Lemma 6 this happens with probability at most $P_s < \left( \frac{m_1}{m_0 + m_1} \right)^{(1-\lambda)m_0}$.

Lemma 8 (r$_0$ possibly faulty). If the players $s$ and $r_1$ are correct and each possible outcome of Q-Flip appears at least $m_0$ times and at most $m_1$ times then, for any $\lambda > \frac{m_1}{m_0 + m_1}$, protocol Weak 2-Cast fails to achieve weak 2-cast with a probability of at most $P_{r_0} \leq \mathcal{H}(m,m_1,m_0,\lambda m_0)$.$^{10}$

Proof. The only way for $r_0$ to make the protocol fail is to make $r_1$ adopt $y_1 := y_{01} \neq x_s$ during step 5 of the protocol. Hence the following conditions must hold:

- $(y_{01} = 1 - y_1 = 1 - x_s)$,
- $(|\rho_{01}| \geq m_0)$,
- $(|\{i \in \rho_{01} \setminus \sigma_1 : Q_1[i] = 2\}| \geq \lambda |\rho_{01}|)$.

Let $u = |\rho_{01}| \geq m_0$. Since $s$ is correct and hence

$$\{i \in \{1,\ldots,m\} : Q_s[i] = 1 - x_s = y_{01} \land Q_1[i] = 2\} \subseteq \sigma_s = \sigma_1 ,$$

$^{10}$ See Appendix B for the definition of $\mathcal{H}$. 
r_0 must select \( u \) indices \( i \) such that for \( \lambda u \) of them it holds that \( i \notin \sigma_s \), and \( Q_0[i] = y_{01} \), and \( Q_1[i] = 2 \). An optimal strategy in order to achieve this is by randomly selecting \( m_0 \) indices \( i \) such that \( Q_0[i] = 1 - x_s \) (corresponding to random selections from the first and the last row in Figure 1–C).

This process corresponds to a hypergeometric distribution with \( N = m \), \( K = m_1 \), and \( n = m_0 \) (see Section B). The probability for \( r_0 \) to succeed is hence given by the tail of this distribution according to \( k \geq \lambda m_0 \). By Equation (6), for any \( \lambda > \frac{m_1}{m_0 + m_1} \), this probability can be estimated as

\[
P_{r_0} \leq \mathcal{H}(m, m_1, u, \lambda u) \leq \mathcal{H}(m, m_1, m_0, \lambda m_0) \leq e^{-2\left(\frac{\lambda - \frac{m_1}{m_0 + m_1}}{m_0}\right)^2 m_0}.
\]

\[\square\]

**Lemma 9.** For every desired security parameter \( k > 0 \) there exist parameters \( m \), \( m_0 \), and \( \lambda \) such that protocol weak 2-Cast has communication and computation complexities polynomial in \( k \) and achieves weak 2-cast with an error probability of at most \( P_f < e^{-k} \).

**Proof.** We let \( \lambda_0 = \frac{3}{4} \) and \( \lambda_1 = \frac{5}{4} \), and fix the parameterization of the protocol as follows such that there is only one free parameter left, namely \( m \), the number of Q-Flip invocations:

\[
\begin{align*}
m_0 &= \lambda_0 \frac{m}{6} = \frac{m}{8} \\
m_1 &= \lambda_1 \frac{m}{6} = \frac{5m}{24} \\
\lambda &= \lambda_0 = \frac{3}{4}
\end{align*}
\]

Now, as a function of security parameter \( k \), let \( m \geq 288(k + 2) \). According to Corollary 2 and Lemmas 4, 7, and 8 we get the following estimations:

\[
P_{\text{stats}} \leq 6 \max \left( \mathcal{C}_\downarrow \left( \frac{1}{6}, m, \lambda_0 \right), \mathcal{C}_\uparrow \left( \frac{1}{6}, m, \lambda_1 \right) \right) \leq 6e^{-\frac{m}{288}} \tag{7}
\]

\[
P_{r_1} = 0 \tag{8}
\]

\[
P_s \leq \left( \frac{m_1}{m_0 + m_1} \right)^{(1-\lambda)m_0} = \left( \frac{\lambda_1}{\lambda_0 + \lambda_1} \right)^{(1-\lambda)\lambda_0 m_0} = \left( \frac{8}{5} \right)^{-\frac{m}{288}} < e^{-\frac{m}{59}} \tag{9}
\]

\[
P_{r_0} \leq e^{-2\left(\frac{\lambda - \frac{m_1}{m_0 + m_1}}{m_0}\right)^2 m_0} = e^{-2\left(\frac{\lambda_1}{\lambda_0 + \lambda_1}\right)^2 m_0} = e^{-\frac{3m}{128}} \leq e^{-\frac{m}{43}} \tag{10}
\]

Finally, the overall error probability can be estimated by the sum of the probabilities that either the statistics of Q-Flip fail, i.e., that at least one of the six possible outcomes appears less than \( m_0 \) or more than \( m_1 \) times, or that, given good statistics, a faulty player can nevertheless successfully misbehave:

\[
P_f \leq P_{\text{stats}} + \max(P_{r_1}, P_s, P_{r_0}) \leq 6e^{-\frac{m}{288}} + e^{-\frac{m}{59}} < 7e^{-\frac{m}{288}} < e^{-\frac{m-576}{288}} \leq e^{-k}.
\]

\[\square\]
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1 Introduction

If there is a private and authenticated channel between two parties, then secure communication between them is guaranteed. However, in most cases, many parties are only indirectly connected, as elements of an incomplete network of private and authenticated channels. In other words they need to use intermediate or internal nodes. Achieving participants cooperation in the presence of faults is a major problem in distributed networks. Original work on secure distributed computation assumed a complete graph for secure and reliable communication. Dolev, Dwork, Waarts, and Yung\textsuperscript{1} were able to reduce the size of the network graph by providing protocols that achieve private and reliable communication without the need for the parties to start with secret keys. The interplay of network connectivity and secure communication has been studied extensively (see, e.g., [1,2,3,4,10]). For example, Dolev\textsuperscript{3} and Dolev et al.\textsuperscript{4} showed that, in
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the case of \( k \) Byzantine faults, reliable communication is achievable only if the system’s network is \( 2k + 1 \) connected. They also showed that if all the paths are one way, then \( 3k + 1 \) connectivity is necessary and sufficient for reliable and private communications. However they did not prove any results for the general case when there are certain number of directed paths in one direction and another number of directed paths in the other direction. While undirected graphs correspond naturally to the case of pairwise two-way channels, directed graphs do not correspond to the case of all-one-way or all-two-way channels considered in [4], but to the mixed case where there are some paths in one direction and some paths in the other direction. In this paper, we will initiate the study in this direction by showing what can be done with a general directed graph. Note that this scenario is important in practice, in particular, when the network is not symmetric. For example, a channel from \( u \) to \( v \) is cheap and a channel from \( v \) to \( u \) is expensive but not impossible. Another example is that \( u \) has access to more resources than \( v \) does.

Goldreich, Goldwasser, and Linial [9], Franklin and Yung [7], Franklin and Wright [6], and Wang and Desmedt [15] have studied secure communication and secure computation in multi-recipient (multicast) models. In a “multicast channel” (such as Ethernet), one participant can send the same message – simultaneously and privately – to a fixed subset of participants. Franklin and Yung [7] have given a necessary and sufficient condition for individuals to exchange private messages in multicast models in the presence of passive adversaries (passive gossipers). For the case of active Byzantine adversaries, many results have been presented by Franklin and Wright [6], and, Wang and Desmedt [15]. Note that Goldreich, Goldwasser, and Linial [9] have also studied fault-tolerant computation in the public multicast model (which can be thought of as the largest possible multirecipient channels) in the presence of active Byzantine adversaries. Specifically, Goldreich, et al. [9] have made an investigation of general fault-tolerant distributed computation in the full-information model. In the full-information model no restrictions are made on the computational power of the faulty parties or the information available to them. (Namely, the faulty players may be infinitely powerful and there are no private channels connecting pairs of honest players). In particular, they present efficient two-party protocols for fault-tolerant computation of any bivariate function.

There are many examples of multicast channels (see, e.g. [6]), such as an Ethernet bus or a token ring. Another example is a shared cryptographic key. By publishing an encrypted message, a participant initiates a multicast to the subset of participants that is able to decrypt it.

We present our model in Section 2. In Sections 3 and 4, we study secure message transmission over directed graphs. Section 5 is devoted to reliable message transmission over hypergraphs, and Section 6 is devoted to secure message transmission over neighbor networks.
2 Model

We will abstract away the concrete network structures and consider directed graphs. A directed graph is a graph $G(V, E)$ where all edges have directions. For a directed graph $G(V, E)$ and two nodes $u, v \in V$.

Throughout this paper, $n$ denotes the number of vertex disjoint paths between two nodes and $k$ denotes the number of faults under the control of the adversary. We write $|S|$ to denote the number of elements in the set $S$. We write $x \in \mathbb{F}$ to indicate that $x$ is chosen with respect to the uniform distribution on $S$. Let $\mathbb{F}$ be a finite field, and let $a, b, c, M \in \mathbb{F}$. We define $\text{auth}(M, a, b) := aM + b$ (following [13,14]) and $\text{auth}(M, a, b, c) := aM^2 + bM + c$ (following [15]). Note that each authentication key $key = (a, b, c)$ can be used to authenticate one message $M$ without revealing any information about any component of the authentication key and the each authentication key $key = (a, b, c)$ can be used to authenticate two messages $M_1$ and $M_2$ without revealing any information about any component of the authentication key.

Let $k$ and $n$ be two integers such that $0 \leq k < n \leq 3k+1$. A $(k+1)$-out-of-$n$ secret sharing scheme is a probabilistic function $S: \mathbb{F} \rightarrow \mathbb{F}^n$ with the property that for any $m \in \mathbb{F}$ and $(v_1, \ldots, v_n) = S(m)$, no information of $m$ can be inferred from any $k$ entries of $(v_1, \ldots, v_n)$, and $m$ can be recovered from any $k+1$ entries of $(v_1, \ldots, v_n)$. The set of all possible $(v_1, \ldots, v_n)$ is called a code and its elements codewords. We say that a $(k+1)$-out-of-$n$ secret sharing scheme can detect $k'$ errors if given any codeword $(v_1, \ldots, v_n)$ and any tuple $(u_1, \ldots, u_n)$ over $F$ such that $0 < |\{|i : u_i \neq v_i, 1 \leq i \leq n\}| \leq k'$ one can detect that $(u_1, \ldots, u_n)$ is not a codeword. If the code is Maximal Distance Separable, then the maximum value of errors that can be detected is $n - k - 1$ [11]. We say that the $(k+1)$-out-of-$n$ secret sharing scheme can correct $k'$ errors if from any $(v_1, \ldots, v_n) = S(m)$ and any tuple $(u_1, \ldots, u_n)$ over $F$ with $|\{|i : u_i \neq v_i, 1 \leq i \leq n\}| \leq k'$ one can recover the secret $m$. If the code is Maximal Distance Separable, then the maximum value of errors that allows the recovery of the vector $(v_1, \ldots, v_n)$ is $(n - k - 1)/2$ [11]. A $(k+1)$-out-of-$n$ Maximal Distance Separable (MDS) secret sharing scheme is a $(k+1)$-out-of-$n$ secret sharing scheme with the property that for any $k' \leq (n - k - 1)/2$, one can correct $k'$ errors and simultaneously detect $n - k - k' - 1$ errors (as follows easily by generalizing [11, p. 10]). Maximal Distance Separable (MDS) secret sharing schemes can be constructed from any MDS codes, for example, from Reed-Solomon code [12].

In a message transmission protocol, the sender $A$ starts with a message $M^A$ drawn from a message space $\mathcal{M}$ with respect to a certain probability distribution. At the end of the protocol, the receiver $B$ outputs a message $M^B$. We consider a synchronous system in which messages are sent via multicast in rounds. During each round of the protocol, each node receives any messages that were multicast for it at the end of the previous round, flips coins and perform local computations, and then possibly multicasts a message. We will also assume that the message space $\mathcal{M}$ is a subset of a finite field $\mathbb{F}$.

We consider two kinds of adversaries. A passive adversary (or gossiper adversary) is an adversary who can only observe the traffic through $k$ internal nodes.
An active adversary (or Byzantine adversary) is an adversary with unlimited computational power who can control $k$ internal nodes. That is, an active adversary will not only listen to the traffics through the controlled nodes, but also control the message sent by those controlled nodes. Both kinds of adversaries are assumed to know the complete protocol specification, message space, and the complete structure of the graph. In this paper, we will not consider a dynamic adversary who could change the nodes it controls from round to round, instead we will only consider static adversaries. That is, at the start of the protocol, the adversary chooses the $k$ faulty nodes. (An alternative interpretation is that $k$ nodes are static collaborating adversaries.)

For any execution of the protocol, let $adv$ be the adversary’s view of the entire protocol. We write $adv(M, r)$ to denote the adversary’s view when $M^A = M$ and when the sequence of coin flips used by the adversary is $r$.

**Definition 1.** (see Franklin and Wright [6])

1. Let $\delta < \frac{1}{2}$. A message transmission protocol is $\delta$-reliable if, with probability at least $1 - \delta$, $B$ terminates with $M^B = M^A$. The probability is over the choices of $M^A$ and the coin flips of all nodes.
2. A message transmission protocol is reliable if it is 0-reliable.
3. A message transmission protocol is $\varepsilon$-private if, for every two messages $M_0, M_1$ and every $r$, $\sum_c |\Pr[adv(M_0, r) = c] - \Pr[adv(M_1, r) = c]| \leq 2\varepsilon$. The probabilities are taken over the coin flips of the honest parties, and the sum is over all possible values of the adversary’s view.
4. A message transmission protocol is perfectly private if it is 0-private.
5. A message transmission protocol is $(\varepsilon, \delta)$-secure if it is $\varepsilon$-private and $\delta$-reliable.
6. An $(\varepsilon, \delta)$-secure message transmission protocol is efficient if its round complexity and bit complexity are polynomial in the size of the network, $\log \frac{1}{\varepsilon}$ (if $\varepsilon > 0$) and $\log \frac{1}{\delta}$ (if $\delta > 0$).

For two nodes $A$ and $B$ in a directed graph such that there are $2k + 1$ node disjoint paths from $A$ to $B$, there is a straightforward reliable message transmission from $A$ to $B$ against a $k$-active adversary: $A$ sends the message $m$ to $B$ via all the $2k + 1$ paths, and $B$ recovers the message $m$ by a majority vote.

## 3 (0, $\delta$)-Secure Message Transmission in Directed Graphs

Our discussion in this section will be concentrated on directed graphs. Dolev, Dwork, Waarts, and Yung [4] addressed the problem of secure message transmissions in a point-to-point network. In particular, they showed that if all channels from $A$ to $B$ are one-way, then $(3k + 1)$-connectivity is necessary and sufficient for (0,0)-secure message transmissions from $A$ to $B$ against a $k$-active adversary. They also showed that if all channels between $A$ and $B$ are two-way, then $(2k + 1)$-connectivity is necessary and sufficient for (0,0)-secure message transmissions between $A$ and $B$ against a $k$-active adversary. In this section we assume
that there are only \(2(k - u) + 1\) directed node disjoint paths from \(A\) to \(B\), where \(1 \leq u \leq k\). We wonder how many directed node disjoint paths from \(B\) to \(A\) are necessary and sufficient to achieve \((0, \delta)\)-secure message transmissions from \(A\) to \(B\) against a \(k\)-active adversary.

Franklin and Wright [6] showed that if there is no channel from \(B\) to \(A\), then \(2k + 1\) channels from \(A\) to \(B\) is necessary for \((1 - \delta)\)-reliable (assuming that \(\delta < \frac{1}{2}\)) message transmission from \(A\) to \(B\) against a \(k\)-active adversary. In the following, we first show that this condition is sufficient also.

**Theorem 1.** Let \(G(V, E)\) be a directed graph, \(A, B \in V\), and \(0 < \delta < \frac{1}{2}\). If there is no directed paths from \(B\) to \(A\), then the necessary and sufficient condition for \((0, \delta)\)-secure message transmission from \(A\) to \(B\) against a \(k\)-active adversary is that there are \(2k + 1\) directed node disjoint paths from \(A\) to \(B\).

**Proof.** (Sketch) The necessity was proved in Franklin and Wright [6]. Let \(p_1, \ldots, p_{2k+1}\) be the \(2k + 1\) directed node disjoint paths from \(A\) to \(B\). Let \(s^A \in F\) be the secret that \(A\) wants to send to \(B\). \(A\) constructs \((k + 1)\)-out-of-\((2k + 1)\) secret shares \(v = (s^A_1, \ldots, s^A_{2k+1})\) of \(s^A\). The protocol proceeds from round 1 through round \(2k + 1\). In round \(i\), \(A\) chooses \((a^A_{i,j}, b^A_{i,j}) \in R \ F^2 : 1 \leq j \leq 2k + 1\}, sends \((s^A_1, a^A_{i,1}, b^A_{i,1}), \ldots, (s^A_k, a^A_{i,2k+1}, b^A_{i,2k+1})\) to \(B\) via path \(p_i\), and sends \((a^A_{i,j}, b^A_{i,j})\) to \(B\) via path \(p_j\) for each \(1 \leq j \leq 2k + 1\). In round \(i\), \(B\) receives \((s^B_1, c^B_1, \ldots, c^B_{2k+1})\) via path \(p_i\), and receives \((a^B_{i,j}, b^B_{i,j})\) via path \(j\) for each \(1 \leq j \leq 2k + 1\). \(B\) computes \(t = |\{j : c^B_j = \text{auth}(s^B_i, a^B_{i,j}, b^B_{i,j})\}|\). If \(t \geq k + 1\), then \(B\) decides that \(s^B_j\) is a valid share. Otherwise \(B\) discards \(s^B_j\). It is easy to check that after the round \(2k + 1\), with high probability, \(B\) will get at least \(k + 1\) valid shares to \(s^A\). Thus, with high probability, \(B\) will recover the secret \(s^A\). In the full version of this paper, we will show that this protocol is a \((0, \delta)\)-secure message transmission protocol from \(A\) to \(B\).

Q.E.D.

**Theorem 2.** Let \(G(V, E)\) be a directed graph, \(A, B \in V\), and \(u \geq 1\). If there are \(2(k - u) + 1\) \(\geq k + 1\) directed node disjoint paths from \(A\) to \(B\), then a necessary condition for private message transmission from \(A\) to \(B\) against a \(k\)-active adversary is that there are \(u\) directed node disjoint paths (these \(u\) paths are also node disjoint from the \(2(k - u) + 1\) paths from \(A\) to \(B\)) from \(B\) to \(A\).

**Proof.** First assume that there are less than \(u\) directed node disjoint paths from \(B\) to \(A\). A strategy that will now be used by the adversary is that controlling \(u - 1\) nodes to disconnect all directed paths from \(B\) to \(A\) and controlling \(k - u + 1\) directed paths from \(A\) to \(B\). Thus the adversary could make sure that no feedback message will be sent from \(B\) to \(A\). This means that we are left with the same situation as **Theorem 1** using \((2k - u) + 1\) one-way channels. Since \(k - u + 1\) of these paths are controlled by the adversary, by **Theorem 1** we need \(2(k - u + 1) + 1 > 2(k - u) + 1\) directed paths from \(A\) to \(B\). This is a contradiction.

Secondly we assume that there are \(u\) directed node disjoint paths \(q_i\) from \(B\) to \(A\), \((2k - u) + 1\) paths \(p_i\) from \(A\) to \(B\), and that \(p_1\) is not node disjoint from \(q_1\). A strategy that will now be used by the adversary is that using one node to
control both paths $p_1$ and $q_1$, using other $u-1$ nodes to disconnect all directed paths from $B$ to $A$, controlling $k-u$ other directed paths from $A$ to $B$. A similar argument as above will show a contradiction. Q.E.D.

In the following we prove a simple sufficient condition.

**Theorem 3.** Let $G(V, E)$ be a directed graph, $A, B \in V$. If there are two directed node disjoint paths $p_0$ and $p_1$ from $A$ to $B$, and one directed path $q$ (which is node disjoint from $p_1$ and $p_2$) from $B$ to $A$, then for any $0 < \delta < \frac{1}{2}$, there is a $(0, \delta)$-secure message transmission protocol from $A$ to $B$ against a 1-active adversary.

**Proof.** (Sketch) Let $s^A \in F$ be the secret message that $A$ wants to send to $B$. In the following we describe the protocol briefly without proof. The details and a generalization will be given in the full version of this paper.

**Step 1** $A$ chooses $s^A_0 \in_R F, (a^A_0, b^A_0), (a^A_1, b^A_1) \in_R F^2$, and let $s^A = s^A_0 - s^A$. For each $i \in \{0, 1\}$, $A$ sends $(s^A_i, (a^A_i, b^A_i), \text{auth}(s^A_i, a^A_{1-i}, b^A_{1-i}))$ to $B$ via path $p_i$.

**Step 2** Assumes that $B$ receives $(s^B_i, (a^B_i, b^B_i), c^B_i)$ via path $p_i$. $B$ checks whether $c^B_i = \text{auth}(s^B_i, a^B_{1-i}, b^B_{1-i})$. If both equations hold, then $B$ knows that with high probability the adversary was either passive or not on the paths from $A$ to $B$. $B$ can recover the secret message, sends “OK” to $A$ via the path $q$, and terminate the protocol. Otherwise, one of equations does not hold and $B$ knows that the adversary was on one of the paths from $A$ to $B$. In this case, $B$ chooses $(a^B, b^B) \in_R F^2$, and sends $((a^B, b^B), (s^B_0, (a^B_0, b^B_0), c^B_0), (s^B_1, (a^B_1, b^B_1), c^B_0))$ to $A$ via the path $q$.

**Step 3** If $A$ receives “OK”, then $A$ terminates the protocol. Otherwise, from the information $A$ received via path $q$, $A$ decides which path from $A$ to $B$ is corrupted and recover $B$’s authentication key $(a^A, b^A)$. $A$ sends $(s^A, \text{auth}(s^A, a^A, b^A))$ to $B$ via the uncorrupted path from $A$ to $B$.

**Step 4** $B$ recovers the message and checks that the authenticator is correct.

Q.E.D.

4 \hspace{1cm} (0, 0)-Secure Message Transmission in Directed Graphs

In the previous section, we addressed probabilistic reliable message transmission in directed graphs. In this section, we consider reliable message transmission in directed graphs. We first start with necessary conditions.

**Theorem 4.** Replacing in Theorem 2, $2(k - u) + 1$ by $3(k - u) + 1$, provides necessary conditions for $(0, 0)$-secure message transmission from $A$ to $B$.

**Proof.** Use an argument as in the proof of Theorem 2 but use the $3k + 1$ bound from [4] instead of the $2k + 1$ one.

Q.E.D.
We will show that if there are $3k + 1 - u$ paths from $A$ to $B$ and $u$ paths from $B$ to $A$, then $(0, 0)$-secure message transmission from $A$ to $B$ is possible. We first show the simple case for $u = 1$.

**Theorem 5.** Let $G(V, E)$ be a directed graph, $A, B \in V$. If there are $3k \geq 2k + 1$ directed node disjoint paths from $A$ to $B$ and one directed path from $B$ to $A$ (the directed path from $B$ to $A$ is node disjoint from the paths from $A$ to $B$) then there is a $(0, 0)$-secure message transmission protocol from $A$ to $B$ against a $k$-active adversary.

**Proof.** Let $p_1, \ldots, p_{3k}$ be the directed paths from $A$ to $B$ and $q$ be the directed path from $B$ to $A$. The protocol $\pi$ proceeds as follows:

**Step 1** \(B\) sets $A_{\text{STOP}} = 0$ and $B_{\text{STOP}} = 0$.

**Step 2** \(A\) chooses a $\text{key}^A \in_R \mathbb{F}$ and constructs $(k + 1)$-out-of-$3k$ MDS secret shares $v = (s^A_1, \ldots, s^A_{3k})$ of $\text{key}^A$. For each $1 \leq i \leq 3k$, \(A\) sends $s_i$ to $B$ via the path $p_i$.

**Step 3** Let $v^B = (s^B_1, \ldots, s^B_{3k})$ be the shares $B$ receives. If $B$ finds that there are at most $k - 1$ errors, $B$ recovers $\text{key}^B$ from the shares, sends “stop’” to $A$ via the path $q$, and sets $B_{\text{STOP}} = 1$. Otherwise there are $k$ errors. In this case $B$ sends $v^B$ back to $A$ via the path $q$ (note that $q$ is an honest path in this case).

**Step 4** \(A\) distinguishes the following two cases:

1. \(A\) receives $v^A = (s^A_1, \ldots, s^A_{3k})$ from the path $q$. \(A\) reliably sends $\mathcal{P} = \{i : s^A_i \neq s_i\}$ to $B$.

2. \(A\) received “stop” or anything else via $q$. \(A\) reliably sends “stop” to $B$.

**Step 5** \(B\) distinguishes the following two cases:

1. \(B\) reliably receives “stop’” from $A$. \(B\) sets $A_{\text{STOP}} = 1$.

2. \(B\) reliably receives $\mathcal{P}$ from $A$. If $B_{\text{STOP}} = 0$ then $B$ recovers $\text{key}^B$ from the shares $\{s^B_i : i \notin \mathcal{P}\}$ (note that $|\{s^B_i : i \notin \mathcal{P}\}| = 2k$).

**Step 6** \(A\) reliably transmits $\text{key}^A + m^A$ to $B$, where $m^A$ is the message to be transmitted.

**Step 7** \(B\) reliably receives the ciphertext $c^B$ and decrypts the message $m^B = c^B - \text{key}^B$.

Note that if $B$ sends $v^B$ to $A$ in Step 3 then $k$ paths from $A$ to $B$ are corrupted and the path $q$ is honest. Thus the adversary will not learn $v^B$ and $\text{key}$. If the adversary controls the path $q$, then it may change the message “stop” to something else. In this case, \(A\) will not be able to identify the corrupted paths from $A$ to $B$. However, since $B$ has already recovered the key, $B$ will just ignore the next received message. It is straightforward to show that the protocol is $(0, 0)$-secure. Q.E.D.

Before proving our main theorem, we describe a variant $\pi'$ of the protocol $\pi$ in the proof of Theorem 5. We call $B_{\text{STOP}}$ during the $i$-th execution of $\pi_{B_{\text{STOP}}(i)}$ and similar for $A_{\text{STOP}}(i)$. The new protocol $\pi'$ proceeds as follows:
Step 1 Instead of sending the secret $key^A$, $A$ first sends $R_1 \in R \mathbf{F}$ using $\pi$.

Step 2 $A, B$ execute Steps [1] and [2] of $\pi$ for the message $R_2$ where $R_1 + R_2 = key^A$.

Step 3 If $B \text{STOP}(2) = 1$ ($B \text{STOP}(1) = 1$ or 0), then $B$ computes the secret $key^B$.

Step 4 If $B \text{STOP}(1) = 1$ and $B \text{STOP}(2) = 0$, then $B$ and $A$ continue with the rest of $\pi$ for $R_2$, and $B$ will be able to compute the secret $key^B$.

Step 5 If $B \text{STOP}(1) = 0$ and $B \text{STOP}(2) = 0$ then $A \text{STOP}(2) = 0$. In this case, $k$ corrupted paths should have already been identified by both $A$ and $B$ in the second run of $\pi$ (though $A$ does not know whether it has correctly identified the corrupted paths). $A$ “restarts” the protocol by sending $key^A$ using a $(k+1)$-out-of-$2k$ secret sharing scheme along the $2k$ non-corrupted paths. $B$ excludes the known $k$ bad paths and computes the secret from the secret sharing scheme.

Note that due to the malicious information $A$ received, $A$ may restart the protocol even though $B$ may have already computed the correct secret. In this case, $B$ can just ignore these messages.

**Theorem 6.** Let $G(V, E)$ be a directed graph, $A, B \in V$. If there are $3k+1-u \geq 2k+1$ (which implies $k \geq u$) directed node disjoint paths from $A$ to $B$ and $u$ directed paths from $B$ to $A$ (the directed paths from $B$ to $A$ are node disjoint from the paths from $A$ to $B$) then there is a $(0,0)$-secure message transmission protocol from $A$ to $B$ against a $k$-active adversary.

**Proof.** Let $p_1, \ldots, p_{3k+1-u}$ be the directed paths from $A$ to $B$, and $q_1, \ldots, q_u$ be the directed paths from $B$ to $A$. The protocol will be based on the variant protocol $\pi'$ of Theorem 5. Before we begin, we note that a $(k+1)$-out-of-$(3k+1-u)$ MDS secret sharing scheme can detect $k$ errors and simultaneously correct $k-u$ errors. In the following, we informally describe the protocol. The full protocol will be presented in the full version of this paper.

Step 1 $A$ chooses $R_0 \in R \mathbf{F}$ and sends $R_0$ to $B$ via the $3k+1-u$ paths using a $(k+1)$-out-of-$(3k+1-u)$ MDS secret sharing scheme.

Step 2 If $B$ can correct the errors (i.e. there were at most $k-u$ errors in the received shares), $B$ finds $R_0$. Otherwise $B$ needs help from $A$ (that is, $B$ will send the received shares back to $A$ via all $B$ to $A$ paths). The problems are that:

- $B$ may receive help even if $B$ has never asked. However $B$ can detect this. Therefore $B$ will always work with $A$ on such a protocol.

- $A$ may receive $u$ different versions of “asking for help”.

For each of the $u$ paths from $B$ to $A$, $B$ and $A$ will keep track of the “dishonest” paths from $A$ to $B$ according to the information $A$ received on this path.

Step 3 $A$ now sends $R_1$ using a $(k+1)$-out-of-$(3k+1-u)$ MDS secret sharing scheme where $key = R_0 + R_1$. 
Step 4 If $B$ can correct the errors, $B$ has found the secret. However, $B$ may need to play with $A$ prolonging the protocol due to incorrect paths from $B$ to $A$. $B$ distinguishes the following two cases:

1. $B$ has not asked help in Step 2. $B$ can ask help now and $B$ will then recover the secret key.

2. $B$ has asked help in Step 2. In this case $B$ cannot ask for help again (otherwise the enemy may learn the secret). The protocol needs to be restarted from Step 1 on. We know that in this case there is at least one honest path from $B$ to $A$. (Indeed, if $B$ asked for help in Step 2 then the number of dishonest paths from $A$ to $B$ is at least $k' \geq k - u + 1$. Assume that all paths from $B$ to $A$ were dishonest then the total number of dishonest parties is $k' + u \geq k + 1$, which is a contradiction.) Since $A$ and $B$ identified (correctly or incorrectly) dishonest parties on the paths from $A$ to $B$ (the version corresponding to the honest $B$ to $A$ path should have correctly identified the dishonest paths), they will only use these paths that were not identified as dishonest. If $k'$ dishonest paths from $A$ to $B$ have been (correctly or incorrectly) identified, a $(k + 1)$-out-of-$(3k + 1 - u - k')$ MDS secret sharing scheme will be used. This MDS secret sharing scheme will only be used for error detection (or message recovery in the case that no error occurs), thus it can be used to detect $3k + 1 - u - k' - k - 1 = 2k - u - k' \geq k - k'$ errors. Due to the fact that this MDS secret sharing scheme cannot detect $k$ errors we need to organize ourselves that $B$ will never use incorrectly identified paths from $A$ to $B$ since otherwise $B$ could compute the incorrect “secret”. This is easy to be addressed by having $B$ detect whether a path from $B$ to $A$ is dishonest or not. This is done by having $A$ reliably sends to $B$ what $A$ received via the path $q_i$ from $B$ to $A$. During each run of the protocol, $B$ will either recover the secret message (when no error occurs) or detect one corrupted path from $A$ to $B$ ($A$ could also detect the corrupted path from $A$ to $B$ according to the information $A$ received on the honest $B$ to $A$ path – though $A$ may not know which path from $B$ to $A$ is honest). Thus the protocol will be restarted at most $u$ times.

After the initial run, $B$ will first use the path $q_1$ to send the “asking for help” message. Then it will use the path $q_2$, and then $q_3$, etc. These steps can be run in parallel.

Q.E.D.

Theorem 6 can be strengthened as follows.

Theorem 7. Let $G(V, E)$ be a directed graph, $A, B \in V$. Assume that there are $3k + 1 - u \geq 2k + 1$ (which implies $k \geq u$) directed node disjoint paths from $A$ to $B$ and $u$ directed paths from $B$ to $A$. If $3k + 1 - 2u$ paths among these $3k + 1 - u$ paths from $A$ to $B$ are node disjoint from the $u$ paths from $B$ to $A$, then there is a $(0, 0)$-secure message transmission protocol from $A$ to $B$ against a $k$-active adversary.
Proof. The protocol proceeds in the same way as the protocol in the proof of Theorem 6. In addition, at the end of the protocol, A constructs a \((k+1)\)-out-of-\((3k+1-2u)\) MDS shares \((s_1, \ldots, s_{3k+1-2u})\) of the secret key\(^A\) and sends these shares to B via the \((3k+1-2u)\) paths which are node disjoint from the paths from the \(u\) paths from B to A. If B has determined that all these \(u\) paths from B to A have been corrupted, then B will recover the secret key\(^A\) from the received shares \((s_1^B, \ldots, s_{3k+1-2u}^B)\) since a \((k+1)\)-out-of-\((3k+1-2u)\) MDS secret sharing scheme can be used to detect and correct \(k-u\) errors simultaneously. Note that if at least one path from B to A is honest, then B has recovered the secret already and can just ignore this last message. Q.E.D.

We close our discussion on secure message transmission in directed graphs with an application of Theorem 7. Up to now, we have concentrated on the situation that there are more paths from A to B than paths from B to A. The following theorem address the situation that there are more paths from B to A.

Theorem 8. Let \(G(V, E)\) be a directed graph, \(A, B \in V\). Assume that there are \((k+1)\) directed node disjoint paths from A to B and \(2k+1\) directed node disjoint paths from B to A. If \(k+1\) paths among these \(2k+1\) paths from B to A are node disjoint from the \(k+1\) paths from A to B, then there is a \((0, \delta)\)-secure message transmission protocol from A to B against a k-active adversary.

Proof. See the full version of this paper. Q.E.D.

5 Secure Message Transmissions in Hypergraphs

Hypergraphs have been studied by Franklin and Yung in [7]. A hypergraph \(H\) is a pair \((V, E)\) where \(V\) is the node set and \(E\) is the hyperedge set. Each hyperedge \(e \in E\) is a pair \((v, v^*)\) where \(v \in V\) and \(v^*\) is a subset of \(V\). In a hypergraph, we assume that any message sent by a node \(v\) will be received identically by all nodes in \(v^*\), whether or not \(v\) is faulty, and all parties outside of \(v^*\) learn nothing about the content of the message.

Let \(v, u \in V\) be two nodes of the hypergraph \(H(V, E)\). We say that there is a “direct link” from node \(v\) to node \(u\) if there exists a hyperedge \((v, v^*)\) such that \(u \in v^*\). We say that there is an “undirected link” from \(v\) to \(u\) if there is a directed link from \(v\) to \(u\) or a directed link from \(u\) to \(v\). If there is a directed (undirected) link from \(v_i\) to \(v_{i+1}\) for every \(i, 0 \leq i < k\), then we say that there is a “directed path” (“undirected path”) from \(v_0\) to \(v_k\). \(v\) and \(u\) are “strongly \(k\)-connected” (“weakly \(k\)-connected”) in the hypergraph \(H(V, E)\) if for all \(S \subset V - \{v, u\}\), \(|S| < k\), there remains a directed (undirected) path from \(v\) to \(u\) after the removal of \(S\) and all hyperedges \((x, x^*)\) such that \(S \cap (x^* \cup \{x\}) \neq \emptyset\). Franklin and Yung [7] showed that reliable and private communication from \(v\) to \(u\) is possible against a \(k\)-passive adversary if and only if \(v\) and \(u\) are strongly 1-connected and weakly \(k+1\)-connected. It should be noted that \(u\) and \(v\) are strongly \(k\)-connected does not necessarily mean that \(v\) and \(u\) are strongly \(k\)-connected.

Following Franklin and Yung [7], and, Franklin and Wright [6], we consider multicast as our only communication primitive in this section. A message that is
multicast by any node \( v \) in a hypergraph is received by all nodes \( v^* \) with privacy (that is, nodes not in \( v^* \) learn nothing about what was sent) and authentication (that is, nodes in \( v^* \) are guaranteed to receive the value that was multicast and to know which node multicast it). We assume that all nodes in the hypergraph know the complete protocol specification and the complete structure of the hypergraph.

**Definition 2.** Let \( H(V, E) \) be a hypergraph, \( A, B \in V \) be distinct nodes of \( H \), and \( k \geq 0 \). \( A, B \) are \( k \)-separable in \( H \) if there is a node set \( W \subset V \) with at most \( k \) nodes such that any directed path from \( A \) to \( B \) goes through at least one node in \( W \). We say that \( W \) separates \( A, B \).

**Remark.** Note that there is no straightforward relationship between strong connectivity and separability in hypergraphs.

**Theorem 9.** The nodes \( A, B \) of a hypergraph \( H \) is not \( 2k \)-separable if and only if there are \( 2k + 1 \) directed node disjoint paths from \( A \) to \( B \) in \( H \).

**Proof.** This follows directly from the maximum-flow minimum-cut theorem in classical graph theory. For details, see, e.g., [5]. Q.E.D.

**Theorem 10.** A necessary and sufficient condition for reliable message transmission from \( A \) to \( B \) against a \( k \)-active adversary is that \( A \) and \( B \) are not \( 2k \)-separable in \( H \).

**Proof.** First assume that \( A \) and \( B \) cannot be separated by a \( 2k \)-node set. By Theorem 9 there are \( 2k + 1 \) directed node disjoint paths from \( A \) to \( B \) in \( H \). Thus reliable message transmission from \( A \) to \( B \) is possible.

Next assume that \( A, B \) can be separated by a \( 2k \)-node set \( W \) in \( H \). We shall show that reliable message transmission is impossible. Suppose that \( \pi \) is a message transmission protocol from \( A \) to \( B \) and let \( W = W_0 \cup W_1 \) be a \( 2k \)-node separation of \( A \) and \( B \) with \( W_0 \) and \( W_1 \) each having at most \( k \) nodes. Let \( m_0 \) be the message that \( A \) transmits. The adversary will attempt to maintain a simulation of the possible behavior of \( A \) by executing \( \pi \) for message \( m_1 \neq m_0 \). The strategy of the adversary is to flip a coin and then, depending on the outcome, decide which set of \( W_0 \) or \( W_1 \) to control. Let \( W_b \) be the chosen set.

In each execution step of the transmission protocol, the adversary causes each node in \( W_b \) to follow the protocol \( \pi \) as if the protocol were transmitting the message \( m_1 \). This simulation will succeeds with nonzero probability. Since \( B \) does not know whether \( b = 0 \) or \( b = 1 \), at the end of the protocol \( B \) cannot decide whether \( A \) has transmitted \( m_0 \) or \( m_1 \) if the adversary succeeds. Thus with nonzero probability, the reliability is not achieved.

Q.E.D.

Theorem 10 gives a sufficient and necessary condition for achieving reliable message transmission against a \( k \)-active adversary over hypergraphs. In the following example, we show that this condition is not sufficient for achieving privacy against a \( k \)-active adversary (indeed, even not for a \( k \)-passive adversary).
Fig. 1. The hypergraph $H(V, E_h)$ in Example 1

Example 1 Let $H(V, E_h)$ be the hypergraph in Figure 1 where $V = \{A, B, v_1, v_2, v, u_1, u_2\}$ and $E_h = \{(A, \{v_1, v_2\}), (v_1, \{v, B\}), (v_2, \{v, B\}), (A, \{u_1, u_2\}), (u_1, \{v, B\}), (u_2, \{v, B\})\}$. Then the nodes $A$ and $B$ are not 2-separable in $H$. Theorem 10 shows that reliable message transmission from $A$ to $B$ is possible against a 1-active adversary. However, the hypergraph $H$ is not weakly 2-connected (the removal of the node $v$ and the removal of the corresponding hyperedges will disconnect $A$ and $B$). Thus, the result by Franklin and Yung [7] shows that private message transmission from $A$ to $B$ is not possible against a 1-passive adversary.

Theorem 11. Let $\delta > 0$ and $A$ and $B$ be two nodes in a hypergraph $H(V, E)$ satisfying the following conditions:

1. $A$ and $B$ are not $2k$-separable in $H$.
2. $B$ and $A$ are not $2k$-separable in $H$.
3. $A$ and $B$ are strongly $k$-connected in $H$.

Then there is a $(0, \delta)$-secure message transmission protocol from $A$ to $B$ against a $k$-active adversary.

Proof. See the full version of this paper. Q.E.D.

The results in Sections 3 and 4 show that the condition in Theorem 11 is not necessary.

6 Secure Message Transmission over Neighbor Networks

6.1 Definitions

A special case of the hypergraph is the neighbor networks. A neighbor network is a graph $G(V, E)$. In a neighbor network, a node $v \in V$ is called a neighbor...
of another node \( u \in V \) if there is an edge \((v, u) \in E\). In a neighbor network, we assume that any message sent by a node \( v \) will be received identically by all its neighbors, whether or not \( v \) is faulty, and all parties outside of \( v \)'s neighbor learn nothing about the content of the message.

For a neighbor network \( G(V, E) \) and two nodes \( v, u \) in it, Franklin and Wright \cite{FW88}, and, Wang and Desmedt \cite{WD94} showed that if there are \( n \) multicast lines (that is, \( n \) paths with disjoint neighborhoods) between \( v \) and \( u \) and there are at most \( k \) malicious (Byzantine style) processors, then the condition \( n > k \) is necessary and sufficient for achieving efficient probabilistically reliable and perfect private communication.

For each neighbor network \( G(V, E) \), there is a hypergraph \( H_{G}(V, E_{h}) \) which is equivalent to \( G(V, E) \) in function. \( H_{G}(V, E_{h}) \) is defined by letting \( E_{h} \) be the set of hyperedges \((v, v^*)\) where \( v \in V \) and \( v^* \) is the set of neighbors of \( v \).

Let \( v \) and \( u \) be two nodes in a neighbor network \( G(V, E) \). We have the following definitions:

1. \( v \) and \( u \) are \( k \)-connected in \( G(V, E) \) if there are \( k \) node disjoint paths between \( v \) and \( u \) in \( G(V, E) \).
2. \( v \) and \( u \) are weakly \( k \)-hyper-connected in \( G(V, E) \) if \( v \) and \( u \) are weakly \( k \)-connected in \( H_{G}(V, E_{h}) \).
3. \( v \) and \( u \) are \( k \)-neighbor-connected in \( G(V, E) \) if for any set \( V_{1} \subseteq V \setminus \{v, u\} \) with \(|V_{1}| < k\), the removal of \( \text{neighbor}(V_{1}) \) and all incident edges from \( G(V, E) \) does not disconnect \( v \) and \( u \), where \( \text{neighbor}(V_{1}) = V_{1} \cup \{v \in V : \exists u \in V_{1}(u, v) \text{ such that } \in E \}\setminus \{v, u\} \).
4. \( v \) and \( u \) are weakly \((n, k)\)-connected if there are \( n \) node disjoint paths \( p_{1}, \ldots, p_{n} \) between \( v \) and \( u \) and, for any node set \( T \subseteq (V \setminus \{v, u\}) \) with \(|T| \leq k\), there exists an \( i \) \((1 \leq i \leq n)\) such that all nodes on \( p_{i} \) have no neighbor in \( T \).

It is easy to check that the following relations hold.

\[
\text{weak (n, k − 1)-connectivity (n ≥ k)} \Rightarrow k\text{-neighbor-connectivity} \Rightarrow \text{weak k-hyper-connectivity} \Rightarrow k\text{-connectivity}
\]

In the following examples, we will show that these implications are strict.

**Example 2** Let \( G(V, E) \) be the graph in Figure 2 where \( V = \{A, B, C, D\} \) and \( E = \{(A, C), (C, B), (A, D), (D, B), (C, D)\} \). Then it is straightforward to check that \( G(V, E) \) is 2-connected but not weakly 2-hyper-connected.

![Fig. 2. The graph G(V, E) in Example 2](image-url)
Example 3 Let $G(V, E)$ be the graph in Figure 3 where $V = \{A, B, C, D, F\}$ and $E = \{(A, C), (A, D), (C, B), (D, B), (C, F), (F, D)\}$. Then it is straightforward to check that $A$ and $B$ are weakly 2-hyper-connected but not 2-neighbor-connected.

Example 4 Let $G(V, E)$ be the graph in Figure 4 where $V = \{A, B, C, D, E, F, G, H\}$ and $E = \{(A, C), (C, D), (D, E) (E, B), (A, F), (F, G), (G, H) (H, B), (C, H), (E, F)\}$. Then it is straightforward to check that $A$ and $B$ are 2-neighbor-connected but not weakly $(2, 1)$-connected.

Example 2 shows that $k$-connectivity does not necessarily imply weak $k$-hyper-connectivity. Example 3 shows that weak $k$-hyper-connectivity does not necessarily imply $k$-neighbor-connectivity. Example 4 shows that $k$-neighbor connectivity does not necessarily imply weak $(n, k - 1)$-connectivity for some $n \geq k$.

6.2 $(0, \delta)$-Secure Message Transmission over Neighbor Networks

Wang and Desmedt [15] have given a sufficient condition for achieving $(0, \delta)$-security message transmission against a $k$-active adversary over neighbor networks. In this section, we first show that their condition is not necessary.

Theorem 12. (Wang and Desmedt [15]) If $A$ and $B$ are weakly $(n, k)$-connected for some $k < n$, then there is an efficient $(0, \delta)$-secure message transmission between $A$ and $B$.

The condition in Theorem 12 is not necessary. For example, the neighbor network $G$ in Example 3 is not 2-neighbor-connected, thus not weakly $(2, 1)$-connected. In
the full version of this paper, we will present a \((0, \delta)\)-secure message transmission protocol against a 1-active adversary from \(A\) to \(B\).

Example 1 shows that for a general hypergraph, the existence of a reliable message transmission protocol does not imply the existence of a private message transmission protocol. We show that this is true for probabilistic reliability and perfect privacy in neighbor networks also.

**Example 5** Let \(G(V, E)\) be the neighbor network in Figure 5 where \(V = \{A, B, C, D, E, F, G\}\) and \(E = \{ (A, C), (C, D), (D, B), (A, E), (E, F), (F, B), (G, C), (G, D), (G, E), (G, F) \}\). Then there is a probabilistic reliable message transmission protocol from \(A\) to \(B\) against a 1-active adversary in \(G\). But there is no private message transmission from \(A\) to \(B\) against a 1-passive (or 1-active) adversary in \(G\).

**Proof.** It is straightforward to check that \(G(V, E)\) is not weakly 2-hyper-connected. Indeed, in the hypergraph \(H_G(V, E_h)\) of \(G(V, E)\), the removal of node \(G\) and the removal of the corresponding hyperedges will disconnect \(A\) and \(B\) completely. Thus Franklin and Yung’s result in [7] shows that there is no private message transmission protocol against a 1-passive (or 1-active) adversary from \(A\) to \(B\).

It is also straightforward to check that Franklin and Wright’s [6] reliable message transmission protocol against a 1-active adversary works for the two paths \((A, C, D, B)\) and \((A, E, F, B)\).

Q.E.D.

Though weak \(k\)-hyper-connectivity is a necessary condition for achieving probabilistically reliable and perfectly private message transmission against a \((k - 1)\)-active adversary, we do not know whether this condition is sufficient. We conjecture that there is no probabilistically reliable and perfectly private message transmission protocol against a 1-active adversary for the weakly 2-hyper-connected neighbor network \(G(V, E)\) in Figure 6 where \(V = \{A, B, C, D, E, F, G, H\}\) and \(E = \{ (A, C), (C, D), (D, E), (E, B), (A, F), (F, G), (G, H), (H, B), (D, G) \}\). Note that in order to prove or refute our conjecture, it is sufficient to show whether there is a probabilistically reliable message transmission protocol against a 1-active adversary for the neighbor network. For this specific neighbor network, the trick in our previous protocol could be used to convert any probabilistically reliable message transmission protocol to a probabilistically reliable and perfectly private message transmission protocol against a 1-active adversary.

**References**
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1 Introduction

The development of cryptanalysis in the last ten years has led to the definition of some design criteria for block ciphers. These criteria correspond to some mathematical properties of the round function which is used in an iterated block cipher. In particular, the use of a highly nonlinear round function ensures a high resistance to linear attacks [16,17]. The functions with maximal nonlinearity are called almost bent. They only exist for an odd number of variables, but they also guarantee the best resistance to differential cryptanalysis [6]. Such functions are used for instance in the block cipher MISTY [18]. Here, we show that these optimal functions present some particular properties which introduce other weaknesses in the cipher. This vulnerability comes from the fact that all values occurring in the Walsh spectrum of an almost bent function are divisible by a high power of 2. Most highly nonlinear functions of an even number of variables present a similar structure, except the inverse function. Such a spectral property for a round function $F$ leads to an upper bound on the degree of the function $F \circ F$ which grows much slower than $\deg(F)^2$. Therefore, any iterated cipher using an almost bent function may be vulnerable to a higher order differential attack [12,10], even if the round function has a high degree. This weakness leads
to a new design criterion for iterated block ciphers: the Walsh spectrum of the round function should contain at least one value which is not divisible by a higher power of 2. The S-box used in AES is the only known highly nonlinear function which fulfills this requirement.

The paper is organized as follows. Section 2 recalls the main spectral properties of the round function which are involved in differential and linear cryptanalysis. The general principle of a higher order differential attack is described in Section 3. Section 4 then investigates the link between the divisibility of the Walsh coefficients of a function and the degree of the product of its Boolean components. This result leads to a higher order differential attack on any 5-round Feistel cipher using an almost bent substitution function. Finally, we point out that the attack of a reduced version of MISTY1 presented in [23] is a direct consequence of the use of almost bent S-boxes. We show that a similar attack can be performed for different block sizes and almost bent S-boxes.

2 Spectral Properties of a Round Function

In an iterated block cipher, the ciphertext is obtained by iteratively applying a round function $F$ to the plaintext. In an $r$-round iterated cipher, we have

\[ x_i = F(x_{i-1}, K_i) \]

where $x_0$ is the plaintext, $x_r$ is the ciphertext and the $r$-round keys $(K_1, \ldots, K_r)$ are usually derived from a unique secret key. For any fixed round key $K$, the round function $F_K : x \mapsto F(x, K)$ is a permutation of the set of $n$-bit vectors, $\mathbb{F}_2^n$, where $n$ is the block size. The resistance of such cipher to some particular attacks can be quantified by some properties of the round function.

A Boolean function $f$ of $n$ variables is a function from $\mathbb{F}_2^n$ into $\mathbb{F}_2$. It can be expressed as a polynomial, called its algebraic normal form. The degree of $f$, denoted by $\deg(f)$, is the degree of its algebraic normal form. The following notation will be extensively used in the paper. The usual dot product between two vectors $x$ and $y$ is denoted by $x \cdot y$. For any $\alpha \in \mathbb{F}_2^n$, $\varphi_\alpha$ is the linear function of $n$ variables: $x \mapsto \alpha \cdot x$.

For any Boolean function $f$ of $n$ variables, we denote by $\mathcal{F}(f)$ the following value related to the Walsh (or Fourier) transform of $f$:

\[ \mathcal{F}(f) = \sum_{x \in \mathbb{F}_2^n} (-1)^{f(x)} = 2^n - 2 \text{wt}(f), \]

where $\text{wt}(f)$ is the Hamming weight of $f$, i.e., the number of $x \in \mathbb{F}_2^n$ such that $f(x) = 1$.

**Definition 1.** The Walsh spectrum of a Boolean function $f$ of $n$ variables is the multiset

\[ \{ \mathcal{F}(f + \varphi_\alpha), \alpha \in \mathbb{F}_2^n \} . \]
The Walsh spectrum of a vectorial function $F$ from $\mathbb{F}_2^n$ into $\mathbb{F}_2^n$ consists of the Walsh spectra of all Boolean functions $\varphi_\alpha \circ F : x \mapsto \alpha \cdot F(x)$. Therefore, it corresponds to the multiset

$$\{ \mathcal{F}(\varphi_\alpha \circ F + \varphi_\beta), \ \alpha \in \mathbb{F}_2^n \setminus \{0\}, \beta \in \mathbb{F}_2^n \}. $$

A linear attack against a cipher with round function $F$ exploits the existence of a pair $(\alpha, \beta)$ with $\alpha \neq 0$ such that, for almost all round keys $K$, the function $x \mapsto \varphi_\alpha \circ F_K(x) + \varphi_\beta(x)$ takes the same value for most values of $x \in \mathbb{F}_2^n$. Therefore, all functions $\varphi_\alpha \circ F_K$ should be far from all affine functions. This requirement is related to the nonlinearity of the functions $F_K$.

**Definition 2.** [21] The nonlinearity of a function $F$ from $\mathbb{F}_2^n$ into $\mathbb{F}_2^n$ is the Hamming distance between all $\varphi_\alpha \circ F, \alpha \in \mathbb{F}_2^n$, $\alpha \neq 0$, and the set of affine functions. It is given by

$$2^{n-1} - \frac{1}{2} \mathcal{L}(F) \quad \text{where} \quad \mathcal{L}(F) = \max_{\alpha \in \mathbb{F}_2^n} \max_{\beta \in \mathbb{F}_2^n} |\mathcal{F}(\varphi_\alpha \circ F + \varphi_\beta)|. $$

**Proposition 1.** [6] For any function $F : \mathbb{F}_2^n \to \mathbb{F}_2^n$,

$$\mathcal{L}(F) \geq 2^{\frac{n+1}{2}}. $$

In case of equality $F$ is called almost bent (AB).

This minimum value for $\mathcal{L}(F)$ can only be achieved if $n$ is odd. For even $n$, some functions with $\mathcal{L}(F) = 2^{\frac{n}{2}+1}$ are known and it is conjectured that this value is the minimum. Note that the Walsh spectrum of a function is invariant under both right and left compositions by a linear permutation of $\mathbb{F}_2^n$.

A particular property of almost bent functions is that their Walsh spectrum is unique.

**Proposition 2.** [6] The Walsh spectrum of an almost bent function $F$ from $\mathbb{F}_2^n$ into $\mathbb{F}_2^n$ takes the values $0$ and $\pm 2^{\frac{n+1}{2}}$ only.

This property implies that any almost bent function is almost perfect nonlinear [22], i.e., that it ensures the best resistance to differential cryptanalysis. Therefore, the use of an almost bent function as round function (or as substitution function) provides a high resistance to both linear and differential attacks. These functions are used in MISTY [18]. Similarly, AES uses a function of an even number of variables which has the highest known nonlinearity.

### 3 Higher Order Differential Attacks

Higher order differential cryptanalysis was introduced by Knudsen [12]. As a generalization of differential cryptanalysis, it relies on some properties of higher order derivatives of a vectorial function. In the following, we denote by $\oplus$ the bitwise exclusive-or.
Definition 3. Let $F$ be a function from $\mathbb{F}_2^n$ into $\mathbb{F}_2^m$. For any $a \in \mathbb{F}_2^n$, the derivative of $F$ with respect to $a$ is the function

$$D_a F(x) = F(x \oplus a) \oplus F(x) .$$

For any $k$-dimensional subspace $V$ of $\mathbb{F}_2^n$, the $k$-th derivative of $F$ with respect to $V$ is the function

$$D_V F = D_{a_1} D_{a_2} \ldots D_{a_k} F ,$$

where $(a_1, \ldots, a_k)$ is any basis of $V$. Moreover, we have for any $x \in \mathbb{F}_2^n$

$$D_V F(x) = \bigoplus_{v \in V} F(x \oplus v) .$$

We now consider an $r$-round iterated cipher with block size $n$ and round function $F$. We call reduced cipher, the cipher obtained by removing the final round of the original cipher. The reduced cipher corresponds to the function $G = F_{K_{r-1}} \circ \ldots \circ F_{K_1}$.

Suppose that there exists a $k$-dimensional subspace $V \subset \mathbb{F}_2^n$ such that

$$D_V G(x) = c$$

for all $x \in \mathbb{F}_2^n$ where $c$ is a constant in $\mathbb{F}_2^n$ which does not depend on the round keys $K_1, \ldots, K_{r-1}$. Then, for any round keys the reduced cipher $G$ satisfies

$$\forall x \in \mathbb{F}_2^n , \bigoplus_{v \in V} G(x \oplus v) = c . \quad (1)$$

This property leads to the following chosen plaintext attack.

1. Select a random plaintext $x_0 \in \mathbb{F}_2^n$ and get the ciphertexts $c_v$ corresponding to all plaintexts $x_0 \oplus v$, $v \in V$.
2. Compute $c$ by applying (1) to the reduced cipher with any round keys (e.g. $K_1, \ldots, K_{r-1} = 0$).
3. For each candidate round key $k_r$, compute

$$\sigma(k_r) = \bigoplus_{x \in V} F_{k_r}^{-1}(c_v) .$$

The key $k_r$ for which $\sigma(k_r) = c$ is the correct last-round key with a high probability. If the attack returns several round keys, it could be repeated for different values of $x_0$. The running-time of the attack corresponds to $2^{m+k}$ evaluations of $F^{-1}$ where $m$ is the size of the round key and $k$ is the dimension of $V$. It requires the knowledge of $2^k$ chosen plaintexts.

The main problem in this attack is then to find a subspace $V$ satisfying (1) and having the lowest possible dimension. A natural candidate for $V$ arises when the degree of the reduced cipher is known.

Definition 4. The degree of a function $F$ from $\mathbb{F}_2^n$ into $\mathbb{F}_2^n$ is the maximum degree of its Boolean components: $\deg(F) = \max_{1 \leq i \leq n} \deg(\varphi_{e_i} \circ F)$ where $(e_i)_{1 \leq i \leq n}$ denotes the canonical basis of $\mathbb{F}_2^n$. 
For any $F$ of degree $d$, we obviously have $D_V F = 0$ for any $(d+1)$-dimensional subspace $V \subset \mathbb{F}_2^n$. Therefore, if the reduced cipher $G$ has degree at most $d$ for all round keys, it is possible to perform a differential attack of order $(d + 1)$.

The degree of the round function $F$ provides a trivial upper bound on the degree of the reduced cipher:

$$\deg(G) \leq (\deg(F))^{r-1}.$$ 

This bound was directly used by Jakobsen and Knudsen [10] for breaking a cipher example proposed in [22], whose round function is an almost bent quadratic permutation. Unfortunately, this method can only be used when the degree of the round function is very low. It clearly appears that another approach has to be used when the degree of the round function is strictly greater than $\sqrt{n}$ since $(\deg(F))^{r-1} > n$ for any $r \geq 3$.

4 Divisibility of the Walsh Spectrum and Degree of a Composed Function

In this section, we focus on the degree of a function $F' \circ F$ where $F$ and $F'$ are two mappings from $\mathbb{F}_2^n$ into $\mathbb{F}_2^m$. We show that the trivial bound

$$\deg(F' \circ F) \leq \deg(F') \deg(F)$$

can be improved when the values occurring in the Walsh spectrum of $F$ are divisible by a high power of 2. This situation especially occurs when $F$ is an almost bent function (see Proposition 2).

**Definition 5.** The Walsh spectrum of a function $F$ from $\mathbb{F}_2^n$ into $\mathbb{F}_2^m$ is said to be $2^\ell$-divisible if all its values are divisible by $2^\ell$. Moreover, it is said exactly $2^\ell$-divisible if, additionally, it contains at least one value which is not divisible by $2^{\ell+1}$.

The divisibility of the values occurring in the Walsh spectrum of a function $F$ provides an upper bound on its degree [15, Page 447]. The following proposition is a direct consequence of [11, Lemma 3].

**Proposition 3.** Let $F$ be a function from $\mathbb{F}_2^n$ into $\mathbb{F}_2^m$. If the Walsh spectrum of $F$ is $2^\ell$-divisible, then $\deg(F) \leq n - \ell + 1$.

The $i$-th Boolean component of $F' \circ F$ can be expressed as $f'(F_1(x), \ldots, F_n(x))$, where $f'$ is the $i$-th Boolean component of $F'$, and $(F_1, \ldots, F_n)$ denote the Boolean components of $F$. Using the algebraic normal form of $f'$, we can write this function as $\sum_j \prod_{j \in J} F_j(x)$ where each product involves at most $\deg(f')$ Boolean components of $F$. We deduce that the degree of $F' \circ F$ cannot exceed the degree of a product of $\deg(f')$ Boolean components of $F$.

Now, we focus on the Walsh spectrum of the product of some Boolean functions. We use the following lemma. Its proof can be found in [3].
Lemma 1. Let $f_1, \ldots, f_k$ be $k$ Boolean functions of $n$ variables, with $k > 0$. We have
\[
\mathcal{F}(\sum_{i=1}^{k} f_i) = 2^{n-1} \left[ (-1)^k + 1 \right] + \sum_{I \subset \{1, \ldots, k\}} (-2)^{|I|-1} \mathcal{F}\left( \prod_{i \in I} f_i \right)
\]
Moreover, for any nonzero $\alpha$ in $\mathbb{F}_2^n$, we have
\[
\mathcal{F}(\sum_{i=1}^{k} f_i + \varphi_\alpha) = \sum_{I \subset \{1, \ldots, k\}} (-2)^{|I|-1} \mathcal{F}\left( \prod_{i \in I} f_i + \varphi_\alpha \right)
\]
Using the previous relation between the Walsh coefficients of the sum of $k$ Boolean functions and the Walsh coefficients of their product, we obtain:

Theorem 1. Let $f_1, \ldots, f_k$ be $k$ Boolean functions of $n$ variables, with $k > 0$. Suppose that for any subset $I$ of $\{1, \ldots, k\}$ we have
\[
\forall \alpha \in \mathbb{F}_2^n, \quad \mathcal{F}(\sum_{i \in I} f_i + \varphi_\alpha) \equiv 0 \mod 2^\ell.
\]
Then, for any $I \subset \{1, \ldots, k\}$ of size at most $\ell$, we have
\[
\forall \alpha \in \mathbb{F}_2^n, \quad \mathcal{F}\left( \prod_{i \in I} f_i + \varphi_\alpha \right) \equiv 0 \mod 2^{\ell+w-|I|}.
\]
Therefore,
\[
\deg\left( \prod_{i \in I} f_i \right) \leq n - \ell + |I|.
\]

Proof. We prove Relation (2) by induction on the size of $I$. The result obviously holds for $|I| = 1$. We now assume that (2) holds for any $I$ with $|I| \leq w$ and we consider a subset $I \subset \{1, \ldots, k\}$ of size $w + 1$. From Lemma 1 we have for any $\alpha \in \mathbb{F}_2^n$
\[
(-2)^w \mathcal{F}(\prod_{i \in I} f_i + \varphi_\alpha) \equiv \mathcal{F}(\sum_{i \in I} f_i + \varphi_\alpha) - \sum_{J \subset I, J \neq I} (-2)^{|J|} \mathcal{F}(\prod_{j \in J} f_j + \varphi_\alpha) \mod 2^n.
\]
From induction hypothesis, we derive that
\[
(-2)^w \mathcal{F}(\prod_{i \in I} f_i + \varphi_\alpha) \equiv \mathcal{F}(\sum_{i \in I} f_i + \varphi_\alpha) \mod 2^\ell.
\]
Therefore, we have
\[
\mathcal{F}(\prod_{i \in I} f_i + \varphi_\alpha) \equiv 0 \mod 2^{\ell-w}.
\]
The upper bound on the degree is a direct consequence of (2) and Proposition 3.
By applying the previous theorem to the \( n \) Boolean components of a mapping \( F \) from \( \mathbb{F}_2^n \) into \( \mathbb{F}_2^n \), we derive the following corollary.

**Corollary 1.** Let \( F \) be a function from \( \mathbb{F}_2^n \) into \( \mathbb{F}_2^n \) such that its Walsh spectrum is \( 2^\ell \)-divisible. Then, the degree of the product of any \( t \) Boolean components of \( F \) is at most \( n - \ell + t \).

Therefore, for any function \( F' \) from \( \mathbb{F}_2^n \) into \( \mathbb{F}_2^n \), we have

\[
\deg(F' \circ F) \leq n - \ell + \deg(F')
\]

When \( F \) is an almost bent function, we obtain

\[
\deg(F' \circ F) \leq \frac{n - 1}{2} + \deg(F')
\]

The result presented in Corollary 1 was already proved for the particular case of power functions. Here, we identify \( \mathbb{F}_2^n \) with the finite field with \( 2^n \) elements, \( \mathbb{F}_{2^n} \). In this context, any function \( F \) from \( \mathbb{F}_{2^n} \) into \( \mathbb{F}_{2^n} \) can be expressed as a unique univariate polynomial in \( \mathbb{F}_{2^n}[X] \),

\[
F(X) = \sum_{u=0}^{2^n-1} a_u X^u.
\]

The degree of \( F \) (in the sense of Definition 1) is given by \( \deg(F) = \max_{u, a_u \neq 0} w_2(u) \), where \( w_2(u) \) denotes the number of ones in the 2-adic expansion of \( u \),

\[
u = \sum_{i=0}^{n-1} u_i 2^i.
\]

The case of power functions is of great interest since all known highly nonlinear mappings are equivalent (up to a linear permutation of \( \mathbb{F}_{2^n} \)) to some power functions \( x \mapsto x^s \) over \( \mathbb{F}_{2^n} \). Now, if we write \( F' \) as a univariate polynomial \( F'(X) = \sum_{u=0}^{2^n-1} a_u X^u \), we obtain for \( F : x \mapsto x^s \) that \( F' \circ F(x) = \sum_{u=0}^{2^n-1} a_u X^{us \mod (2^n-1)} \). Therefore,

\[
\deg(F' \circ F) \leq \max_{u, a_u \neq 0} w_2(us \mod (2^n-1)).
\]

This bound is related to the divisibility of the Walsh spectrum of \( F \) by the following proposition [2, Coro. 2]. The result is directly derived from McEliece’s theorem which provides the weight divisibility of a cyclic code [19]. We refer to [32] for the link between cyclic codes and power functions.

**Proposition 4.** Let \( F : x \mapsto x^s \) be a power function over \( \mathbb{F}_{2^n} \). Then, the Walsh spectrum of \( F \) is \( 2^\ell \)-divisible if and only if, for any integer \( u, 1 \leq u \leq 2^n - 1 \), we have

\[
w_2(us \mod (2^n - 1)) \leq n - \ell + w_2(u).
\]

## 5 Cryptanalysis of 5-Round Feistel Ciphers Using Highly Nonlinear Functions

We now focus on 5-round Feistel ciphers. In a Feistel cipher with block size \( 2n \), the round function is defined by

\[
F_K : \mathbb{F}_2^n \times \mathbb{F}_2^n \rightarrow \mathbb{F}_2^n \times \mathbb{F}_2^n,
\]

\[
(L, R) \rightarrow (R, L \oplus S_K(R))
\]

where \( S_K \) is a function from \( \mathbb{F}_2^n \) into \( \mathbb{F}_2^n \) called the substitution function. In the following, \( L_i \) (resp. \( R_i \)) denotes the left part (resp. right part) of the output of the \( i \)-th round.
In a 5-round Feistel cipher, the right part of the output of the third round, $R_3$, can be derived from the ciphertext $(L_5, R_5)$ and the last-round key:

$$R_3 = R_5 \oplus S_{K_5}(L_5) .$$

Moreover, when we consider any plaintext $(x, c_0)$ whose right part is a given constant $c_0$, $R_3$ can be computed from $x$ by only two iterations of the substitution function:

$$R_3(x) = x \oplus c_1 \oplus S_{K_3}(c_0 \oplus S_{K_2}(x \oplus c_1))$$

where $x$ stands for the left half of the plaintext and $c_0$, $c_1$ are some constants.

When the Walsh spectrum of the substitution function $S_K$ is $2^{\ell}$-divisible for all values of $K$, we can apply Corollary 1. Then, we obtain the following upper bound for the degree of $R_3$:

$$\deg(R_3) \leq n - \ell + \deg(S) .$$

Thus, if we consider the attack described in Section 3, we have exhibited a new attack on the last round key with average running-time of $2^{m+\delta}$, where $m$ is the size of the round key and $\delta = \min(\deg(S)^2 + 1, n - \ell + \deg(S) + 1)$. This attack is feasible as soon as $\delta \leq n$. For example, if $S$ is almost bent, a higher order differential attack can be performed except when $\deg(S) = (n + 1)/2$, i.e., when $S$ is an almost bent function of maximum degree.

A similar situation occurs when $S$ is a function of an even number of variables which has the highest known nonlinearity, $\mathcal{L}(S) = 2^{n+1}$. All known functions satisfying this property are equivalent (up to a linear permutation of $\mathbb{F}_2^n$) to one of the power functions given in Table 1 (or to one of their inverses) 8. All optimal functions for $n$ even are such that their Walsh spectra are divisible either by $2^\frac{n}{2}$ or by $2^\frac{n+1}{2}$, except the inverse function whose Walsh spectrum is exactly 4-divisible. Note that the Walsh spectrum of the inverse function has the smallest possible divisibility for a function whose nonlinearity is even. If the Walsh spectrum of the substitution function $S$ is $2^{\frac{n+1}{2}}$-divisible, then $\deg(S) \leq n/2$. Therefore, the attack is always feasible. When the Walsh spectrum of $S$ is $2^{\frac{n}{2}}$-divisible, the attack can be performed except if $\deg(S) \in \{n/2, n/2 + 1\}$. These results are summed up in Table 2 (general case).

It is also possible to improve this attack when the round key in the Feistel cipher is inserted by addition, i.e., $S_{K}(x) = S(x \oplus K)$. In that case, we obtain the following expression for $R_3$:

$$R_3(x) = x \oplus c_1 \oplus S(c_0 \oplus K_3 \oplus S(x \oplus c_1 \oplus K_2)) .$$

Let $G$ be the function defined by $G : x \mapsto S(K_3 \oplus c_0 \oplus S(x \oplus c_1 \oplus K_2))$ and let $G'$ be defined by $G' : x \mapsto S(K_3 \oplus c_0 \oplus S(x))$. Then, we know that $\deg(G') \leq n - \ell + \deg(S)$. The expression of $G'$ shows that the terms containing the constants $c_0$ or $K_3$ are the result of the product of at most $2(\deg(S) - 1)$ Boolean components of $S$. Thus, their degree is at most $n - \ell + \deg(S) - 1$. We then deduce that the terms of maximal degree in $G'$ are independent of the constants. In particular we have for any subspace $V$ of dimension $(n - \ell + \deg(S))$: 
Table 1. Known power permutations $x^s$ on $\mathbb{F}_{2^n}$, $n$ even, with the highest nonlinearity and exact divisibility of their Walsh spectra

<table>
<thead>
<tr>
<th>exponents $s$</th>
<th>condition on $n$</th>
<th>divisibility</th>
</tr>
</thead>
<tbody>
<tr>
<td>$2^{n-1} - 1$</td>
<td>$n \equiv 0 \text{ mod } 2$</td>
<td>$2^2$</td>
</tr>
<tr>
<td>$2^k + 1$, with $\gcd(k, n) = 2$ and $k &lt; \frac{n}{2}$</td>
<td>$n \equiv 2 \text{ mod } 4$</td>
<td>$2^{\frac{n}{2}+1}$</td>
</tr>
<tr>
<td>$2^{2k} - 2^k + 1$, with $\gcd(k, n) = 2$, $k &lt; \frac{n}{2}$</td>
<td>$n \equiv 2 \text{ mod } 4$</td>
<td>$2^{\frac{n}{2}+1}$</td>
</tr>
<tr>
<td>$2^\frac{n}{2} + 2^{\frac{n+2}{2}} + 1$</td>
<td>$n \equiv 2 \text{ mod } 4$</td>
<td>$2^{\frac{n}{2}+1}$</td>
</tr>
<tr>
<td>$\sum_{i=0}^{n/2} 2^{ik}$, with $\gcd(k, n) = 1$, $k &lt; \frac{n}{2}$</td>
<td>$n \equiv 0 \text{ mod } 4$</td>
<td>$2^\frac{n}{2}$</td>
</tr>
<tr>
<td>$2^\frac{n}{2} + 2^{\frac{n}{4}+1}$</td>
<td>$n \equiv 4 \text{ mod } 8$</td>
<td>$2^\frac{n}{2}$</td>
</tr>
</tbody>
</table>

Table 2. Higher order differential attack on a 5-round Feistel cipher using a highly nonlinear substitution function $S$

<table>
<thead>
<tr>
<th>function $S$</th>
<th>$\mathcal{L}(S)$</th>
<th>div.</th>
<th>$S_K(x) = S(x \oplus K)$</th>
<th>General case</th>
<th>$S_K(x) = S(x \oplus K)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$2^{\frac{n+1}{2}}$</td>
<td>$2^{\frac{n+1}{2}}$</td>
<td>$\deg(S) + \frac{n+1}{2}$</td>
<td>except for $\deg(S) = \frac{n+1}{2}$</td>
<td>$\deg(S) + \frac{n-1}{2}$</td>
<td>always feasible</td>
</tr>
<tr>
<td>$2^{\frac{n}{2}+1}$</td>
<td>$2^{\frac{n}{2}+1}$</td>
<td>$\deg(S) + \frac{n}{2}$</td>
<td>always feasible</td>
<td>$\deg(S) + \frac{n}{2} - 1$</td>
<td>always feasible</td>
</tr>
<tr>
<td>$2^{\frac{n}{4}+1}$</td>
<td>$2^{\frac{n}{4}+1}$</td>
<td>$\deg(S) + \frac{n+1}{2}$</td>
<td>except for $\deg(S) \in {\frac{n}{2}, \frac{n}{2} + 1}$</td>
<td>$\deg(S) + \frac{n}{2}$</td>
<td>except for $\deg(S) = \frac{n}{2} + 1$</td>
</tr>
</tbody>
</table>

$\forall a \in \mathbb{F}_{2^n}^n, \quad D_V G'(a) = \bigoplus_{v \in V} G'(a \oplus v) = c$,

where $c$ is independent of any kind of constants. We can see that $G$ is obtained by translating $G'$, so we have:

$\forall a \in \mathbb{F}_{2^n}^n, \quad \bigoplus_{v \in V} G(a \oplus v) = \bigoplus_{v \in V} G'(a \oplus v \oplus c_1 \oplus K_2) = D_V G'(a \oplus c_1 \oplus K_2) = c.$

The constant $c$ can be computed, for example, with the null value for all the subkeys. The above attack requires $2^{n-\ell+\deg(S)}$ pairs of plaintexts-ciphertexts and $2^{2n-\ell+\deg(S)}$ evaluations for the function $S$. It can be performed for any almost bent function $S$ (see Table 2).
6 Higher Order Differential Cryptanalysis on a Generalization of MISTY1

MISTY is a model of block ciphers proposed by Matsui [18] and presented under two forms MISTY1 and MISTY2. MISTY1 is the object of this study. M’1, the version of MISTY1 reduced to 5 rounds without FL functions is provably secure against both differential and linear cryptanalysis. Therefore, the background of the attack is this simplified algorithm. In [23] it is shown that M’1 can be attacked with a 7-th order differential. In [1], the attack is extended to the case where any almost bent power function of degree 3 on \( \mathbb{F}_2^7 \) is used for the \( S_7 \)-box.

In this section, we extend the use of this higher order differential attack to a generalization of the algorithm M’1 where the block size becomes 16 bits (see Fig. 1). The original value is 64 bits. In this generalization, we show that the weakness of M’1 is due to the use of an almost bent substitution function.

In the following, \( x_0 \) and \( x_1 \) are the left and right halves of the plaintext. Similarly, \( (x_{i+1}, x_i) \) denotes the intermediate value after \( i \) rounds.

**Notation 1** Let \( u \) be a 16m bit word. We denote by \( u^L \), \( u^R \), \( u^{L+k} \), \( u^{R_k} \), respectively the left and right halves of \( u \) and the \( k \) left and right most bits. The \( \| \) symbol stands for the concatenation of two binary words.

Fig. 1. The 5-round Feistel cipher M’1 with equivalent key schedule
The cipher uses the "zero-extend" function, $E$, and the 'truncate' function, $T$, which are respectively defined by:

$$E : \mathbb{F}_2^{2m-1} \rightarrow \mathbb{F}_2^{2m+1}$$

$$(u_1, \ldots, u_{2m-1}) \mapsto (u_1, \ldots, u_{2m-1}, 0, 0),$$

$$T : \mathbb{F}_2^{2m+1} \rightarrow \mathbb{F}_2^{2m-1}$$

$$(u_1, \ldots, u_{2m+1}) \mapsto (u_1, \ldots, u_{2m-1}).$$

The non-linear part of the cipher consists of two permutations, $S_{2m-1}$ and $S_{2m+1}$, respectively defined over $\mathbb{F}_{2^{2m-1}}$ and $\mathbb{F}_{2^{2m+1}}$. In the original cipher, we have $S_7(x) = L(x^{81})$ over $\mathbb{F}_{2^7}$ where $L$ is a linear permutation and $S_9$ is a quadratic almost bent permutation of $\mathbb{F}_{2^9}$.

Let $V$ be the $(2m - 1)$-dimensional subspace of plaintexts of $16m$ bits whose form is $(0_{6m+1} \parallel x \parallel 0_{8m})$ where $x$ is in $\mathbb{F}_2^{2m-1}$. Let $W$ denote the subspace \{(w_0 \parallel 0_{2m-1} \parallel w_1), w_0 \in \mathbb{F}_2^{6m+1}, w_1 \in \mathbb{F}_2^{8m}\}. We are interested in ciphering plaintexts $P \oplus w$ where $P \in V$ and $w = (w_0 \parallel w_1)$ is a fixed constant in $W$. We now consider the function $G_K$ defined as follows:

$$G_K : x \mapsto x^{L_{2m-1}}.$$

To sum up the higher order differential attack proposed in [23], with $m = 4$ and the original $S_7$ and $S_9$ boxes, we can say that the 7-th order derivative of $G_K$ with respect to $V$ is a constant independent from the secret key $K$:

$$\forall w \in W, \bigoplus_{x \in V} G_K(x \oplus w) = c. \quad (3)$$

Here, we show that this property can be generalized to different block sizes.

We need the exact expression of $x_4^{L_{2m-1}}$. The details of this computation are given in [3]. We obtain:

$$x_4^{L_{2m-1}} = \mu^{R_{2m-1}} \oplus \lambda^{R_{2m-1}} \oplus \lambda^{L_{2m-1}} \oplus c_{24} \oplus T \circ S_{2m+1}(\mu^{R_{2m+1}} \oplus c_{20})$$

$$\oplus T \circ S_{2m+1}(\lambda^{L_{2m+1}} \oplus c_{21}) \oplus S_{2m-1}(\mu^{R_{2m-1}} \oplus c_{22})$$

$$\oplus S_{2m-1}(\lambda^{R_{2m-1}} \oplus c_{23}), \quad \text{ (4)}$$

where

$$\mu^{L_{2m-1}} = S_{2m-1}(x \oplus c_5) \oplus x \oplus c_9$$

$$\lambda^{L_{2m-1}} = S_{2m-1}(x \oplus c_7) \oplus S_{2m-1}(x \oplus c_5) \oplus c_{10}$$

$$\mu^{R_{2m+1}} = S_{2m+1}(E(x) \oplus c_{11}) \oplus E \circ S_{2m-1}(x \oplus c_5) \oplus c_{15}$$

$$\lambda^{R_{2m+1}} = S_{2m+1}(E(x) \oplus c_{13}) \oplus E \circ S_{2m-1}(x \oplus c_7) \oplus S_{2m+1}(E(x) \oplus c_{11})$$

$$\oplus E \circ S_{2m-1}(x \oplus c_5) \oplus E(x) \oplus c_{16}$$

and all $c_i$ are some constants depending on the round keys. The aim of our study is to determine the degree of the Boolean components of $x_4^{L_{2m-1}}$. 
We restrict our study to the case where $S_{2m+1}$ is a quadratic function, as in the original cipher. We suppose that the almost bent permutation $S_{2m-1}$ can be written as $S_{2m-1}(x) = L(x^e)$ where $L$ is a linear permutation. We denote by $d$ the degree of $S_{2m-1}$ and we assume that $2d < 2m - 1$, i.e., that the degree of $S_{2m-1}$ differs from the highest possible degree for an almost bent function over $\mathbb{F}_2^{2m-1}$. These conditions obviously imply that we can neglect the terms $T \circ S_{2m+1}(\mu^{L_{2m+1}c_20}) \oplus T \circ S_{2m+1}(\lambda^{L_{2m+1}c_21})$ in (4) for a $(2m - 1)$-th order differential.

We denote by $[F]_d$ the terms in the algebraic normal form of $F$ whose degree are at least $d$. It clearly appears that the terms of degree $2m - 1$ in $x_4^{L_{2m-1}}$ correspond to

$$[x_4^{L_{2m-1}}]_{2m-1} = [S_{2m-1}(\mu^{R_{2m-1}c_22})]_{2m-1} \oplus [S_{2m-1}(\lambda^{R_{2m-1}c_23})]_{2m-1} \oplus [S_{2m-1}(\lambda^{R_{2m-1}c_23})]_{2m-1} \oplus \cdots$$

**Terms of Highest Degree in $S_{2m-1}(\lambda^{R_{2m-1}c_23})$**

We first consider the terms of highest degree in $S_{2m-1}(\lambda^{R_{2m-1}c_23})$. We make a change of variable, since we consider all $x \in \mathbb{F}_2^{2m-1}$. Then, $[S_{2m-1}(\lambda^{R_{2m-1}c_23})]_{2m-1} = [S_{2m-1}(g(x))]_{2m-1}$ with

$$g(x) = S_{2m-1}(x) \oplus S_{2m-1}(x \oplus c_{28}) \oplus T \circ S_{2m+1}(E(x) \oplus c_{29}) \oplus T \circ S_{2m+1}(E(x) \oplus c_{30}) \oplus x \oplus c_{31} = D_{c_{28}}S_{2m-1}(x) \oplus A(x, c_{29}, c_{30}, c_{31}),$$

where all terms of $A$ have degree at most 1. Therefore, all terms of $S_{2m-1}(g(x))$ correspond to the product of $\beta_1$ components of $D_{c_{28}}S_{2m-1}$ and of $\beta_2$ components of $A(x, c_{29}, c_{30}, c_{31})$ where $\beta_1 + \beta_2 = d$. The degree of such a term is then lower than $\beta_1(d - 1) + (d - \beta_1)$ as $\deg(D_{c_{28}}S_{2m-1}) \leq d - 1$. When $\beta_1 = d$ (and then $\beta_2 = 0$), this term corresponds to a product of derivatives with respect to $c_{28}$. Hence it has the same value on $x$ and $x \oplus c_{28}$ for all $x \in \mathbb{F}_2^{2m-1}$ and it cannot have degree $2m - 1$. Therefore, the degree $2m - 1$ can only be obtain for $\beta_1 \leq d - 1$. In such cases, the degree admits the upper bound $(d - 1)^2 + 1$. It follows that $S_{2m-1}(g(x))$ have degree at most $(2m - 2)$ if

$$d < 1 + \sqrt{2m - 2}.$$

Note that this condition is satisfied by the original parameters ($m = 4$ and $d = 3$).

**Terms of Highest Degree in $S_{2m-1}(\mu^{R_{2m-1}c_22})$**

Now, we apply a similar treatment to $S_{2m-1}(\mu^{R_{2m-1}c_22})$, where $\mu^{R_{2m+1}} = S_{2m+1}(E(x) \oplus c_{11}) \oplus E \circ S_{2m-1}(x \oplus c_{5}) \oplus c_{15}$. We also make a change of variable.

Then, $[S_{2m-1}(\mu^{R_{2m-1}c_22})]_{2m-1} = [S_{2m-1}(t(x))]_{2m-1}$ with

$$t(x) = S_{2m-1}(x) \oplus T \circ S_{2m+1}(E(x) \oplus c_{25}) \oplus c_{26}.$$
Moreover, the explicit writing of the almost bent power function $S_{2m-1}(x) = L(x^c)$ leads to:

$$L^{-1}(t(x)) = x^c \oplus Q(x) \oplus A(x, c_{25}, c_{26})$$

where $Q$ contains quadratic terms only and $A$ affine or constant terms (since $c_{25}$ and $c_{26}$ only appear in linear or constant terms). In [1], Babbage and Frisch give the following explanation for the 7-th order differential attack on the original cipher: the only way to obtain a term of degree 7 in $S_{2m-1}(t(x))$ with $d = 3$ is to multiply at least two terms of degree 3 of $L^{-1}(t(x))$ and another term. But, the terms of degree 3 in $L^{-1}(t(x))$ come from the almost bent function $S_7$, and they observe that the product of any two Boolean components of $S_7$ has degree at most 5 [1, Fact 2]. This observation is a direct consequence of Corollary [1].

Thus, the maximum degree that we can obtain is at most 7.

More generally, all terms in $[S_{2m-1}(t(x))]_{2m-1}$ are the result of the product of $\beta_1$ terms from $x^c$, $\beta_2$ terms from $Q(x)$ and $\beta_3$ terms from $A(x, c_{25}, c_{26})$, with $\beta_1 + \beta_2 + \beta_3 = d$. In other terms, we can write them as: $x^{c \lambda_1} \cdot x^{\lambda_2} \cdot x^{\lambda_3} \cdot c$ where $\lambda_1$, $\lambda_2$ and $\lambda_3$ are integers lower than $2^{2m-1}$ and verifying $w_2(\lambda_1) = \beta_1$, $w_2(\lambda_3) \leq \beta_3$ and $w_2(\lambda_2) \leq 2 \beta_2$ as $\lambda_2$ is the sum of $\beta_2$ integers whose 2-weights equal 2. Such a term depends on a constant only if $\beta_3 \neq 0$. Its degree is then:

$$w_2 \left( (e \lambda_1 + \lambda_2 + \lambda_3) \mod (2^{2m-1} - 1) \right)$$

and the attack could be done as soon as $w_2 \left( (e \lambda_1 + \lambda_2 + \lambda_3) \mod (2^{2m-1} - 1) \right) < 2m - 1$. Now, we derive from Proposition [4]

$$w_2 \left( (e \lambda_1 + \lambda_2 + \lambda_3) \mod (2^{2m-1} - 1) \right) \leq w_2(e \lambda_1 \mod (2^{2m-1} - 1)) + w_2(\lambda_2) + w_2(\lambda_3) \leq (m - 1) + \beta_1 + 2 \beta_2 + \beta_3 \leq (m - 1) + d + \beta_2$$

as $\beta_1 + \beta_2 + \beta_3 = d$.

Such a term depends on the constants only if $\beta_3 \geq 1$. We then have $\beta_2 \leq d - 1$. But the terms including a high value for $\beta_2$ ($\beta_2 \geq d - 2$) correspond to one of the following particular cases:

- Case $\beta_1 = 0$. Then, we have $\beta_2 + \beta_3 = d$. We deduce that

$$w_2((e \lambda_1 + \lambda_2 + \lambda_3) \mod (2^{2m-1} - 1)) = w_2(\lambda_2 + \lambda_3 \mod (2^{2m-1} - 1)) \leq 2 \beta_2 + \beta_3 \leq 2d - \beta_3 \leq 2m - 3$$

since $\beta_3 \geq 1$. Note that this case completely solves the case $\beta_2 = d - 1$.

- Case $\beta_1 = 1$ and $\beta_2 = d - 2$. As $w_2(\lambda_1) = w_2(\lambda_3) = 1$, we have $\lambda_1 = 2^i$ and $\lambda_3 = 2^j$. Therefore,

$$w_2((e \lambda_1 + \lambda_2 + \lambda_3) \mod (2^{2m-1} - 1)) = w_2(2^i e + \lambda_2 + 2^j \mod (2^{2m-1} - 1)) = w_2(e + \lambda_2^j + 2^k \mod (2^{2m-1} - 1)) \leq w_2(e) + w_2(\lambda_2^j) + 1 \leq d + (d - 2) + 1 \leq 2m - 3.$$
Both previous situations include the case $\beta_2 \geq d - 2$. Now, for any $\beta_2 \leq d - 3$, we derive from (5) that

$$w_2((e\lambda_1 + \lambda_2 + \lambda_3) \mod (2^{2m-1} - 1)) \leq m - 1 + 2d - 3.$$  

This upper bound cannot exceed $(2m - 2)$ as soon as

$$d < \frac{m + 3}{2}.$$  

This study emphasizes that for any block size $16m$, with a $S_{2m+1}$ box of degree 2, the cipher is vulnerable to a higher order cryptanalysis of degree $2m - 1$ as soon as the degree $d$ of the almost bent function $S_{2m-1}$ satisfies

$$d < \min(1 + \sqrt{2m - 2}, \frac{m + 3}{2}).$$  

The condition required by the first bound is clearly the most restrictive one, since it does not exploit the almost bent property. For any $S_{2m-1}$ of degree 3, the cipher is vulnerable when $m \geq 4$ and for $S_{2m-1}$ of degree 4 when $m \geq 6$. The attackable degrees are classified in the following table.

<table>
<thead>
<tr>
<th>$m$</th>
<th>block size</th>
<th>attackable degrees</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>48</td>
<td>$d \leq 2$</td>
</tr>
<tr>
<td>4</td>
<td>64</td>
<td>$d \leq 3$ (original parameters)</td>
</tr>
<tr>
<td>5</td>
<td>80</td>
<td>$d \leq 3$</td>
</tr>
<tr>
<td>6</td>
<td>96</td>
<td>$d \leq 4$</td>
</tr>
<tr>
<td>10</td>
<td>160</td>
<td>$d \leq 5$</td>
</tr>
</tbody>
</table>

Then, our study points out that the property of high divisibility of the Walsh spectrum of the substitution function is at the origin of the vulnerability of such a cipher. This property leads to the following new design criterion: the Walsh spectrum of the substitution function should contain at least one value which is not divisible by a higher power of 2.
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Abstract. In many standards, e.g. SSL/TLS, IPSEC, WTLS, messages are first pre-formatted, then encrypted in CBC mode with a block cipher. Decryption needs to check if the format is valid. Validity of the format is easily leaked from communication protocols in a chosen ciphertext attack since the receiver usually sends an acknowledgment or an error message. This is a side channel.
In this paper we show various ways to perform an efficient side channel attack. We discuss potential applications, extensions to other padding schemes and various ways to fix the problem.

1 Introduction

Variable input length encryption is traditionally constructed from a fixed input length encryption (namely a block cipher) in a special mode of operation. In RFC2040 [2], the RC5-CBC-PAD algorithm is proposed, based on RC5 which enables the encryption of blocks of \( b = 8 \) words where words are bytes. Encryption of any word sequence with an RC5 secret key \( K \) is performed as follows.

1. Pad the word sequence with \( n \) words, all being equal to \( n \), such that \( 1 \leq n \leq b \) and the padded sequence has a length which is a multiple of \( b \).
2. Write the padded word sequence as a block sequence \( x_1, \ldots, x_N \) in which each block \( x_i \) consists of \( b \) words.
3. Encrypt the block sequence in CBC mode with a (either fixed or random or secret) IV with a permutation \( C \) defined by RC5 with key \( K \): get

\[
y_1 = C(IV \oplus x_1), \quad y_i = C(y_{i-1} \oplus x_i); i = 2, \ldots, N
\]

where \( \oplus \) denotes the XOR operation.

The encryption of the message is the block sequence \( y_1, \ldots, y_N \).

Although decryption is not clearly defined in RFC2040 [2], it makes sense to assume that the receiver of an encrypted message first decrypts in CBC mode, then checks if the padding is correct and finally removes it. The question is: how must the receiver behave if the padding is not correct? Although the receiver should not tell the sender that the padding is not correct, it is meaningful that non-procession of a decrypted message ultimately leaks this bit of information.
This leads to an attack that uses an oracle for which any block sequence tells if
the padding of the corresponding CBC-decrypted sequence is correct according
to the above algorithm. The attack works within a complexity of $O(NbW)$ in
order to decrypt the message where $W$ is the number of possible words (typically
$W = 256$).

A similar attack model was used by Bleichenbacher against PKCS#1 v1.5 [5]
and by Manger against PKCS#1 v2.0 [13]. This paper shows that similar attacks
are feasible in the symmetric key world.

The paper is organized as follows. We first recall some well known proper-
ties and security issues for the CBC mode. We describe several attacks against
RC5-CBC-PAD and we introduce the notion of bomb oracle. We then discuss ex-
tensions to other schemes: ESP, random padding, ... and applications in real life
such as SSL, IPSEC, WTLS, SSH2. Next we present some possible fixes which
do not actually work like replacing the CBC mode by a double CBC mode, the
HCBC mode or other modes which were proposed by the standard process run
by NIST. We further propose a fix which does work.

2 CBC Properties

Several security properties of the CBC mode are already known. We think it is
useful to recall them in order to remind ourselves of the intrinsic security limits
of the CBC mode.

2.1 Efficiency

CBC mode is efficient in practice because we can encrypt or decrypt a stream of
infinite length with a constant memory in linear time. Efficiency is comparable
to the Electronic Code Book (ECB) mode where each block is encrypted in
the same way. The difference between ECB and CBC is a single exclusive or
operation. Since the ECB mode is not suitable in most applications because
of ciphertext manipulation attacks, and lack of increased message entropy, we
prefer to use CBC mode. (See e.g. [14, p. 230] for more details.)

Exhaustive search against CBC mode is related to the length of the secret key.
We have yet other bounds related to the block length. First of all, the electronic
code book attack has a complexity of $W^b$. We have other specific attacks related
to the intrinsic security of the CBC mode no matter which block cipher is used.
These are detailed in following sections.

2.2 Confidentiality Limits

Confidentiality has security flaws. Obviously, when using a fixed IV, one can
easily see when two different messages have a common prefix block sequence by
just looking at the two ciphertexts.

More generally, when two ciphertext blocks $y_i$ and $y_j$ are equal, one can
deduce from Eq. (1) that $y_{i-1} \oplus y_{j-1} = x_i \oplus x_j$\footnote{This property was notably mentioned in [12, p. 43].} We can then exploit the
redundancy in the plaintext in order to recover $x_i$ and $x_j$ from $y_{i-1} \oplus y_{j-1}$. This flaw is however quite negligible: since the ciphertext blocks get a distribution which is usually indistinguishable from a uniform distribution, the probability that two $b$-words blocks out of $N$ are equal is given by the birthday paradox theorem

$$p \approx 1 - e^{-\frac{1}{2}N^2W^{-b}}$$

where $W$ is the number of possible words. The attack is efficient when $N$ reaches the order of magnitude of $\sqrt{W^b}$. Therefore, for $b = 8$ and $W = 256$, we need about $2^{35}$ bytes (32GigaBytes) in order to get a probability of success equal to 39% for this attack which leaks information on 16 Bytes only.

2.3 Authentication Limits

The CBC mode can be used to create message authentication codes (MAC). Raw CBC-MAC (i.e. taking the last encrypted block as a MAC) is well known to have security flaws: with the MAC of three messages $m_1, m_2, m_3$ where $m_2$ consists of $m_1$ augmented with an extra block, we can forge the MAC of a fourth message which consists of $m_3$ augmented with an extra block. This is fixed by re-encrypting the raw CBC-MAC, but this new scheme still has attacks of complexity essentially $\sqrt{W^b}$. (See \cite{15,16,19}.)

3 The Attack

Let $b$ be the block length in words, and $W$ be the number of possible words. (We assume that $W \geq b$ and that all integers between 1 and $b$ can unambiguously be encoded into words in order to make the CBC-PAD scheme feasible.)

We say that a block sequence $x_1, x_2, \ldots, x_N$ has a correct padding if the last block $x_N$ ends with a word string of $n$ words equal to $n$ with $n > 0$: 1, or 22, or 333, ... Given a block sequence $y_1, y_2, \ldots, y_N$, we define an oracle $O$ which yields 1 if the decryption in CBC mode has a correct padding. Decryption is totally defined by a block encryption function $C$ and IV. Oracle $O$ is thus defined by $C$ and IV.

3.1 Last Word Oracle

For any block $y$, we want to compute the last word of $C^{-1}(y)$. We call it the "last word oracle".

Let $r_1, \ldots, r_b$ be random words, and let $r = r_1 \ldots r_b$. We forge a fake ciphertext $r'y$ by concatenating the two blocks $r$ and $y$. If $O(r'y) = 1$, then $C^{-1}(y) \oplus r$ ends with a valid padding. In this case, the most likely valid padding is the one which ends with 1. This means that the last word of $C^{-1}(y)$ is $r_b \oplus 1$. If $O(r'y) = 0$, we can try again (by making sure that we pick another $r_b$: picking the same one twice is not worthwhile).

If we are lucky (with probability $W^{-1}$), we find the last word with the first try. Otherwise we have to try many $r_b$s. On average, we have to try $W/2$ values.
Odd cases occur when the valid padding found is not 1. This is easy to detect. The following program eventually halts with the last words of $y$: one in the typical case, several if we are lucky.

1. pick a few random words $r_1, \ldots , r_b$ and take $i = 0$
2. pick $r = r_1 \ldots r_{b-1} (r_b \oplus i)$
3. if $O(r|y) = 0$ then increment $i$ and go back to the previous step
4. replace $r_b$ by $r_b \oplus i$
5. for $n = b$ down to 2 do
   (a) take $r = r_1 \ldots r_{b-n} (r_{b-n+1} \oplus 1) r_{b-n+2} \ldots r_b$
   (b) if $O(r|y) = 0$ then stop and output $(r_{b-n+1} \oplus n) \ldots (r_b \oplus n)$
6. output $r_b \oplus 1$

### 3.2 Block Decryption Oracle

Now we want to implement an oracle which computes $C^{-1}(y)$ for any $y$: a “block decryption oracle”.

Let $a = a_1 \ldots a_b$ be the word sequence of $C^{-1}(y)$. We can get $a_b$ by using the last word oracle. Assuming that we already managed to get $a_j \ldots a_b$ for some $j \leq b$, the following program gets $a_{j-1}$, so that we can iterate until we recover the whole sequence.

1. take $r_k = a_k \oplus (b - j + 2)$ for $k = j, \ldots , b$
2. pick $r_1, \ldots , r_{j-1}$ at random and take $i = 0$
3. take $r = r_1 \ldots r_{j-2} (r_{j-1} \oplus i) r_j \ldots r_b$
4. if $O(r|y) = 0$ then increment $i$ and go back to the previous step
5. output $r_{j-1} \oplus i \oplus (b - j + 2)$

We need $W/2$ trials on average. We can thus recover an additional word within $W/2$ trials. Since there are $b$ words per block, we need $bW/2$ trials on average in order to implement the $C^{-1}$ oracle.

### 3.3 Decryption Oracle

Now we want to decrypt any message $y_1, \ldots , y_N$ with the help of $O$. It can be done with $NbW/2$ 2-block oracle calls on average. We just have to call the block decryption oracle on each block $y_i$ and perform the CBC decryption.

One problem remains in the case where IV is secret. Here we cannot decrypt the first block. We can however get the first plaintext block up to an unknown constant. In particular, if two messages are encrypted with the same IV, we can compute the XOR of the two first plaintext blocks.

The attack has a complexity of $O(NbW)$. As an example for $b = 8$ and $W = 256$ we obtain that we can decrypt any $N$-block ciphertext by making $1024N$ oracle calls on average. The attack is thus extremely efficient.
3.4 Postfix Equality Check Oracle

There are reasons which will be made clear for which we can be interested in bomb oracles as defined below. A bomb oracle is an oracle which either gives an answer or explodes depending on the input. Of course, the bomb oracle is no longer available after explosion. An attack which uses a bomb oracle fails if the oracle explodes. For instance, we are interested in a bomb oracle \(O'\) which either answers 1 when \(O\) answers 1 or explodes when \(O\) answers 0.

Given a ciphertext \(y_1, \ldots, y_N\) and a word sequence \(w_1 \ldots w_m\), we want to implement a bomb oracle which checks if \(w_1 \ldots w_m\) is a postfix of the decryption of \(y_1, \ldots, y_N\) by using \(O'\). Let us first consider that \(m \leq b\). We perform the following process.

1. pick a few random words \(r_1 \ldots r_{b-m}\)
2. take \(r_{b-m+k} = w_k \oplus m\) for \(k = 1, \ldots, m\)
3. send \(r|y_N\) to the oracle \(O'\) where \(r = r_1 \ldots r_b\)
4. if \(m = 1\) then
   - take \(r'_k = r_k\) for \(k = 1, \ldots, b - 2, b\) and take \(r'_{b-1} = r_{b-1} \oplus 1\)
   otherwise
   - take \(r'_k = r_k\) for \(k = 1, \ldots, b - 1\) and take \(r'_b = w_m \oplus 1\)
5. send \(r'|y_N\) to the oracle \(O'\) where \(r' = r'_1 \ldots r'_b\)
6. output 1

The second oracle call is used in order to eliminate odd cases which are not eliminated by the first one, for instance when \(w_m \oplus m \oplus 1\) is a postfix. Obviously, this is a bomb oracle which checks whether \(w_1 \ldots w_m\) is a postfix or not.

For \(m > b\), we can cut the ciphertext and use the above oracle \(\lceil \frac{m}{b} \rceil\) times on each block. As will be noticed, some CBC-PAD variants allow to have paddings longer than \(b\) (namely at most \(W - 1\)), so we can generalize the previous oracle and check postfixes within a single \(O\) oracle call. This will be used against SSL/TLS in Section 5.1.

4 Other Padding Schemes

In Schneier [17, pp. 190–191], a slightly different padding scheme is proposed: only the last word is equal to the padding length, and all other padded words are equal to zero. The padded sequence is thus 00...0n instead of nn...n. Obviously, a similar attack holds.

IP Encapsulating Security Payload (ESP) [10] uses another slightly different padding: the padded sequence is 1234...n instead of nn...n. Obviously, a similar attack holds.

Another padding scheme consists of padding with a non blank word then the necessary number of blank words. This is suggested, for instance by NIST [8, App. A] with \(W = 2\) (here the blank word is the bit 0). Obviously, a similar attack holds.

One can propose to have the last word equal to the padding length and all other padded words chosen at random (like SSH2). The attack still enables the
decryption of the last word of any block. We also have another security flaw: if the same message is encrypted twice, it is unlikely that the last encrypted blocks are equal, but in the case where the padding is of length one. We can thus guess the padding length when the ciphertexts are equal.

5 The Attack in Real Life

Here we discuss various applications. In most of cases, the attack can be (and is) avoided by using appropriate parameters. However, since this is not carefully specified in the standards, our aim is to warn the users about possible bad configurations.

5.1 SSL/TLS

Like in SSL, TLS v1.0 uses the CBC-PAD scheme with $W = 256$ when using block ciphers (default cipher being the RC4 stream cipher though). The only difference is that the padding length is not necessarily less than $b$ but can be longer (but less than $W - 1$) in order to hide the real length of the plaintext. We can thus expect to use a TLS server like the $O$ oracle.

TLS v1.0 also provides an optional MAC which failed to thwart the attack: when the server figures out that the MAC is wrong, it yields the bad_record_mac error. However, the message padding is performed after the MAC algorithm, so the MAC does not preclude our attack since it cannot be checked before the padding in the decryption. The situation is a little different in SSL v3.0 since both wrong MAC both invalid padding return the same error. However, the question whether the client can distinguish the two types of error is debatable.

The reason why the attack is not so practical is because the padding format error (the decryption_failed error) is a fatal alert and the session must abort. The server thus stops (or “explodes”) as soon as the oracle outputs 0. For this reason we consider the bomb oracle $O'$. We can thus perform the postfix equality check oracle described in Section 3.4. It can be used in order to decrypt by random trial the last word of a block with a probability of success of $W^{-1}$, the last two words of a block with a probability of success of $W^{-2}$, ...

Interestingly, TLS wants to hide the real message length itself. We can easily frustrate this feature by implementing a “length equality check bomb oracle” in a very same way: if we want to check whether or not the padding length is equal to $n$, we take the last ciphertext block $y$, and we send $r|y$ to the server where the rightmost word of $r$ is set to $n \oplus 1$ and the others are random. Acceptance by $O'$ means that the right length is $n$ with probability at least $1 - W^{-1}$. Rejection means that $n$ is not the right length for sure.

Since the padding length is between 1 and $W$, the above oracle may not look so useful. We can still implement another bomb oracle which answers whether or not the padding length is greater than $b$, i.e. if the length hiding feature of TLS was used: let $y_1$ and $y_2$ be the last two ciphertext blocks. We just send $r|y_1|y_2$ with a random block $r$ to $O'$. Acceptance means that the padding length is at
most $b$ with probability at least $1 - \frac{1}{W}$. Rejection means that the padding length is at least $b + 1$ for sure.

5.2 IPSEC

IPSEC [9] can use CBC-PAD. Default padding scheme is similar, as specified in ESP [10]. Standards clearly mention that the padding should be checked, but the standard behavior in the case of invalid padding is quite strange: the server just discards the invalid message and adds a notification in log files for audit and nothing else. This simply means that errors are processed according to non standard rules or by another protocol layer. It is reasonable to assume that the lack of activity of the receiver in this case, or the activity of the auditor, can be converted into one bit of information. So our attack may be applicable.

IPSEC provides an optional authentication mechanism which could protect against our attack, provided that the authentication check is performed before the format check of the plaintext. Although used in most of practical applications, this mechanism still has an optional status in IPSEC. As already recommended by Bellovin [4], authentication should be mandatory. Bellovin actually used a side channel which tells the validity of the TCP checksum. His attack was recently extended to the WEP protocol for 802.11 wireless LANs by Borisov et al. [6].

5.3 WTLS

WTLS [1] (which is the SSL variant for WAP) perfectly implements the oracle $O$ by sending `decryption_failed` warnings in clear. Actually since mobile telephones have a limited power and CPU resources, key establishment protocols with public key cryptography are limited. So we try to limit the number of session initializations and to avoid breaking them. So seldom errors are fatal alerts. Some implementations of WTLS can however limit the tolerance number of errors within the same session, which can limit the efficiency of the attack. This is however non standard.

In the case of mobile telephones (which is the main application of WTLS), WTLS is usually encapsulated in other protocols which may provide their own encryption protocol, for instance GSM. In this case, the extra encryption layer needs to be bypassed by the attacker.

5.4 SSH2

In SSH2, the MAC is optional. When not used, our attack is feasible, but only recovers one word since the padding is mostly random. When used, the MAC is computed on the padded message. Therefore, it is checked before the padding format, which protects against our attack.
6  Fixes Which Do Not Work

6.1  Padding before the Message

One can propose to put the padding in the first block. This only works for CBC modes in which IV is not sent in clear with the ciphertext (otherwise the same attack holds). This also requires to know the total length (modulo $b$) of the message that we want to encrypt before starting the encryption. When the plaintext is a word stream, this assumption is not usually satisfied. Therefore we believe that this fix is not satisfactory.

6.2  CBC-CBC Mode

Another possibility consists of replacing the CBC mode by a double CBC encryption (i.e. by re-encrypting the $y_1,\ldots,y_N$ sequence in CBC mode). We call it the CBC-CBC mode.

Unfortunately, a similar attack holds: given $y$ and $z$ we can recover the value of $u = C^{-1}(y) \oplus C^{-1}(y \oplus C^{-1}(z))$ by sending $r|y|z$ trials to the oracle. This is enough in order to decrypt messages: if $y$ is the $(i-1)$th ciphertext block, $z$ is the $i$th ciphertext block, and if $t$ is the $(i-2)$th ciphertext block, then the $i$th plaintext block is nothing but $t \oplus u$!

The same attack holds with a triple CBC mode...

6.3  On-Line Ciphers and HCBC Mode

We can look for another mode of operation which “provably” leaks no information. One should however try to keep the advantages of the CBC mode: being able to encrypt a stream without knowing the total length, without having to keep an expanding memory, ... In [3], Bellare et al. presented the notion of on-line cipher. This notion is well adapted for these advantages of the CBC mode.

They also proposed the HCBC mode as a secure on-line cipher against chosen plaintext attacks. The idea consists in replacing Eq. (1) by

$$y_i = C(H(y_{i-1}) \oplus x_i)$$

where $H$ is a XOR-universal hash function which includes part of the secret key. For instance one can propose $H(x) = K_1 x$ in GF($W^b$) where $K_1 \neq 0$ is part of the secret key. (For any fixed $a, b, c$ with $a \neq b$, we have $\Pr[H(a) \oplus H(b) = c] \leq 1/(W^b - 1)$ if $K_1$ is uniformly distributed, thus $H$ is XOR-universal.)

One problem is that this does not protect against the kind of attack we proposed. For instance we notice that if we get several accepted $r|y$ messages with a fixed $y$, then we deduce that $H(r_i) \oplus x$ ends with a valid padding for an unknown but fixed $x$. Hence $H(r_i) \oplus H(r_j)$ is likely to end with the word zero. Since this is the last word of $K_1(r_i \oplus r_j)$, we deduce $K_1$ from several $(i,j)$ pairs. With the knowledge of $K_1$ we then adapt the attack against the raw CBC. It is even more dramatic here since we indeed recover a part of the secret key.
We outline that with the particular choice of XOR-universal hash function, the claimed security result collapses. Of course, there is no contradiction with the security result since our attack gets extra information from the side channel oracle $O$, which was not allowed in the security model of [3]: the notion of online cipher resistant against chosen plaintext attacks does not capture security against the kind of cryptanalysis that we have proposed.

### 6.4 Other Modes of Operation

The first stage of the standardization process on modes of operation launched by NIST also contained problematic proposals. Several of the proposals could be generalized as follows. The CBC mode is modified in order to have a XOR before and after the block cipher encryption, depending on all previous ciphertext blocks and all previous plaintext blocks. We replace Eq. (1) by

$$y_i = C(x_i \oplus f_i(x, y)) \oplus g_i(x, y)$$

with public $f_i(x, y)$ and $g_i(x, y)$ functions which only depend on $i$ and all $x_j$ and $y_j$ for $j = 1, \ldots, i - 1$. (Note that HCBC is not an example since $f_i$ is not public.)

Assuming that an attacker knows several $(x^j, y^j)$ plaintext-ciphertext pairs written $x^j = x^j_1 | \ldots | x^j_{\ell_j}$ and $y^j = y^j_1 | \ldots | y^j_{\ell_j}$, and she wants to compute $C^{-1}(y)$ for some given $y$, she can submit some $y^j_1 | \ldots | y^j_k | (y \oplus \delta)$ ciphertexts where $k \leq \ell_j$, $\delta = g_{k+1}(x^j, y^j)$. Acceptance would mean that the block $C^{-1}(y) \oplus f_{k+1}(x^j, y^j)$ ends with a valid padding. Therefore we can decrypt the rightmost word with $W$ samples, two words with $W^2$ samples, ...

### 6.5 CBC-PAD with Integrity Check

One can propose to add a cryptographic checkable redundancy code (cryptographic CRC) of the whole padded message (like a hashed value) in the plaintext and encrypt

```
message | padding | h(message | padding).
```

This way, any forged ciphertext will have a negligible probability to be accepted as a valid ciphertext. Basically, attackers are no longer able to forge valid ciphertexts, so the scheme is virtually resistant against chosen ciphertext attacks.

Obviously it is important to pad before hashing: padding after hashing would lead to the a similar attack. The right enciphering sequence is thus

```
pad, hash, encrypt
```

Conversely, the right deciphering sequence consists of decrypting, checking the hashed value, then checking the padding value. Invalid hashed value must abort the decipherment.

---

There is still a nice security flaw discovered by David Wagner for this scheme in a subtle attack model. We perform a “semi-chosen plaintext attack”: we assume that we can convince the sender to send a message consisting of an unknown $x$ (of known length) concatenated by a chosen postfix, and the goal is to get information on $x$. We can implement a guess check oracle: if $g$ is a guess for $x$, we ask the sender to concatenate $x$ with $y \| h(g|y)$ where $y$ is such that $g|y$ is a valid padded message. The sender then pads $x|y\|h(g|y)$ (with a constant block $bb...b$), appends a message digest, and encrypts the whole sequence in CBC mode. The attacker can then truncate the ciphertext after the $h(g|y)$. If the receiver accepts the truncated message, it means that the guess was right!

### 7 A Fix Which May Work

The author of this paper first thought that using authentication in the CBC-PAD in order to thwart the attacks was an overkill. Wagner’s attack demonstrates that it actually is not. We thus propose to replace the CBC encryption by a scheme which simultaneously provides authentication and confidentiality. As having padding in between authentication and encryption (as is done in TLS) is not a fortunate idea, the authentication-encryption scheme must apply on padded plaintexts:

1. take the cleartext
2. pad the message and take the padded message $x$
3. authenticate and encrypt $x$
4. transmit the result $y$

Similarly, the authentication check and decryption must be performed before the padding check:

1. decrypt and check the authenticity of $y$
2. take the plaintext $x$
3. check the padding of $x$
4. extract the padding and get the cleartext

(Note: we used the subtle difference between “cleartext” and “plaintext” as specified in RFC 2828: the cleartext is the original message in clear, and the plaintext is the input of the encryption process.)

The question whether authentication must be done before encryption or not is another problem. As an example, Krawczyk recently demonstrated the security of the authenticate-then-CBC-encrypt scheme. We must however be careful about the meaning of this security result: in this proof, attackers are not assumed to have access to side channel oracles like in our model. Therefore the security result may collapse when using an appropriate oracle as for the HCBC mode. Therefore it is not quite clear how this result extends in a model where we can have side channel. We leave this as an open problem.

Despite the lack of formal security result, we believe that this scheme offers the required security.

---

3 Private communication from David Wagner.
8 Conclusion

We have shown that several popular padding schemes which are used in order to transform block ciphers into variable-input-length encryption schemes introduce an important security flaw. Correctness of the plaintext format is indeed a hard core bit which easily leaks out from the communication protocol.

It confirms that security analysis must not be limited to the block cipher but must rather be considered within the whole environment: as was raised by Bellovin [4] and Borisov et al. [6], we can really have insecure standards which use unbroken cryptographic primitives. This was already well known in the public key cryptography world. We have demonstrated that the situation of symmetric cryptography is virtually the same.
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