Analysis of preconditioners for saddle-point problems

D. Loghin and A. J. Wathen

Mixed finite element formulations give rise to large, sparse, block linear systems of equations the solution of which is often sought via a preconditioned iterative technique. In this work we present a general analysis of block-preconditioners based on the stability conditions inherited from the formulation of the finite element method (the Babuška-Brezzi, or inf-sup conditions).
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1 Introduction

Finite element discretizations of partial differential equations yield a sequence of linear systems of equations

\[ Ku = f, \]  

(1.1)

where \( K \in \mathbb{R}^{n \times n} \) is a large, sparse matrix and \( n \to \infty \). Moreover, problem (1.1) inherits the stability conditions (the Babuška conditions [6]) required for the finite element method to have a unique solution:

\[
\begin{align*}
\min_{\mathbf{w} \in \mathbb{R}^{n} \setminus \{0\}} \max_{\mathbf{v} \in \mathbb{R}^{n} \setminus \{0\}} & \frac{\mathbf{w}^T K \mathbf{v}}{||\mathbf{w}||_H ||\mathbf{v}||_H} & \leq C_1 \\
\max_{\mathbf{w} \in \mathbb{R}^{n} \setminus \{0\}} \min_{\mathbf{v} \in \mathbb{R}^{n} \setminus \{0\}} & \frac{\mathbf{w}^T K \mathbf{v}}{||\mathbf{w}||_H ||\mathbf{v}||_H} & \geq C_2
\end{align*}
\]

(1.2a)

(1.2b)

where \( ||\mathbf{v}||_H = \langle \mathbf{v}, \mathbf{v} \rangle_H = \mathbf{v}^T H \mathbf{v} \) and \( H \in \mathbb{R}^{n \times n} \) is a symmetric and positive-definite matrix defined by the choice of discrete norm on the finite element space.

In this work we are interested in discretizations obtained using mixed finite element formulations, which typically lead to \( K \) having a block structure. In particular, we are interested in solving (1.1), under conditions (1.2) and for the case where \( K \) has the so-called saddle-point structure

\[
K = \begin{pmatrix}
F & B^t \\
B & 0
\end{pmatrix}
\]

(1.3)

where \( F \in \mathbb{R}^{n_1 \times n_1} \) is nonsingular and generally nonsymmetric and \( B \in \mathbb{R}^{n_2 \times n_1} \) has rank \( r = n_2 \leq n_1 \). We also assume that the norm \( || \cdot ||_H \) is given by (or equivalent, independently of \( n \), to)

\[
||\mathbf{v}||_H^2 = ||\mathbf{v}_1||_{H_1}^2 + ||\mathbf{v}_2||_{H_2}^2
\]

(1.4)

where \( \mathbf{v}_i \in \mathbb{R}^{n_i} \) and \( H_i \in \mathbb{R}^{n_{i} \times n_{i}} \) \( (i = 1, 2) \) are symmetric and positive-definite matrices.

For this structure of \( K \) conditions for existence and uniqueness equivalent to (1.2) were given by Brezzi [9]:

\[
\min_{\mathbf{r} \in \mathbb{R}^{n_1} \setminus \{0\}} \max_{\mathbf{q} \in \mathbb{R}^{n_1} \setminus \{0\}} & \frac{\mathbf{q}^T F \mathbf{r}}{||\mathbf{r}||_{H_1} ||\mathbf{q}||_{H_1}} & \leq c_1 \\
\max_{\mathbf{q} \in \mathbb{R}^{n_1} \setminus \{0\}} \min_{\mathbf{r} \in \mathbb{R}^{n_1} \setminus \{0\}} & \frac{\mathbf{r}^T F \mathbf{q}}{||\mathbf{r}||_{H_1} ||\mathbf{q}||_{H_1}} & \leq c_2
\]

(1.5a)

(1.5b)

\[
\min_{\mathbf{z} \in \mathbb{R}^{n_2} \setminus \{0\}} \max_{\mathbf{q} \in \mathbb{R}^{n_2} \setminus \{0\}} & \frac{\mathbf{q}^T F \mathbf{r}}{||\mathbf{z}||_{H_2} ||\mathbf{q}||_{H_2}} & \geq c_3 \\
\max_{\mathbf{z} \in \mathbb{R}^{n_2} \setminus \{0\}} \min_{\mathbf{q} \in \mathbb{R}^{n_2} \setminus \{0\}} & \frac{\mathbf{z}^T B \mathbf{q}}{||\mathbf{z}||_{H_2} ||\mathbf{q}||_{H_2}} & \geq c_4
\]

(1.5c)

(1.5d)
However, in many applications of interest, condition (1.5c) is satisfied simply because $F$ satisfies the stronger coercivity condition

$$\max_{r \in \mathbb{R}^n \setminus \{0\}} \frac{r'Fr}{\|r\|^2_H} \geq c_3. \quad (1.6)$$

In this work, we will assume this coercivity condition holds.

When $n$ is large, a competitive alternative to computing directly the solution to (1.1) is to employ an iterative method coupled with a preconditioning technique. More precisely we want to find and characterize preconditioning matrices $P \in \mathbb{R}^{n \times n}$ such that either of the modified systems

$$P^{-1}Ku = P^{-1}f, \quad KP^{-1}\hat{u} = f \quad (\hat{u} = Pu),$$

can be solved with an iterative method in a number of iterations independent of $n$. This can be achieved if the preconditioning matrix is equivalent to the system matrix in some sense. We will be concerned with norm and field-of-values equivalence of matrices (see section 2), which provide convergence bounds for iterative methods of Krylov subspace type such as Minimum Residual method (MINRES) or Generalized Minimum Residual method (GMRES).

We note here that preconditioning design and analysis for saddle-point problems has been the subject of active research in a variety of areas of applied mathematics, e.g., groundwater flow [7], [8], [14], [22], [39], [42], Stokes and Navier-Stokes flow [12], [43], [41], [20], [13], [32], [18], [31], [28], [33], [29], elasticity [21][4], [30], [11], [36], magnetostatics [37], [38] etc. While most results address the symmetric case, non-symmetric preconditioning has also been analyzed for some practical problems. Our contribution provides a general analysis of block-preconditioners for mixed finite element discretizations and describes sufficient conditions for optimal preconditioning.

The paper is structured as follows. Section 2 contains some useful definitions and results. We also define norm and field-of-values equivalence of matrices and outline their relevance to preconditioning techniques for Krylov subspace type methods. The main results of the paper are contained in section 3, where we characterize block-preconditioners for the linear system (1.1) and describe convergence in terms of norms relevant to the finite element setting. Finally, in section 4, we present some examples from the literature.

## 2 Preliminaries

### 2.1 Definitions and standard results

Let $H$ be a symmetric positive-definite matrix. Then $H = H^{1/2}H^{1/2}$ where $H^{1/2}$ is also a symmetric and positive-definite matrix; moreover, $H$ induces a vector-norm $\| \cdot \|_H$ with dual-norm $(\| \cdot \|_H)^D$ defined as ([27, p. 275])

$$\langle (\| z \|_H)^D := \max_{v \in \mathbb{R}^n \setminus \{0\}} \frac{v'z}{\|v\|_H} = \|z\|_{H^{-1}}. \quad (2.1)$$

Given two symmetric and positive-definite matrices $H_1 \in \mathbb{R}^{n \times n}, H_2 \in \mathbb{R}^{m \times m}$ we define the following matrix norm for matrices $M \in \mathbb{R}^{m \times n}$ (see [27, p. 311])

$$||M||_{H_1,H_2} = \max_{v \in \mathbb{R}^{m \setminus \{0\}}} \frac{||Mv||_{H_2}}{||v||_{H_1}}$$

(2.2)

with the standard notation $||M||_{H_1,H_2} = ||M||_{H}$. We highlight here the submultiplicative property of $|| \cdot ||_{H_1,H_2}$: if $H_i \in \mathbb{R}^{n_i \times n_i}, i = 1, 2, 3$, are three symmetric and positive-definite matrices and $R \in \mathbb{R}^{n_1 \times n_2}, Q \in \mathbb{R}^{n_2 \times n_3}$ then

$$||RQ||_{H_3,H_1} \leq ||Q||_{H_3,H_2}||R||_{H_2,H_1}.$$  

(2.3)

We will also find useful the following identities

$$||H_2^{-1/2}MH_1^{-1/2}||_{L_2} = ||M||_{H_1,H_2^{-1}} = ||MH_1^{-1}||_{H_1^{-1},H_2^{-1}} = ||H_2^{-1}M||_{H_1,H_2}.  

(2.4)$$

The matrix norms introduced above can be alternatively characterized in the following way.

**Lemma 1** Let $M \in \mathbb{R}^{m \times n}$ have full rank and let $H_1 \in \mathbb{R}^{n \times n}, H_2 \in \mathbb{R}^{m \times m}$ be two symmetric and positive-definite matrices. Then

$$||M||_{H_1,H_2^{-1}} = \max_{v \in \mathbb{R}^{m \setminus \{0\}}} \max_{w \in \mathbb{R}^{m \setminus \{0\}}} \frac{w^tMv}{||v||_{H_1}||w||_{H_2}},  

(2.5)$$

$$\min_{v \in \text{ker}(M)} \frac{||Mv||_{H_2^{-1}}}{||v||_{H_1}} = \min_{v \in \text{ker}(M)} \max_{w \in \mathbb{R}^{m \setminus \{0\}}} \frac{w^tMv}{||v||_{H_1}||w||_{H_2}}.  

(2.6)$$

Hence, if $n = m,$

$$||M^{-1}||_{H_2^{-1},H_1} = \min_{v \in \mathbb{R}^{m \setminus \{0\}}} \max_{w \in \mathbb{R}^{m \setminus \{0\}}} \frac{w^tMv}{||v||_{H_1}||w||_{H_2}}.  

(2.7)$$

**Proof** These results are generalizations of the results in [10]. However, we include the proofs here for completeness. We have

$$||M||_{H_1,H_2^{-1}} = \max_{v \in \mathbb{R}^{m \setminus \{0\}}} \frac{||Mv||_{H_2^{-1}}}{||v||_{H_1}}$$

$$= \max_{v \in \mathbb{R}^{m \setminus \{0\}}} \left\{ \frac{1}{||v||_{H_1}} \max_{w \in \mathbb{R}^{m \setminus \{0\}}} \frac{w^tMv}{||w||_{H_2}} \right\}$$

$$= \max_{v \in \mathbb{R}^{m \setminus \{0\}}} \max_{w \in \mathbb{R}^{m \setminus \{0\}}} \frac{w^tMv}{||v||_{H_1}||w||_{H_2}}.  

For the second equality we have

$$\min_{v \in \text{ker}(M)} \frac{||Mv||_{H_2^{-1}}}{||v||_{H_1}} = \min_{v \in \text{ker}(M)} \left\{ \frac{1}{||v||_{H_1}} \max_{w \in \mathbb{R}^{m \setminus \{0\}}} \frac{w^tMv}{||w||_{H_2}} \right\}$$

$$= \min_{v \in \text{ker}(M)} \max_{w \in \mathbb{R}^{m \setminus \{0\}}} \frac{w^tMv}{||v||_{H_1}||w||_{H_2}}.$$
Hence, when $n = m$, $M$ is invertible with $\ker(M) = \{0\}$ and the left-hand side in the above equality becomes

$$\min_{v \in \mathbb{R}^n \setminus \{0\}} \frac{\|Mv\|_{H^{-1}_1}}{\|v\|_{H_1}} = \min_{z \in \mathbb{R}^n \setminus \{0\}} \frac{\|z\|_{H^{-1}_1}}{\|M^{-1}z\|_{H_1}} (z = Mv) = \left( \max_{z \in \mathbb{R}^n \setminus \{0\}} \frac{\|M^{-1}z\|_{H_1}}{\|z\|_{H^{-1}_1}} \right)^{-1} = \|M^{-1}\|_{H^{-1}_1, H_1}^{-1},$$

which yields the last equality. \(\square\)

Note that $\|M\|_{H_1, H^{-1}_2} = \|M^t\|_{H_2, H^{-1}_1}$ since

$$\max_{v \in \mathbb{R}^n \setminus \{0\}} \max_{w \in \mathbb{R}^n \setminus \{0\}} \frac{w^t Mv}{\|v\|_{H_1} \|w\|_{H_2}} = \max_{v \in \mathbb{R}^n \setminus \{0\}} \max_{w \in \mathbb{R}^n \setminus \{0\}} \frac{v^t M^t w}{\|v\|_{H_1} \|w\|_{H_2}} = \max_{w \in \mathbb{R}^n \setminus \{0\}} \left\{ \frac{1}{\|w\|_{H_2}} \max_{v \in \mathbb{R}^n \setminus \{0\}} \frac{v^t (M^t w)}{\|v\|_{H_1}} \right\} = \max_{w \in \mathbb{R}^n \setminus \{0\}} \frac{\|M^t w\|_{H^{-1}_1}}{\|w\|_{H_2}} = \|M^t\|_{H_2, H^{-1}_1}.$$

We also recall here the definition of the field of values and some standard related results.

**Definition 1** Let $M, H \in \mathbb{R}^{n \times n}$, with $H$ symmetric and positive definite. The $H$-field of values of the matrix $M$, denote by $\mathcal{W}_H(M)$, is a set in the complex plane given by

$$\mathcal{W}_H(M) = \left\{ x \in \mathbb{C} : \frac{x^t H M x}{x^t H x} \right\}.$$

When $H = I$, the set is called the field of values and is denoted by $\mathcal{W}(M)$.

The following properties are useful.

**Lemma 2** Let $M, H \in \mathbb{R}^{n \times n}$, with $H$ symmetric and positive definite. The following holds for all $H$:

(i) The eigenvalues of $M$ are contained in $\mathcal{W}_H(M)$.

(ii) For all $z \in \mathcal{W}_H(M)$,

$$\min_z \Re z = \min_{x \in \mathbb{R}^n \setminus \{0\}} \frac{x^t H M x}{x^t H x} \leq \|M^{-1}\|_{H^{-1}}, \quad |z| \leq \|M\|_H.$$
2.2 Norm and field-of-values equivalence

The following notions of equivalence between matrices are used later to define optimality of preconditioners.

**Definition 2** *H-norm equivalence* Non-singular matrices $A, B \in \mathbb{R}^{n \times n}$ are said to be $H$-norm equivalent if there exist constants $\gamma, \Gamma$ independent of $n$ such that for all $x \in \mathbb{R}^n \setminus \{0\}$

$$\gamma \leq \frac{|Ax|_H}{|Bx|_H} \leq \Gamma.$$

We write

$$A \sim_H B.$$

Another characterization of $H$-norm equivalence is given by the following lemmata.

**Lemma 3** $A \sim_H B$ if and only if $||AB^{-1}||_H \leq \Gamma$ and $||BA^{-1}||_H \leq \gamma^{-1}$.

**Definition 3** *Field-of-values (FOV) equivalence* Non-singular matrices $A, B \in \mathbb{R}^{n \times n}$ are said to be FOV-equivalent if there exist constants $\gamma, \Gamma$ independent of $n$ such that for all $x \in \mathbb{R}^n \setminus \{0\}$

$$\gamma \leq \frac{\langle x, AB^{-1}x \rangle_H}{\langle x, x \rangle_H}, \quad \frac{|AB^{-1}x|_H}{||x||_H} \leq \Gamma.$$

We write

$$A \approx_H B.$$

**Remark 1** The FOV-equivalence simply implies that the $H$-field of values of $AB^{-1}$ is in the right half-plane and is bounded independently of $n$. We note that if $H = I$ and $A, B$ are symmetric and positive-definite, the FOV-equivalence becomes the well-known spectral equivalence introduced in [19]. This is a consequence of the fact that the field of values of a real symmetric matrix is the convex hull of its spectrum.

**Remark 2** Both $H$-norm equivalence and FOV-equivalence imply that (cf. Lemma 2)

$$\gamma < |\lambda(AB^{-1})| < \Gamma,$$

where $\lambda(AB^{-1})$ are the eigenvalues of $AB^{-1}$. However, FOV-equivalence is a stronger statement: if $A \approx_H B$ then $A \sim_H B$. On the other hand, it is easy to see that $\sim_H$ is an equivalence relation on $\mathbb{R}^{n \times n}$ while $\approx_H$ is not even reflexive.

Both equivalences can be shown to be descriptive in terms of convergence behaviour of iterative methods with preconditioning. In particular, they can be used to describe convergence of the following two algorithms.
Algorithm 1: Minimum Residual (MINRES). If \( A \approx_H B \) and \( AB^{-1} \) is symmetric and indefinite with respect to \( \langle \cdot, \cdot \rangle_H \) the MINRES algorithm applied to \( A \) with right preconditioner \( B \) converges in a number of iterations independent of \( n \). Moreover, the residuals satisfy [26, Eqn (3.14)]

\[
\frac{\|r^k\|_H}{\|r^0\|_H} \leq 2 \left( \frac{\Gamma - \gamma}{\Gamma + \gamma} \right)^{k/2},
\]

(2.8)

where \( \gamma, \Gamma \) are the constants in Definition 2, which are related to the bounds on the eigenvalues as given in Remark 2.

Algorithm 2: Generalized Minimum Residual (GMRES). If \( A \approx_H B \) the GMRES algorithm converges with respect to \( \langle \cdot, \cdot \rangle_H \) in a number of iterations independent of \( n \). Moreover, the residuals satisfy [15], [40, Thm 6.7]

\[
\frac{\|r^k\|_H}{\|r^0\|_H} \leq \left( 1 - \frac{\gamma^2}{\Gamma^2} \right)^{k/2},
\]

(2.9)

where \( \gamma, \Gamma \) are the constants in Definition 3.

Remark 3 It is well-known that the bounds on the convergence of MINRES and GMRES can be shown to be pessimistic in certain applications. In such situations, they still describe convergence independent of \( n \), albeit in an asymptotic sense.

In the following, we will establish sufficient conditions for norm and FOV-equivalence with respect to the \( H \)-norm for left preconditioning, and \( H^{-1} \)-norm for right preconditioning. Since left preconditioning changes the residuals (and thus the norm) in the iteration, while right preconditioning leaves them unchanged, the question arises as to what norm to consider for convergence. It can be shown that the natural norm for convergence for finite element problems is \( \| \cdot \|_{H^{-1}} \), and that left preconditioning also leads to minimization with respect to this norm, provided the preconditioner is norm-equivalent to the matrix norm. These issues are considered in [25], [24], [35], [1] for symmetric problems and in [3], [2] for nonsymmetric problems.

We end this section with some useful characterizations of preconditioners in terms of norm and FOV-equivalence, for problems for which (1.2) are satisfied.

2.3 Norm-equivalent preconditioners

Norm-equivalence is inherent in the stability requirements (1.2), as the following result demonstrates.

Lemma 4 Let (1.2) hold. Then

\[ H \sim_{H^{-1}} K, \quad H^{-1} \sim_H K^{-1}. \]

In particular,

\[
\|H^{-1}K\|_H = \|KH^{-1}\|_{H^{-1}} \leq C_1,
\]

(2.10a)

\[
\|K^{-1}H\|_H = \|HK^{-1}\|_{H^{-1}} \leq C_2^{-1}.
\]

(2.10b)
Proof Using (1.2a) and (2.5) we get
\[
C_1 \geq \max_{v,w \in \mathbb{R}^n \setminus \{0\}} \frac{w^tKv}{\|w\|_H \|v\|_H} = \|K\|_{H^{-1},H}
\]
and bound (2.10a) follows from (2.4). Likewise, (1.2b) and (2.7) give
\[
C_2 \leq \min_{v \in \mathbb{R}^n \setminus \{0\}} \max_{w \in \mathbb{R}^n \setminus \{0\}} \frac{w^tKv}{\|v\|_H \|w\|_H} = (\|K^{-1}\|_{H^{-1},H})^{-1}
\]
and (2.10b) follows similarly. □

The previous result can be used to characterize a general class of preconditioners.

**Theorem 5** Let (1.2) hold and assume \(P \in \mathbb{R}^{n \times n}\) satisfies
\[
P \sim_{H^{-1}} H.
\]
Then
\[
P \sim_{H^{-1}} K, \quad P^{-1} \sim_H K^{-1}.
\]

Proof Since \(P \sim_{H^{-1}} H\) is equivalent to \(P^{-1} \sim_H H^{-1}\), the result follows from the transitivity property of \(\sim_H\) and \(\sim_{H^{-1}}\) and Lemma 4. □

**Remark 4** The result of Lemma 4 establishes mesh-independent bounds on the condition number of \(H^{-1}K\) and \(KH^{-1}\) with respect to the natural norm of the problem and its dual. Theorem 5 states that if \(P\) and \(H\) are \(H\)-equivalent then \(P\) will be a useful left or right preconditioner for \(K\) in a suitable norm.

### 2.4 FOV-equivalent preconditioners

If requirement (1.2b) is replaced by the stronger relation
\[
\min_{v \in \mathbb{R}^n \setminus \{0\}} \frac{v^tKv}{\|v\|_H^2} \geq C_3, \tag{2.11}
\]
we can prove similar statements about FOV-equivalence. We note here that this condition arises quite naturally in mixed finite element formulations and is not a stringent requirement.

**Theorem 6** Let (1.2a), (2.11) hold. Then
\[
K \approx_{H^{-1}} H.
\]

Proof We have
\[
\frac{\langle x, KH^{-1}x \rangle_{H^{-1}}}{\langle x, x \rangle_{H^{-1}}} = \frac{x^tKx}{x^tHx} \geq C_3 \quad \text{(using (2.11))}
\]
and \(\|KH^{-1}\|_{H^{-1}} < C_1\) (cf. proof of Lemma 4). Thus, \(K \approx_{H^{-1}} H\). □
3 Saddle-point preconditioners

In the following we consider saddle-point problems for which \( K \) has the block structure

\[
K = \begin{pmatrix} F & B^t \\
B & 0 \end{pmatrix},
\]

and conditions (1.2) are satisfied and where \( F \) is in general non-symmetric. The norm \( || \cdot ||_H : \mathbb{R}^n \) is defined as in (1.4) and defines the symmetric and positive-definite matrix

\[
H = \begin{pmatrix} H_1 & 0 \\
0 & H_2 \end{pmatrix}.
\]

Before we prove the main results we need to establish the following results.

3.1 Some useful results

In the following we denote by \( S \) the Schur complement of \( F \) in \( K \)

\[
S = BF^{-1}B^t.
\]

Lemma 7 Let (1.2) hold. Then

\[
||F||_{H_1,H_1^{-1}} \leq C_1, \quad ||B||_{H_1,H_2^{-1}} \leq C_1, \quad ||S^{-1}||_{H_2^{-1},H_2} \leq C_2^{-1},
\]

and

\[
\min_{q \in \mathbb{R}^n \setminus \{0\}} \frac{||B^t q||_{H_1^{-1}}}{||q||_{H_2}} = \min_{q \in \mathbb{R}^n \setminus \{0\}} \max_{z \in \mathbb{R}^n \setminus \{0\}} \frac{q^t B z}{||z||_{H_1} ||q||_{H_2}} \geq C_2.
\]

Proof From (2.4) with \( H = H_1 = H_2, M = K \) and Lemma 4, \( ||H^{-1/2}KH^{-1/2}||_{l_2} = ||H^{-1}K||_H \leq C_1 \) from which it follows that the \( l_2 \)-norms of each block of

\[
H^{-1/2}KH^{-1/2} = \begin{pmatrix}
H_1^{-1/2} F H_1^{-1/2} & H_1^{-1/2} B H_1^{-1/2} \\
H_2^{-1/2} B H_1^{-1/2} & 0
\end{pmatrix}
\]

are bounded by \( C_1 \) and the bounds on \( ||F||_{H_1,H_1^{-1}} \) and \( ||B||_{H_1,H_2^{-1}} \) follow using (2.4). Likewise, \( ||H^{1/2} K^{-1} H^{1/2}||_{l_2} \leq C_2^{-1} \) and the bound on the Schur complement follows similarly by noting that the inverse of \( K \) is given by

\[
K^{-1} = \begin{pmatrix}
F^{-1} (F - B^t S^{-1} B) F^{-1} & F^{-1} B^t S^{-1} \\
S^{-1} B F^{-1} & -S^{-1}
\end{pmatrix}.
\]

Finally, the last bound follows from (1.2b) and Lemma 1. Since for all \( v \in \mathbb{R}^n \setminus \{0\} \)

\[
C_2 \leq \max_{w \in \mathbb{R}^n \setminus \{0\}} \frac{w^t K v}{||v||_H ||w||_H}
\]
the choice $v^t = (0, q^t)$ yields after setting $w^t = (z^t, r^t)$

$$C_2 \leq \max_{z^t} \frac{z^t B^t q}{\|z^t\|_{H_1} + \|r^t\|_{H_2}^{1/2}} \|q\|_{H_2}$$

$$= \max_{z \in \mathbb{R}^n \setminus \{0\}} \frac{z^t B^t q}{\|z\|_{H_1} \|q\|_{H_2}}$$

for all $q \in \mathbb{R}^n \setminus \{0\}$.

\[\square\]

**Lemma 8** Let (1.2) hold. If there exists a constant $C_3$ independent of $n$ such that

$$x^t F x \geq C_3 \|x\|_{H_1}^2 \quad \forall \; x \in \mathbb{R}^{m \times n_1}$$

(3.2)

then

$$S \approx_{H_2^{-1}} H_2.$$ 

**Proof** Since Lemma 7 provides the bound

$$\|H_2 S^{-1}\|_{H_2^{-1}} = \|S^{-1}\|_{H_2^{-1}, H_2} \leq C_2^{-1}$$

we only need to find a bound on

$$\frac{\langle x, SH_2^{-1} x \rangle_{H_2^{-1}}}{\langle x, x \rangle_{H_2^{-1}}} = \frac{x^t S x}{x^t H_2 x}.$$ 

We have

$$\min_{x \in \mathbb{R}^{m \times n_2} \setminus \{0\}} \frac{x^t B F^{-1} B^t x}{x^t H_2 x} = \min_{x \in \mathbb{R}^{m \times n_2} \setminus \{0\}} \frac{x^t B F^{-1} B^t x}{x^t B H_1^{-1} B^t x} \frac{x^t B H_1^{-1} B^t x}{x^t H_2 x}$$

$$\geq \min_{y \in \mathbb{R}^{n_2} \setminus \{0\}} \frac{y^t F^{-1} y}{y^t H_1^{-1} y} \min_{x \in \mathbb{R}^{m \times n_2} \setminus \{0\}} \frac{\|B x\|_{H_2}^2}{\|x\|_{H_2}^2}$$

$$\geq C_2^{-1} \min_{y \in \mathbb{R}^{n_2} \setminus \{0\}} \frac{y^t F^{-1} y}{y^t H_1^{-1} y} \frac{\|B y\|_{H_2}^2}{\|y\|_{H_2}^2}.$$

Now, (1.2) imply (1.5a) which together with (3.2) implies that $F \approx_{H_1^{-1}} H_1$. Let

$$H_F = (F + F^t)/2, S_F = (F - F^t)/2.$$ 

Since $x^t F x = x^t H_F x$, the FOV-equivalence of $F$ and $H_1$ implies that

$$C_3 \leq \frac{x^t H_F x}{x^t H_1 x} \leq C_1.$$ 

Hence

$$\frac{y^t F^{-1} y}{y^t H_1^{-1} y} = \frac{y^t F^{-1} y}{y^t H_F^{-1} y} \cdot \frac{y^t H_F^{-1} y}{y^t H_1^{-1} y} \geq C_1^{-1} \min_{y \in \mathbb{R}^{n_2} \setminus \{0\}} \frac{y^t F^{-1} y}{y^t H_F^{-1} y} \geq C_1^{-1} \min_{z \in \mathbb{R}^n \setminus \{0\}} \frac{z^t \tilde{F}^{-1} z}{z^t z},$$

where $\tilde{F} = I + \tilde{N}, \tilde{N} = H_F^{-1/2} S_F H_F^{-1/2}$. Since $\tilde{F}$ (and thus $\tilde{F}^{-1}$) is a normal matrix, its field of values is the convex hull of its eigenvalues ([27, p. 11]). Hence,

$$\min_{y \in \mathbb{R}^{n_2} \setminus \{0\}} \frac{y^t \tilde{F}^{-1} y}{y^t y} = \min_k \frac{1}{\lambda_k(\tilde{F})} = \min_k \frac{1}{1 + \lambda_k(\tilde{N})} = \frac{1}{\max_k |\lambda_k(\tilde{F})|^2}$$
and since
\[ \max_k \left| \lambda_k(\tilde{F}) \right| \leq \| \tilde{F} \|_2 = \| H_F^{-1/2} F H_F^{-1/2} \|_2 \leq \| H_1^{-1/2} F H_1^{-1/2} \|_2 \| F \|_2 (H_F^{-1/2} H_1^{-1/2}) \leq C_1 \left( \frac{C_1}{C_3} \right)^{1/2} \]
the result follows
\[ \frac{\langle x, S H_2^{-1} x \rangle_{H_2^{-1}}}{\langle x, x \rangle_{H_2^{-1}}} \geq C_3 C_2^2 / C_1^4, \]
and the proof is complete. \( \Box \)

**Remark 5** The last bound in the previous lemma can be improved to \( C_2^2 / C_1^2 \) if the matrix \( H_1 \) is the symmetric part of \( F \): \( H_1 = H_F \). This situation is common and the bound can be shown to be tight in some applications (see section 4).

A natural question to ask is under what conditions the equivalence of the Schur complement \( S \) to the norm \( H_2 \) is preserved when \( F \) is replaced with some approximation \( \tilde{F} \). The answer is provided below.

**Lemma 9** Let (1.2) hold, and let \( \tilde{F} \approx_{H_1^{-1}} H_1 \). Then \( \tilde{S} = B \tilde{F}^{-1} B^t \) satisfies
\[ \tilde{S} \approx_{H_2^{-1}} H_2. \]

**Proof** Since (1.2) hold, conditions (1.5b), (1.5d) will hold. On the other hand, \( \tilde{F} \approx_{H_1^{-1}} H_1 \), and thus (1.5a) and (1.6) (and therefore (1.5c)) will hold for \( \tilde{F} \). Hence the stability conditions (1.5) are satisfied for matrices \( \tilde{F}, B \). It follows that
\[ \tilde{K} = \begin{pmatrix} \tilde{F} & B^t \\ B & 0 \end{pmatrix} \]
satisfies (1.2). Hence, the results of Lemma 8 apply with \( F \) replaced by \( \tilde{F} \). \( \Box \)

In the following discussion, we will consider three preconditioners based on the structure of \( K \):
\[ P_C = \begin{pmatrix} P_1 & 0 \\ 0 & P_2 \end{pmatrix}, \quad P_L = \begin{pmatrix} P_1 & 0 \\ B & P_2 \end{pmatrix}, \quad P_R = \begin{pmatrix} P_1 & B^t \\ 0 & P_2 \end{pmatrix}. \quad (3.3) \]

We are interested in finding necessary and sufficient conditions for these preconditioners to lead to solution algorithms with convergence independent of \( n \). More precisely, we would like to characterize norm and FOV'-equivalence to \( K \) of our preconditioners. We remark here that we only need describe norm-equivalence to \( H \) of our preconditioners (cf. Theorem 5).
3.2 Norm-equivalent preconditioners

The characterization of norm-equivalence for the above preconditioners is straightforward.

**Theorem 10** Let (1.2) hold and let \( P \in \{P_C, P_L, P_R\} \). Then \( P \sim_{H^{-1}} K \) if

\[
P_1 \sim_{H_L^{-1}} H_1 \quad \text{and} \quad P_2 \sim_{H_R^{-1}} H_2.
\]

**Proof** By Lemma 4, \( K \sim_{H^{-1}} H \). Hence, by the transitivity of \( \sim_{H^{-1}} \) we only need to show \( P \sim_{H^{-1}} H \). Since the case \( P = P_C \) is trivial, we will prove the result for \( P_L \) first.

Assume that \( P_i \sim_{H_i^{-1}} H_i, \ i = 1, 2 \), i.e. that

\[
||H_i^{-1}P_i||_{H_i} \leq \Gamma_i, \quad ||P_i^{-1}H_i||_{H_i} \leq \gamma_i, \quad i = 1, 2.
\]

Since

\[
H^{-1/2}P_LH^{-1/2} = \begin{pmatrix}
H_1^{-1/2}P_1H_1^{-1/2} & 0 \\
H_2^{-1/2}BP_2^{-1/2} & H_2^{-1/2}P_2^{-1/2}
\end{pmatrix}
\]

we get using Lemma 7 and the equivalence \( P_i \sim_{H_i^{-1}} H_i, i = 1, 2 \),

\[
||H^{-1/2}P_LH^{-1/2}||_{L_2} \leq ||H_1^{-1/2}P_1H_1^{-1/2}||_{L_2} + ||H_2^{-1/2}BP_2H_2^{-1/2}||_{L_2} = ||H_1^{-1}P_1||_{H_1} + ||B||_{H_1^{-1},H_2^{-1}} + ||H_2^{-1}P_2||_{H_2} \leq \Gamma_1 + C_1 + \Gamma_2.
\]

Similarly, since

\[
H^{1/2}P_L^{-1}H^{1/2} = \begin{pmatrix}
H_1^{1/2}P_1^{-1}H_1^{1/2} & 0 \\
-H_2^{1/2}BP_2^{-1}H_1^{1/2} & H_2^{1/2}P_2^{-1}H_1^{1/2}
\end{pmatrix}
\]

\[
||H^{1/2}P_L^{-1}H^{1/2}||_{L_2} \leq ||H_1^{1/2}P_1^{-1}H_1^{1/2}||_{L_2} + ||H_2^{1/2}BP_2^{-1}H_1^{1/2}||_{L_2} + ||H_2^{1/2}P_2^{-1}H_2^{1/2}||_{L_2} = ||P_1^{-1}H_1||_{H_1} + ||P_1^{-1}BP_1^{-1}||_{H_1^{-1},H_2} + ||P_2^{-1}H_2||_{H_2} \leq \gamma_1 + \gamma_2 + ||P_1^{-1}||_{H_1^{-1},H_1}||B||_{H_1^{-1},H_2^{-1}} + ||P_2^{-1}||_{H_2^{-1},H_2} \leq \gamma_1 + \gamma_2 + \gamma_1\gamma_2 C_1.
\]

The proof for \( P_R \) follows in a similar fashion. \( \Box \)

3.3 **FOV-equivalent preconditioners**

In this section we consider only two block preconditioners of the form

\[
P_L = \begin{pmatrix}
P_1 & 0 \\
B & -\rho^{-1}P_2
\end{pmatrix}, \quad P_R = \begin{pmatrix}
P_1 & B^t \\
0 & -\rho^{-1}P_2
\end{pmatrix}.
\]

As before, if we wish to establish **FOV**-equivalence of our preconditioners to the system matrix we require a slightly stronger version of the coercivity requirements. In particular,
we still assume that (1.2) hold but also require that the coercivity condition (3.2) hold for $F$.

As before, let $S = BF^{-1}B^t$ denote the Schur complement of $F$ in $K$. Assuming we can invert $F$ exactly we obtain the following characterization of $\mathcal{FOV}$-equivalence for the above preconditioners.

**Theorem 11** Let (1.2), (3.2) hold. Let $P_L$ be defined as in (3.4) with $P_1 = F$. If

$$P_2^{-1} \cong_{H_2} S^{-1}$$

then there exists $\rho_0 > 0$ such that

$$P_L^{-1} \cong_{H} K^{-1}$$

for all $\rho \geq \rho_0$.

**Proof** Since $P_2^{-1} \cong_{H_2} S^{-1}$ there exist constants $\beta_1, \beta_2$ such that

$$\beta_1 \leq \frac{\langle x, P_2^{-1}S \rangle_{H_2}}{\langle x, x \rangle_{H_2}} \leq \beta_2.$$  \hfill (35)

Since

$$P_L^{-1}K = \begin{pmatrix} I & F^{-1}B^t \\ 0 & \rho P_2^{-1}S \end{pmatrix}$$

we need to show that

$$\gamma \begin{pmatrix} x \\ y \end{pmatrix}^t \begin{pmatrix} H_1 & 0 \\ 0 & H_2 \end{pmatrix} \begin{pmatrix} x \\ y \end{pmatrix} \leq \gamma \begin{pmatrix} x \\ y \end{pmatrix}^t \begin{pmatrix} H_1 & H_1F^{-1}B^t \\ 0 & \rho H_2P_2^{-1}S \end{pmatrix} \begin{pmatrix} x \\ y \end{pmatrix} \leq \Gamma \begin{pmatrix} x \\ y \end{pmatrix}^t \begin{pmatrix} H_1 & 0 \\ 0 & H_2 \end{pmatrix} \begin{pmatrix} x \\ y \end{pmatrix}.$$  \hfill (36)

Now, the results of Lemmas 7, 8 give

$$\|H_1F^{-1}B\|_{H_2,H_1^{-1}} \leq \|B\|_{H_2,H_1^{-1}}\|H_1F^{-1}\|_{H_1^{-1},H_1^{-1}} \leq C_1C_3^{-1}.$$  \hfill (37)

Hence, using (2.5) we get for all $x \in \mathbb{R}^{n_1 \times n_1}, y \in \mathbb{R}^{n_2 \times n_2}$

$$|x^tH_1F^{-1}B^ty| \leq C_1C_3^{-1}\|x\|_{H_1}\|y\|_{H_2}.$$  \hfill (38)

Thus, using (3.5), (3.6) we obtain

$$x^tH_1x + x^tH_1F^{-1}B^ty + \rho y^tH_2P_2^{-1}Sy \leq x^tH_1x + C_1C_3^{-1}\|x\|_{H_1}\|y\|_{H_2} + \rho \beta_2\|y\|_{H_2}^2$$

Thus, the upper bound follows immediately with $\Gamma^2 = \max \{1, \beta_2\} + \frac{1}{2}C_1C_3^{-1}$.

To obtain the lower bound we set $z^t = (x^t, y^t)$ and note that (using (3.5), (3.6),)

$$z^tHP_L^{-1}Kz \geq \|x\|_{H_1}^2 + \rho \beta_1\|y\|_{H_2}^2 - |x^tH_1F^{-1}B^ty|$$

$$\geq \|x\|_{H_1}^2 + \rho \beta_1\|y\|_{H_2}^2 - C_1C_3^{-1}\|x\|_{H_1}\|y\|_{H_2}$$

$$\geq \frac{1}{2}(\|x\|_{H_1}^2 + \|y\|_{H_2}^2)$$

provided $\rho \geq \rho_0 := \frac{1 + (C_1C_3^{-1})^2}{2\beta_1}$. \hfill $\square$
A similar result holds for $P_R$.

**Theorem 12** Let (1.2), (3.2) hold. Let $P_R$ be defined as in (3.4) with $P_1 = F$. If

$$S \approx_{H^{-1}} P_2$$

then there exists $\rho_0 > 0$ such that

$$K \approx_{H^{-1}} P_R$$

for all $\rho \geq \rho_0$.

The previous two theorems indicate that if the inverse of $F$ is available all that is necessary is to approximate the Schur complement in the sense of $FOV$-equivalence. However, the inverse of $F$ may not be readily available in practice and its action may need to be approximated. The subsequent discussion considers this possibility.

For the general choices of preconditioners $P_L, P_R$ defined in (3.4) the preconditioned system matrix becomes

$$P_L^{-1} K = \begin{pmatrix} P_1^{-1} F & P_1^{-1} B^t \\ \rho P_2^{-1} B (P_1^{-1} F - I) & \rho P_2^{-1} \hat{S} \end{pmatrix}, \quad KP_R^{-1} = \begin{pmatrix} FP_1^{-1} & \rho (FP_1^{-1} - I) B^t P_2^{-1} \\ BP_1^{-1} & \rho \hat{S} P_2^{-1} \end{pmatrix}$$

(3.7)

where $\hat{S} = BP_1^{-1} B^t$.

**Theorem 13** Let (1.2), (3.2) hold. Let $P_L$ be defined as in (3.4) and let

$$P_1^{-1} \approx_{H_1} F^{-1}, \quad P_2^{-1} \approx_{H_2} \hat{S}^{-1}.$$

Then there exists $\rho_0 > 0$ such that

$$P_L^{-1} \approx_{H} K^{-1}$$

for all $\rho \geq \rho_0$ provided

$$\|P^{-1} F - I\|_{H_1} \leq 1/\rho_0.$$

**Proof** Since $P_1^{-1} \approx_{H_1} F^{-1}, P_2^{-1} \approx_{H_2} \hat{S}^{-1}$, there exist constants $\alpha_1, \alpha_2, \beta_1, \beta_2$ such that

$$\alpha_1 \leq \frac{\langle x, P_1^{-1} F x \rangle_{H_1}}{\langle x, x \rangle_{H_1}}, \quad \|P_1^{-1} F\|_{H_1} \leq \alpha_2, \quad \beta_1 \leq \frac{\langle x, P_2^{-1} \hat{S} x \rangle_{H_2}}{\langle x, x \rangle_{H_2}}, \quad \|P_2^{-1} \hat{S}\|_{H_2} \leq \beta_2.$$  

(3.8)

On the other hand, the equivalence $P_1^{-1} \approx_{H_1} F^{-1}$ implies that $\hat{S} \approx_{H_2^{-1}} H_2$ (Lemma 9) and hence $P_2 \approx_{H_2^{-1}} H_2$ by transitivity; in particular,

$$\|P_2^{-1}\|_{H_2^{-1}, H_2} \leq \beta_2 C_1 C_3^{-1}$$  

(cf. Lemma 8).
We prove the result for the preconditioned system matrix given in (3.7) with \( \rho = \rho_0 \), with \( \rho_0 \) to be specified later. The result will follow for all \( \rho \geq \rho_0 \) in an obvious way. We need to establish the following bounds

\[
\gamma \leq \begin{pmatrix} x^t & \frac{H_1 P_1^{-1} F}{\rho_0 H_2 P_2^{-1} B (P_1^{-1} F - I)} & \frac{H_1 P_1^{-1} B^t}{\rho_0 H_2 P_2^{-1} \hat{S}} \end{pmatrix} \begin{pmatrix} x \\ y \\ y \end{pmatrix} \leq \Gamma
\]

We have

\[
\rho_0 \| H_2 P_2^{-1} B (P_1^{-1} F - I) \|_{H_1 H_2^{-1}} \leq \rho_0 \|(P_1^{-1} F - I)\|_{H_1} \|B\|_{H_1 H_2^{-1}} \|H_2 P_2^{-1}\|_{H_2^{-1}} \leq C_1 \|P_2^{-1}\|_{H_2^{-1}},
\]

where we used \( \|(P_1^{-1} F - I)\|_{H_1} \leq 1/\rho_0 \). Thus,

\[
\rho_0 \| y^t H_2 P_2^{-1} B (P_1^{-1} F - I) x \| \leq \beta_2 C_1^3 C_3^{-1} \|x\|_{H_1} \|y\|_{H_2}
\]

Similarly we find

\[
\| H_1 P_1^{-1} B^t \|_{H_2 H_1^{-1}} \leq \|B^t\|_{H_2 H_1^{-1}} \|P_1^{-1} F\|_{H_1 H_1^{-1}} \|P_1^{-1} F\|_{H_1 H_1^{-1}} \leq C_1 C_3^{-1} \alpha_2
\]

so that

\[
\| x^t H_1 P_1^{-1} B^t y \| \leq C_1 C_3^{-1} \alpha_2 \|x\|_{H_1} \|y\|_{H_2}
\]

and since \( \|P_2^{-1} \hat{S}\|_{H_2} \leq \beta_2 \),

\[
\| y^t H_2 P_2^{-1} \hat{S} y \| \leq \beta_2 \|y\|_{H_2}^2.
\]

Setting \( z^t = (x^t, y^t) \) we have

\[
z^t H P_L^{-1} K z = x^t H_1 P_1^{-1} F x + y^t H_1 P_1^{-1} B^t y + \rho_0 y^t H_2 P_2^{-1} B (P_1^{-1} F - I) x + \rho_0 y^t H_2 P_2^{-1} \hat{S} y
\]

and therefore

\[
z^t H P_L^{-1} K z \leq \alpha_2 \|x\|^2_{\tilde{H}_1} + (C_1 C_3^{-1} \alpha_2 + \beta_2 C_1^3 C_3^{-1}) \|x\|_{H_1} \|y\|_{H_2} + \rho_0 \beta_2 \|y\|_{H_2}^2
\]

and

\[
z^t H P_L^{-1} K z \geq \alpha_1 \|x\|^2_{\tilde{H}_1} - (C_1 C_3^{-1} \alpha_2 + \beta_2 C_1^3 C_3^{-1}) \|x\|_{H_1} \|y\|_{H_2} + \rho_0 \beta_1 \|y\|_{H_2}^2
\]

Hence, the lower bound follows with \( \gamma = \frac{1}{2} \alpha_1 \), provided we take \( \rho_0 = \frac{(C_1 C_3^{-1} \alpha_2 + \beta_2 C_1^3 C_3^{-1})^2 + \alpha_2^2}{2 \alpha_1 \beta_1} \)

and the upper bound follows with \( \Gamma^2 = \max \{\alpha_2, \rho_0 \beta_2\} + \frac{1}{2} (C_1 C_3^{-1} \alpha_2 + \beta_2 C_1^3 C_3^{-1}) \)

\( \square \)

Finally, we have a similar result for the right preconditioner \( P_R \).
Theorem 14 Let (1.2), (3.2) hold. Let $P_R$ be defined as in (3.4) and let

$$F \approx_{H^{-1}} P_1, \quad \hat{S} \approx_{H^{2-1}} P_2.$$ 

Then there exists $\rho_0 > 0$ such that

$$K \approx_{H^{-1}} P_R$$

for all $\rho \geq \rho_0$ provided

$$\|FP^{-1}_R - I\|_{H^{-1}} \leq 1/\rho_0.$$  

4 Applications

The analysis of section 3 was motivated by the need to describe convergence for nonsymmetric preconditioned techniques for saddle-point problems; let us start, though, with some remarks concerning the symmetric case.

When $K$ is symmetric, an optimal preconditioner is the matrix norm (or some approximation of it) as described by the previous theory. This is the preconditioner considered in all applications we know of. Moreover, since MINRES is the solver of choice for symmetric indefinite problems, the analyses presented in the literature address the distribution of eigenvalues of the symmetrically preconditioned system $H^{-1/2}KH^{-1/2}$. This is contained in our analysis in the form of Lemma 4 which showed that

$$\begin{align*}
\|H^{-1/2}KH^{-1/2}\|_2 &= \|H^{-1}K\|_H \leq C_1, \\
\|H^{1/2}K^{-1}H^{1/2}\|_2 &= \|HK^{-1}\|_{H^{-1}} \leq C_2^{-1}.
\end{align*}$$

By Remark 2, the moduli of the eigenvalues are bounded from below and above by $C_2$ and $C_1$, respectively. Thus, a general convergence result takes the form (cf. (2.8))

$$\frac{\|\hat{x}^k\|_2}{\|\hat{x}_0\|_2} \leq 2 \left(\frac{C_1 - C_2}{C_1 + C_2}\right)^{k/2}$$

where $\hat{x}^k = H^{-1/2}x^k$. Thus, convergence is independent of $n$ and is measured in the natural norm, $\|\cdot\|_{H^{-1}}$. This, or similar results appear in almost all analyses of preconditioners for symmetric and indefinite saddle-point problems [7], [42], [5], [43], [41], [8], [4] etc. We refer the reader to these references for numerical results.

4.1 Example: Navier-Stokes flow

The application we investigate in this section comes from the Picard linearization of the Navier-Stokes equations. The formulation of the problems is as follows.

Let $\Omega \subset \mathbb{R}^2$ be a bounded domain with boundary $\Gamma$. The Navier–Stokes equations with Dirichlet boundary conditions read

$$-\nu \Delta u + (u \cdot \nabla)u + \nabla p = f \quad \text{in } \Omega$$

$$u \cdot n = 0 \quad \text{in } \Omega,$$

$$u = u^* \quad \text{on } \Gamma,$$
where $\nu$ is the viscosity parameter, $\mathbf{u}$ is the velocity and $p$ the pressure.

A simple solution method involves linearizing (4.1) using a Picard, or fixed point, iteration. This leads to a sequence of linear problems; thus, at each Picard step we need to solve an Oseen problem of the form

$$
-\nu \Delta \mathbf{u} + (\mathbf{b} \cdot \nabla)\mathbf{u} + \nabla p = \mathbf{f} \quad \text{in } \Omega, \\
\frac{\partial \mathbf{u}}{\partial n} = 0 \quad \text{in } \Omega, \\
\mathbf{u} = \mathbf{u}^* \quad \text{on } \Gamma,
$$

(4.2a) (4.2b) (4.2c)

where $\mathbf{b}$ is the approximation to $\mathbf{u}$ obtained in the previous Picard step.

A mixed formulation of problem (4.2) involves choosing appropriate spaces

$$
\mathbf{V} \subset H^1_0(\Omega)^2 = \{ \phi \in [H^1(\Omega)]^2 : \phi |_\Gamma = 0 \}, \quad P \subset L_0^2(\Omega) = \{ p \in L^2(\Omega) : \langle p, 1 \rangle = 0 \}
$$

for the velocity and pressure respectively and results in the following weak formulation

Given $\mathbf{f} \in [L^2(\Omega)]^2$, find $(\mathbf{u}, p) \in \mathcal{H} = \mathbf{V} \times P$ such that

$$
\mathcal{K}(\mathbf{u}, p; \mathbf{v}, q) = \mathcal{F}(\mathbf{v}, q) \quad \forall (\mathbf{v}, q) \in \mathcal{H},
$$

(4.3)

where

$$
\mathcal{K}(\mathbf{w}, r; \mathbf{v}, q) = \nu \langle \nabla \mathbf{w}, \nabla \mathbf{v} \rangle + \langle \mathbf{b} \cdot \nabla \mathbf{w}, \mathbf{v} \rangle - \langle r, \mathbf{v} \rangle - \langle q, \mathbf{v} \rangle
$$

(4.4)

and $\mathcal{F}$ is a linear functional on $\mathcal{H}$ given by

$$
\mathcal{F}(\mathbf{v}, q) = \langle \mathbf{f}, \mathbf{v} \rangle.
$$

Existence and uniqueness follow from the continuity and coercivity conditions of Babuška with respect to a suitable norm $\| \cdot \|_{\mathcal{H}}$

$$
|\mathcal{K}(\mathbf{w}, r; \mathbf{v}, q)| \leq C_1 \| \mathbf{w}, r \|_{\mathcal{H}} \| \mathbf{v}, q \|_{\mathcal{H}} \\
\sup_{(\mathbf{w}, r) \in \mathcal{H} \setminus \{0\}} \frac{\mathcal{K}(\mathbf{w}, r; \mathbf{v}, q)}{\| \mathbf{w}, r \|_{\mathcal{H}}} \geq C_2 \| \mathbf{v}, q \|_{\mathcal{H}} \\
\sup_{(\mathbf{v}, q) \in \mathcal{H} \setminus \{0\}} \frac{\mathcal{K}(\mathbf{w}, r; \mathbf{v}, q)}{\| \mathbf{v}, q \|_{\mathcal{H}}} \geq C_2 \| \mathbf{w}, r \|_{\mathcal{H}}
$$

(4.5a) (4.5b) (4.5c)

which lead to conditions (1.2). In particular, it can be shown that conditions (1.2) hold with respect to the discrete norm

$$
\| \mathbf{v}^h, p^h \|_{\mathcal{H}}^2 = \nu \| \nabla \mathbf{v}^h \|_{L^2(\Omega)}^2 + \| p^h \|_{L^2(\Omega)}^2 \quad (\mathbf{v}^h, p^h) \in \mathcal{H}_h \subset \mathcal{H}
$$

provided $\mathcal{H}_h = \mathbf{V}^h \times P^h$ is a suitable pair of finite element spaces. This choice of spaces leads to a linear system of equations with coefficient matrix of type (1.3); the corresponding discrete matrix-norms are a scaled discrete Laplacian ($H_1$) and a mass matrix ($H_2$).
Block-preconditioning techniques for this problem have already been considered in the literature [17], [31], [16], [18], [29], [33]. We discuss below some of the existing preconditioners and the corresponding analyses.

Elman and Silvester were the first to suggest in [17] block-preconditioners of type (3.4) where \( P_1 = F \) and \( P_2 = H_2/\nu \). Their analysis shows that the eigenvalues are in the left-half plane and that they are independent of the size of the problem \( n \). The same preconditioner was considered by Klawonn and Starke in [31]. Their analysis improved that of [17]; in particular, they showed that the \( H \)-field-of-values lies in the right-half plane and is independent of \( n \). All these results are confirmed by our analysis. In particular, Thms 11, 12 show that both the \( H \)- and the \( H^{-1} \)-fields of values are independent of \( n \) and lie in the right-half plane so that GMRES will converge with respect to the \( H \)- and respectively \( H^{-1} \)-norms with a convergence bound given by (2.9).

The above preconditioner, although mesh-independent in performance, has a dependence of order \( O(\nu^{-1}) \) on the number of iterations. Moreover, the mesh-independence ‘sets in’ at a relatively high number of iterations. This is explained by the fact that the preconditioning technique essentially tries to approximate a non-symmetric Schur complement with a symmetric preconditioner \( (H_2/\nu) \). As \( \nu \) reduces, the problem becomes more non-symmetric and the bound (2.9) deteriorates. An improved preconditioner of type (3.4) was introduced in [29]. As before, \( P_1 = F \), but \( P_2 \) is assembled on the pressure finite element space \( P^h \) and is defined via

\[
P_2^{-1} = H_2^{-1} F_p A_p^{-1}
\]

where \( F_p, A_p \) are the projections of the advection-diffusion and diffusion operators respectively onto the finite-element space. This preconditioner was analyzed in [33] where it is shown that the Schur complement is \( l_2 \)-norm equivalent to \( P_2 \). Since in this case the \( l_2 \)- and \( H_2 \)-norms are equivalent, there holds

\[
S \sim_{H_2^{-1}} P_2, \quad P_2^{-1} \sim_{H_2} S^{-1}
\]

so that we can apply Thm 10 to find that

\[
K \sim_{H} P_R, \quad P_L^{-1} \sim_{H} K^{-1}.
\]

This result implies that the eigenvalues are bounded independently of \( n \). Numerical results in the next section indicate that convergence also is bounded independently of \( n \); moreover, the dependence on the viscosity parameter is improved to \( O(\nu^{-1/2}) \). However, more descriptive GMRES bounds than (2.9) are necessary to account for improvements in behaviour with respect to parameters other than \( n \) (see also [18] for an eigenvalue analysis for this problem).

### 4.2 Numerical experiments

Our analysis indicates that convergence is independent of the size of the problem provided we have equivalent preconditioners and we work in a suitable norm. Preconditioning from
the left requires the $H$-norm, which is not expensive to implement; however, right preconditioning requires the $H^{-1}$-norm, which has to be approximated somehow. In the numerical experiments below we implement GMRES in both norms as well as in the standard $l_2$-norm. It turns out that convergence is similar in all three cases. While it is not obvious why the three versions of GMRES should be equivalent, we can use this empirical result to infer that our analysis leads to $l_2$-equivalent preconditioners. This is also consistent with the analytic results in [34], [23] and the experiments in [2], where the same equivalence is shown to hold for the case of scalar elliptic problems.

The test problem we chose is the regularized driven-cavity problem. The domain is the unit square with zero boundary conditions except for $u^*(x, y = 1) = 16x^2(1 - x)^2$ (cf. (4.2c)). The problem was solved for a range of viscosity parameters $\nu$ and mesh parameters $h$. The preconditioners we used were of type (3.4). The stopping criterion at each Picard step was of the form

$$\frac{\|F^k\|_h}{\|F^0\|_h} \leq \tau,$$

where $\|\cdot\|_h$ was the norm induced by the inner-product in which we implemented GMRES; $\tau = 10^{-3}$ was sufficient to advance the Picard iteration.

We first implemented a norm-equivalent preconditioner given by the choice $P_1 = F$ and $P_2$ as defined above in (4.6). Results for GMRES with respect to the inner-products $\langle \cdot, \cdot \rangle_{l_2}$, $\langle \cdot, \cdot \rangle_H$ with left preconditioning are shown in Tables 1, 2, respectively. As expected, the performance is indeed independent of the size of the problem. Furthermore, as mentioned above, the results are strikingly similar. The use of a different inner-product does not seem to affect the convergence of GMRES.

<table>
<thead>
<tr>
<th>$\nu$</th>
<th>1/10</th>
<th>1/20</th>
<th>1/40</th>
<th>1/80</th>
<th>1/160</th>
<th>1/320</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n = 2,467$</td>
<td>13.2</td>
<td>11.0</td>
<td>13.7</td>
<td>13.0</td>
<td>16.6</td>
<td>19.6</td>
</tr>
<tr>
<td>$9,539$</td>
<td>14.0</td>
<td>11.8</td>
<td>12.2</td>
<td>13.3</td>
<td>16.1</td>
<td>19.2</td>
</tr>
<tr>
<td>$37,507$</td>
<td>11.8</td>
<td>8.8</td>
<td>10.0</td>
<td>11.3</td>
<td>13.4</td>
<td>17.0</td>
</tr>
</tbody>
</table>

Table 1: GMRES in the $l_2$-inner product with left preconditioning: average iteration count over the Picard steps.

<table>
<thead>
<tr>
<th>$\nu$</th>
<th>1/10</th>
<th>1/20</th>
<th>1/40</th>
<th>1/80</th>
<th>1/160</th>
<th>1/320</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n = 2,467$</td>
<td>11.8</td>
<td>11.4</td>
<td>13.8</td>
<td>15.8</td>
<td>17.0</td>
<td>22.1</td>
</tr>
<tr>
<td>$9,539$</td>
<td>15.0</td>
<td>12.5</td>
<td>12.7</td>
<td>13.4</td>
<td>16.5</td>
<td>19.5</td>
</tr>
<tr>
<td>$37,507$</td>
<td>13.0</td>
<td>9.3</td>
<td>10.2</td>
<td>11.3</td>
<td>13.7</td>
<td>17.1</td>
</tr>
</tbody>
</table>

Table 2: GMRES in the $H$-inner product with left preconditioning: average iteration count over the Picard steps.

Similar results were obtained for GMRES with respect to the inner-products $\langle \cdot, \cdot \rangle_{l_2}$, $\langle \cdot, \cdot \rangle_H$ and right preconditioning as shown in Tables 3, 4.
\[ \nu = \begin{array}{cccccc}
1/10 & 1/20 & 1/40 & 1/80 & 1/160 & 1/320 \\
n = 2,467 & 16.0 & 12.4 & 17.6 & 19.9 & 29.0 & 37.4 \\
9,539 & 12.0 & 15.4 & 17.8 & 22.7 & 24.5 & 38.2 \\
37,507 & 12.5 & 14.25 & 19.0 & 23.16 & 28.7 & 34.1 \\
\end{array} \]

Table 3: GMRES in the $l_2$-inner product with right preconditioning: average iteration count over the Picard steps.

\[ \nu = \begin{array}{cccccc}
1/10 & 1/20 & 1/40 & 1/80 & 1/160 & 1/320 \\
n = 2,467 & 14.8 & 18.8 & 20.2 & 21.9 & 27.3 & 36.9 \\
9,539 & 15.5 & 18.2 & 18.2 & 21.4 & 25.4 & 31.1 \\
37,507 & 16.25 & 15 & 16 & 23.3 & 24.0 & 33.5 \\
\end{array} \]

Table 4: GMRES in the $H^{-1}$-inner product with right preconditioning: average iteration count over the Picard steps.

5 Conclusions

We presented a general analysis of block-preconditioning techniques for mixed finite element formulations of saddle-point problems. The analysis requires as hypothesis only the stability conditions of the mixed finite element formulation. The theoretical results confirm previous work in the literature and provide a tool for the design and analysis of preconditioners for other problems which afford a similar formulation. Moreover, our numerical experiments highlight the fact that, while the analysis is performed with respect to the natural norm of the problem, standard ($l_2$) implementations of GMRES appear to be equivalent. While it is not clear why such a remarkable equivalence should hold, we can nonetheless use it to our advantage to deduce that optimality with respect to the natural norm holds also with respect to the standard $l_2$-norm. We hope to address this issue in future research.
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