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Abstract: We study the geometric evolution of a nonconvex stone by
the wearing process via the partial differential equation methods. We use
the so-called level set approach to this geometric evolution of a set. We
establish a comparison theorem, an existence theorem, and some stability
properties of solutions of the partial differential equation arising in this
level set approach, and define the flow of a set by the wearing process via
the level set approach.
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1. Introduction

In this paper we study a mathematical model of the wearing process of a stone rolling
on beach via the PDE methods.

In [F] Firey proposed and studied a mathematical model of the wearing process of
such a stone in the case when it has a convex shape. In his model the motion of a stone
is described by the Gauss curvature flow. See, for instance, [A, C, CEI, H, T] for the
mathematical developments regarding the Gauss curvature flow.
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In [IM2, IM3] we extended Firey’s arguments to the case when the stone does not necessarily have a convex shape. The idea of our extension was very simple, which is explained as follows. Let \( V_t \subset \mathbb{R}^{n+1} \) be a stone at time \( t \) being worn due to hits of the bottom of the sea (or beach). In the model the bottom of the sea is supposed to be a hyperplane.

We look at the stone in a moving coordinates system for which the stone does not rotate and translate and, for each unit vector \( p \in \mathbb{R}^{n+1} \), we associate the hyperplane

\[
\pi(p) = \{ z \in \mathbb{R}^{n+1} \mid z \cdot p = 0 \},
\]

where \( z \cdot p \) denotes the Euclidean inner product of \( z \) and \( p \).

The set \( V_t \) evolves by loosing its volume near the point where it is hit by the hyperplane \( \pi(p) \) coming from the direction \( p \). Here the sentence “a point \( X \in V_t \) is hit by \( \pi(p) \) coming from the direction \( p \)” means that the half space

\[
X + \{ z \in \mathbb{R}^{n+1} \mid z \cdot p > 0 \}
\]

does not intersects with \( V_t \). In other words, part of the surface of a stone in our model which locates in a cavity of the stone does not evolve until it is exposed so that it can be hit by a hyperplane.

Three hypotheses in this model of the wearing process are imposed: (i) the probability of \( \pi(p) \) hitting the stone \( V_t \) is uniform with respect to the direction \( p \), (ii) the volume loss near a point \( X \in \partial V_t \) is proportional to how often the point \( X \) is hit by hyperplanes, and (iii) the total volume loss of the stone in a time period is proportional to the length of the time period. Moreover, it is imposed that, once \( V_t \) becomes empty at a time \( t_0 \) then \( V_t = \emptyset \) for all \( t > t_0 \).

In [IM2, IM3] we restricted ourselves to the case when the boundary of the stone \( V_t \) at time \( t \) is given by the graph of an evolving function, the case which corresponds to stones with infinite volume.
Our main purpose here is to remove this non-realistic (in applications) hypothesis that the boundary of stones is given by the graph of functions. This is carried out by adapting the level set approach (see [OS, CGG, ES]) to our model of the wearing process. One of main difficulties was in establishing the comparison assertion (see Theorem 2.6) for viscosity solutions of the partial differential equation arising in the level set approach, which has been resolved by reducing the problem to the case of evolving graphs. This idea has been employed successfully in [GG] in the study of a general planar anisotropic curvature flow. The PDE has a non-local factor which describes the “cavity” effect. This non-local effect resembles in its character which one encounters in a mathematical model of etching (see [AEI]).

The paper is organized as follows: In section 2, we recall the level set approach to Gauss curvature flow, then introduce the PDE in the level set approach to our model of the evolution of a set (stone) by wearing process, and state main results in this paper. The rest of the paper is devoted to the proof of the main results: in section 3, we establish our comparison theorem for (viscosity) solutions of the PDE in the level set approach and in section 4 we study stability properties of (viscosity) solutions of the PDE and then establish our existence theorem for the PDE. An elementary lemma is presented in the appendix which gives a representation formula for Gauss curvature of level sets of a function.

2. Level set approach and main results

We first recall the level set approach to the Gauss curvature flow.

Let \( \{V_t\}_{t \geq 0} \) be a collection of closed subsets \( V_t \) of \( \mathbb{R}^{n+1} \) parametrized by \( t \geq 0 \). The collection \( \{V_t\}_{t \geq 0} \) is called the generalized Gauss curvature flow issued from \( V_0 \) if there exists a function \( u \in C(\mathbb{R}^{n+1} \times [0, \infty)) \) which satisfies

\[
(2.1) \quad u_t(z, t) = G(Du(z, t), D^2u(z, t)) \quad \text{for} \ (z, t) \in \mathbb{R}^{n+1} \times (0, \infty)
\]

in the viscosity sense (see the definition in [IS], which is recalled below),

\[
V_t = \{(z, t) \in \mathbb{R}^{n+1} \times [0, \infty) \mid u(z, t) \leq 0\} \quad \text{for} \ t \geq 0,
\]

and for any \( \lambda \in \mathbb{R} \),

\[
(2.2) \quad \text{the set } \{(z, t) \mid u(z, t) \leq \lambda\} \subset \mathbb{R}^{n+2} \text{ is compact.}
\]
Here \( G : (\mathbb{R}^{n+1} \setminus \{0\}) \times \mathcal{S}^{n+1} \to \mathbb{R} \) is defined by

\[
G(p, X) = |p| \det_+ \left( |p|^{-1} (I - \overline{p} \otimes \overline{p}) X (I - \overline{p} \otimes \overline{p}) + \overline{p} \otimes \overline{p} \right)
\]

where \( \overline{p} = p/|p| \) and

\[
\det_+ A = \prod_{i=1}^{n+1} \max\{\lambda_i, 0\} \quad \text{for} \ A \in \mathcal{S}^{n+1},
\]

with \( \lambda_i \ (i = 1, \ldots, n+1) \) denoting the eigenvalues of the matrix \( A \).

Note (see Lemma A in the appendix) that for any \( \varphi \in C^2(\mathbb{R}^{n+1}) \), if \( V := \{ z \in \mathbb{R}^{n+1} \mid \varphi(z) \leq 0 \} \) is convex, \( 0 \in \partial V \), and \( D\varphi(0) \neq 0 \), then

the Gauss curvature of \( \partial V \) at \( 0 = |D\varphi(0)|^{-1} G(D\varphi(0), D^2\varphi(0)) \).

The choice of condition (2.2) is somewhat optional and it is put here in order to make sure the uniqueness of the solution of the Cauchy problem for (2.1). See Theorem 2.2 below.

In what follows, for convenience of notation, we write \( N = n + 1 \).

We introduce a class of functions \( u \) defined on \( \Omega \subset \mathbb{R}^N \times [0, \infty) \) by imposing a condition at infinity. The condition for \( u \) is stated as follows:

(A) for each \( T \in (0, \infty) \) and \( (z, t) \in \Omega \cap (\mathbb{R}^N \times [0, T]) \) there is a constant \( R > 0 \) such that for all \( (y, s) \in \Omega \cap (\mathbb{R}^N \times [0, T]) \), if \( |y| \geq R \), then \( u(y, s) \geq u(z, t) \).

Similarly, we introduce condition \((A)_0\) for functions \( u : \Omega \subset \mathbb{R}^N \to \mathbb{R} \):

\((A)_0\) for each \( z \in \Omega \) there is a constant \( R > 0 \) such that \( u(y) \geq u(z) \) for all \( y \in \Omega \setminus B(0, R) \).

For \( \Omega_0 \subset \mathbb{R}^N \) and \( \Omega \subset \mathbb{R}^N \times [0, \infty) \) we set

\[
U_0(\Omega_0) = \{ u \in C(\Omega_0) \mid u \text{ satisfies condition } (A)_0 \}, \quad U(\Omega) = \{ u \in C(\Omega) \mid u \text{ satisfies condition } (A) \}.
\]
Since $G(p, X)$ is singular for $p = 0$, the standard definition of viscosity solution (see [CIL]) is not good enough for (2.1). Following [IS], we recall a definition of viscosity solution which is appropriate to (2.1). We first introduce the set $A$ of admissible test functions. We define $\mathcal{F}$ as the set of those functions $f \in C^2([0, \infty))$ which satisfy
\[
f(0) = f'(0) = f''(0) = 0, \quad f''(r) > 0 \quad \text{for all } r > 0,
\]
\[
\lim_{p \to 0} |p|^{-1} f'(|p|) \max\{|G(p, I)|, |G(p, -I)|\} = 0,
\]
where the prime $'$ denotes the differentiation. This last condition can be phrased as
\[
\lim_{r \to 0} f'(r)r^{-N+1} = 0.
\]
Let $\Omega$ be an open subset of $\mathbf{R}^N \times (0, \infty)$. A function $\varphi \in C^2(\Omega)$ is called admissible in $\Omega$ if for each $(\hat{z}, \hat{t}) \in \Omega$ where $D\varphi$ vanishes, there is an $f \in \mathcal{F}$ such that
\[
|\varphi(z, t) - \varphi(\hat{z}, \hat{t}) - \varphi_t(\hat{z}, \hat{t})(t - \hat{t})| \leq f(|z - \hat{z}|) + o(|t - \hat{t}|) \quad \text{as } (z, t) \to (\hat{z}, \hat{t}).
\]
We denote by $\mathcal{A}(\Omega)$ the set of all admissible functions in $\Omega$.

We remark that the function $f \in C^\infty([0, \infty))$ defined by $f(r) = r^{N+1}$ belongs to $\mathcal{F}$ and the function $\varphi \in C^2(\mathbf{R}^N \times (0, \infty))$ defined by $\varphi(z, t) = f(|z - \hat{z}|)$ is an admissible function in $\mathbf{R}^N \times (0, \infty)$ for any $\hat{z} \in \mathbf{R}^N$.

It is convenient to define
\[
G(D\varphi(z, t), D^2\varphi(z, t)) = 0 \quad \text{if } D\varphi(z, t) = 0
\]
for all $\varphi \in \mathcal{A}(\Omega)$. With this notation, we consider the set of all those functions $\varphi \in \mathcal{A}(\Omega)$ for which the function: $(z, t) \mapsto G(D\varphi(z, t), D^2\varphi(z, t))$ is continuous on $\Omega$. We denote this set by $\mathcal{A}_0(\Omega)$. Note that for any $f \in \mathcal{F}$, $\hat{z} \in \mathbf{R}^N$, $\psi \in C^2(\mathbf{R})$, and $a \in \mathbf{R}$, if we set $\varphi(z, t) = af(|z - \hat{z}|) + \psi(t)$, then $\varphi \in \mathcal{A}_0(\Omega)$.

A function $u \in \text{USC}(\Omega)$ is called a viscosity subsolution of (2.1) in $\Omega$ if whenever $\varphi \in \mathcal{A}(\Omega)$, $(y, s) \in \Omega$, and $u - \varphi$ attains a local maximum at $(y, s)$, then
\[
\varphi_t(y, s) \leq G(D\varphi(y, s), D^2\varphi(y, s)).
\]

Similarly, a function $u \in \text{USC}(\Omega)$ is called a viscosity supersolution of (2.1) in $\Omega$ if whenever $\varphi \in \mathcal{A}(\Omega)$, $u - \varphi$ attains a local minimum at $(y, s) \in \Omega$, then
\[
\varphi_t(y, s) \geq G(D\varphi(y, s), D^2\varphi(y, s)).
\]
A function \( u \in C(\Omega) \) is called a viscosity solution of (2.1) in \( \Omega \) if it is both a viscosity subsolution and a viscosity supersolution of (2.1) in \( \Omega \).

It is an easy exercise to check that in the above definition of viscosity sub- and supersolutions we may replace \( A(\Omega) \) by \( A_0(\Omega) \).

A few of basic observations on the viscosity solutions of (2.1) are stated in the following theorem.

**Theorem 2.1.** (a) Let \( \theta \in C(\mathbb{R}) \) be a non-decreasing function and \( \Omega \) an open subset of \( \mathbb{R}^N \times (0, \infty) \). Then, if \( u \in \text{USC}(\Omega) \) (resp., \( v \in \text{LSC}(\Omega) \)) is a viscosity subsolution (resp., supersolution) of (2.1) in \( \Omega \), then so is the function \( \theta \circ u \) (resp., \( \theta \circ v \)).

(b) Let \( u, v \in \text{BUC}(\mathbb{R}^N \times [0, \infty)) \) be a viscosity subsolution and a viscosity supersolution of (2.1), respectively. Assume that \( u(z, 0) \leq v(z, 0) \) for all \( z \in \mathbb{R}^N \). Then \( u \leq v \) in \( \mathbb{R}^N \times [0, \infty) \).

(c) Let \( h \in \text{BUC}(\mathbb{R}^N) \). Then there is a viscosity solution \( u \in \text{BUC}(\mathbb{R}^N \times [0, \infty)) \) of (2.1) satisfying the initial condition

\[
(2.3) \quad u(z, 0) = h(z) \quad \text{for all } z \in \mathbb{R}^N.
\]

For a proof of the above theorem, see [IS].

The following result justifies this definition of the generalized Gauss curvature flow.

**Theorem 2.2.** (a) For any \( h \in \mathcal{U}_0(\mathbb{R}^N) \) there is a unique viscosity solution \( u \in \mathcal{U}(\mathbb{R}^N \times [0, \infty)) \) of (2.1) satisfying the initial condition (2.3).

(b) Let \( \lambda \in \mathbb{R} \) and \( u, \ v \in \mathcal{U}(\mathbb{R}^N \times [0, \infty)) \) be two viscosity solutions of (2.1). If

\[
(2.4) \quad \{ z \in \mathbb{R}^N \mid u(z, 0) \leq \lambda \} \subset \{ z \in \mathbb{R}^N \mid v(z, 0) \leq \lambda \},
\]

then

\[
(2.5) \quad \{ (z, t) \in \mathbb{R}^N \times [0, \infty) \mid u(z, t) \leq \lambda \} \subset \{ (z, t) \in \mathbb{R}^N \times [0, \infty) \mid v(z, t) \leq \lambda \}.
\]

It follows from the above theorem that for any compact set \( S \subset \mathbb{R}^N \), there is a unique generalized Gauss curvature flow \( \{ V_t \}_{t \geq 0} \) such that \( V_0 = S \). To see the existence, for a given compact set \( S \subset \mathbb{R}^N \) choose \( h \in \mathcal{U}_0 \) so that \( S = \{ z \in \mathbb{R}^N \mid h(z) \leq 0 \} \), apply Theorem 2.2, (a), to find a viscosity solution \( u \in \mathcal{U} \) satisfying the initial condition (2.3), and set \( V_t = \{ z \in \mathbb{R} \mid u(z, t) \leq 0 \} \) for \( t \geq 0 \). The uniqueness is an immediate consequence of Theorem 2.2, (b).
We remark that in [IS] the generalized Gauss curvature flow is defined even for noncompact initial sets $S$. However, we restrict ourselves to the case when initial sets are compact in order to make presentation simple.

Theorems 1.8 and 1.9 of [IS] contain an assertion similar to Theorem 2.2. However, there is a small difference in their formulations, and so we give below an outline how to get it from Theorem 2.1.

In the following arguments we use many ideas developed in [CGG, ES] without mentioning.

Outline of proof of Theorem 2.2. Observe that if $\theta \in C(\mathbb{R})$ is a non-decreasing function such that $\sup_{\mathbb{R}} \theta < \infty$, $h \in \mathcal{U}_0$, and $u \in \mathcal{U}$, then $\theta \circ h \in \text{BUC}(\mathbb{R}^N)$ and $\theta \circ u \in \text{BUC}(\mathbb{R}^N \times [0, \infty))$.

Proof of (b): Fix $\lambda \in \mathbb{R}$ and $u, v \in \mathcal{U}$ so that (2.4) holds. It is not hard to see that there are increasing functions $\theta_1, \theta_2 \in C(\mathbb{R})$ such that $\sup_{\mathbb{R}} \theta_1 + \theta_2 < \infty$, $\theta_1(\lambda) = \theta_2(\lambda)$, and $\theta_1 \circ u(z, 0) \geq \theta_2 \circ v(z, 0)$ for all $z \in \mathbb{R}^N$. Noting that $\theta_1 \circ u, \theta_2 \circ v \in \text{BUC}(\mathbb{R}^N \times [0, \infty))$, we conclude from Theorem 2.1, (b) that $\theta_1 \circ u \geq \theta_2 \circ v$ in $\mathbb{R}^N \times [0, \infty)$, from which follows (2.5).

Proof of (a): The uniqueness assertion is an immediate consequence of (b).

Fix any $h \in \mathcal{U}_0$. Fix an increasing function $\theta \in C(\mathbb{R})$ so that $\theta(\mathbb{R}) = (-\infty, 0)$. By virtue of Theorem 2.1, (c), there exists a viscosity solution $w \in \text{BUC}(\mathbb{R}^N \times [0, \infty))$ satisfying (2.3) with $h$ replaced by $\theta \circ h$.

Note that $\theta^{-1}$ is a continuous function on $(-\infty, 0)$. We intend to show that $w(z, t) < 0$ for all $(z, t) \in \mathbb{R}^N \times [0, \infty)$.

For this purpose, we set

$$
\varphi(z, t) = |z|^N + Nt \quad \text{for } (z, t) \in \mathbb{R}^N \times [0, \infty),
$$

and observe that $\varphi$ is a viscosity solution of (2.1).

Fix any $R > 0$ and $\varepsilon > 0$ and observe as well that the function

$$
\psi(z, t) := \varepsilon \min\{\varphi(z, t) - R, 0\}
$$

is a viscosity solution of (2.1). If $\varepsilon > 0$ is sufficiently small, then we have

$$
w(z, 0) \leq \psi(z, 0) \quad \text{for all } z \in \mathbb{R}^N,
$$
and hence, thanks to Theorem 2.1, (b), we get

\[ w(z,t) \leq \psi(z,t) \quad \text{for all } (z,t) \in \mathbb{R}^N \times [0, \infty). \]

That is, for any \( R > 0 \), if \( |z|^N + Nt < R \), then \( \psi(z,t) < 0 \) and \( w(z,t) < 0 \), which implies that \( w < 0 \) in \( \mathbb{R}^N \times [0, \infty) \).

Set \( u = \theta^{-1} \circ w \). Then \( u \in C(\mathbb{R}^N \times [0, \infty)) \) and \( u \) is a viscosity solution of (2.1).

We wish to show that \( u \in \mathcal{U} \). Fix any \( \lambda \in \mathbb{R} \). Let \( \varphi \) be the function defined above. Note that

\[
\{(z,t) \in \mathbb{R}^N \times [0, \infty) \mid u(z,t) \leq \lambda\} = \{(z,t) \in \mathbb{R}^N \times [0, \infty) \mid w(z,t) \leq \theta(\lambda)\}.
\]

We choose \( R > 0 \) so that

\[
\{z \in \mathbb{R}^N \mid h(z) \leq \lambda\} \subset B(0, R),
\]

and define \( \psi \in C(\mathbb{R}^N \times [0, \infty)) \) by

\[
\psi(z,t) = A \min \{\varphi(z,t) - (R + 1)^N, 0\} + \theta(\lambda), \quad \text{with } A > 0.
\]

If \( A \) is sufficiently large, then

\[
w(z,0) \geq \psi(z,0) \quad \text{for all } z \in \mathbb{R}^N,
\]

and then, by comparison, we have

\[
w \geq \psi \quad \text{in } \mathbb{R}^N \times [0, \infty).
\]

This shows that

\[
\{(z,t) \in \mathbb{R}^N \times [0, \infty) \mid w(z,t) < \theta(\lambda)\} \subset \{(z,t) \in \mathbb{R}^N \times [0, \infty) \mid \psi(z,t) < \theta(\lambda)\}
\]

\[
= \{(z,t) \in \mathbb{R}^N \times [0, \infty) \mid |z|^N + Nt < (R + 1)^N\}.
\]

Hence, we see that \( \{(z,t) \in \mathbb{R}^N \times [0, \infty) \mid u(z,t) < \lambda\} \) is bounded, and conclude that \( u \) satisfies condition (A).

Remark. Each sub-level set of the function \( \varphi(z,t) = |z|^N + Nt \) corresponds to the Gauss curvature flow of a ball.

Now, we introduce the partial differential equation in the level set approach to our mathematical model of the wearing process of a rolling stone.
It is a simple modification of (2.1) and is given by

\[(L) \quad u_t(z,t) = \sigma(u, Du(z,t), z, t) G(Du(z,t), D^2 u(z,t)) \quad \text{for} \quad (z,t) \in \mathbb{R}^N \times (0, \infty). \]

The only difference of this PDE from (2.1) consists in the new factor 
"\(\sigma(u, Du(z,t), z, t)". The precise interpretation of this factor \(\sigma\) will be explained soon, 
but, roughly speaking, \(\sigma = 1\) if the sub-level set

\[\{y \in \mathbb{R}^N \mid u(y,t) \leq u(z,t)\}\]

is hit by the hyperplane \(\pi(Du(z,t))\) coming from the direction of \(Du(z,t)\) and \(\sigma = 0\) 
otherwise.

We henceforth use the notation: for \(p \in \mathbb{R}^N \setminus \{0\}\) and \(z \in \mathbb{R}^N\),

\[H(p,z) = \{y \in \mathbb{R}^N \mid (y - z) \cdot p \geq 0, \ y \neq z\}.
\]

The precise definition of solution of (L) is given in the following.

**Definition 2.3.** Let \(0 < T \leq \infty\) and set \(\Omega = \mathbb{R}^N \times (0, T)\). A function \(u \in \text{USC}(\Omega)\) is called a viscosity subsolution of (L) in \(\Omega\) if whenever \(\varphi \in \mathcal{A}(\Omega)\), \((z,t) \in \Omega\), and \(u - \varphi\) 
attains a local maximum at \((z,t)\), then

\[\varphi_t(z,t) \leq \sigma^+(u, D\varphi(z,t), z, t) G(D\varphi(z,t), D^2 \varphi(z,t)),\]
where for \( p \in \mathbb{R}^N \setminus \{0\}, \)
\[
\sigma^+(u, p, z, t) = \begin{cases} 
1 & \text{if } u(\cdot, t) \geq u(z, t) \text{ on } H(p, z), \\
0 & \text{otherwise.} 
\end{cases}
\]

A function \( u \in \text{LSC}(\Omega) \) is called a viscosity supersolution of (L) in \( \Omega \) if whenever \( \varphi \in \mathcal{A}(\Omega), (z, t) \in \Omega, \) and \( u - \varphi \) attains a local minimum at \( (z, t) \), then
\[
\varphi_t(z, t) \geq \sigma^-(u, D\varphi(z, t), z, t)G(D\varphi(z, t), D^2\varphi(z, t)),
\]
where for \( p \in \mathbb{R}^N \setminus \{0\}, \)
\[
\sigma^-(u, p, z, t) = \begin{cases} 
1 & \text{if } u(\cdot, t) > u(z, t) \text{ on } H(p, z), \\
0 & \text{otherwise.} 
\end{cases}
\]

A function \( u \in C(\Omega) \) is called a viscosity solution of (L) in \( \Omega \) if it is both a viscosity subsolution and a viscosity supersolution of (L) in \( \Omega \). Here and henceforth we use the convention: for any \( u : \Omega \subset \mathbb{R}^N \times (0, \infty) \to \mathbb{R}, \varphi \in \mathcal{A}(\Omega), \) and \( (z, t) \in \Omega, \)
\[
\sigma^\pm(u, D\varphi(z, t), z, t)G(D\varphi(z, t), D^2\varphi(z, t)) = 0 \quad \text{if } D\varphi(z, t) = 0.
\]

Note that \( \sigma^+(u, p, z, t) \geq \sigma^-(u, p, z, t) \) for all \( u : \Omega \subset \mathbb{R}^N \times (0, \infty) \to \mathbb{R} \) and all \( (p, z, t) \in \left( \mathbb{R}^N \setminus \{0\} \right) \times \Omega \). Note as well that in the above definition we may replace \( \mathcal{A}(\Omega) \) by \( \mathcal{A}_0(\Omega) \).

In order to define the flow of a stone by the wearing process in the level set approach, we will establish theorems corresponding to Theorem 2.2 for (L).

We state our main results below in this section without proof. Their proofs will be presented in the following sections.

We start with stability properties of solutions of (L).

For any \( S \subset \mathbb{R}^m \) and \( f : S \to \mathbb{R} \) we define the upper (resp., lower) semicontinuous envelope \( f^* : S \to \mathbb{R} \cup \{\infty\} \) (resp., \( f_* : S \to \mathbb{R} \cup \{-\infty\} \)) by
\[
f^*(x) = \lim_{r \to 0} \sup \{ f(y) \mid y \in S, |y - x| < r \} \quad \text{and} \quad f_* = -(f^*)^*.
\]

**Proposition 2.4.** Let \( T \in (0, \infty] \) and set \( \Omega = \mathbb{R}^N \times (0, T) \).

(a) Let \( S \) be a non-empty collection of viscosity subsolutions of (L) in \( \Omega \). Set
\[
u(z, t) = \sup \{ v(z, t) \mid v \in S \} \quad \text{for } (z, t) \in \Omega.
\]
Assume that \( u^*(z, t) < \infty \) for all \((z, t) \in \Omega\). Then \( u^* \) is a viscosity subsolution of (L) in \( \Omega \).

(b) Let \( \mathcal{S} \) be a non-empty collection of viscosity supersolutions of (L) in \( \Omega \). Set

\[
 u(z, t) = \inf \{v(z, t) \mid v \in \mathcal{S}\} \quad \text{for} \quad (z, t) \in \Omega.
\]

Assume that \( u_*(z, t) > -\infty \) for all \((z, t) \in \Omega\) and that \( u_* \) satisfies condition (A). Then \( u_* \) is a viscosity subsolution of (L) in \( \Omega \).

(c) Let \( f_1, f_2 \in \mathcal{C}(\Omega) \) be a viscosity subsolution and a viscosity supersolution of (L) in \( \Omega \), respectively. Assume that \( f_1 \leq f_2 \) in \( \Omega \). Set

\[
 u(z, t) = \sup \{v(z, t) \mid v \text{ is a viscosity subsolution of (L) in } \Omega, \ f_1 \leq v \leq f_2 \text{ in } \Omega\}.
\]

Assume that \( u_* \) satisfies (A). Then \( u_* \) is a viscosity supersolution of (L) in \( \Omega \).

The next proposition is similar to Theorem 2.1, (a).

**Proposition 2.5.** Let \( \Omega \) be as in the previous theorem. Let \( \theta \in \text{USC}(\mathbb{R}) \) (resp., \( \theta \in \text{LSC}(\mathbb{R}) \)) be a non-decreasing function and \( u \) a viscosity subsolution (resp., supersolution) of (L) in \( \Omega \). Then \( \theta \circ u \) is a viscosity subsolution (resp., supersolution) of (L) in \( \Omega \).

One of our main results is the following comparison theorem.

**Theorem 2.6.** Let \( T \in (0, \infty] \). Let \( u \in \text{USC}(\mathbb{R}^N \times [0, T]) \) and \( v \in \text{LSC}(\mathbb{R}^N \times [0, T]) \) be a viscosity subsolution and a viscosity supersolution of (L) in \( \mathbb{R}^N \times (0, T) \), respectively. Assume that \( v \) satisfies condition (A) with \( \Omega = \mathbb{R}^N \times [0, T] \) and that \( u(z, 0) \leq v(z, 0) \) for all \( z \in \mathbb{R}^N \). Then \( u \leq v \) in \( \mathbb{R}^N \times (0, T) \).

Our existence result for the Cauchy problem for (L) is stated as follows.

**Theorem 2.7.** Let \( h \in \mathcal{U}_0 \). Then there exists a (unique) viscosity solution \( u \in \mathcal{U} \) of (L) satisfying the initial condition

\[
 u(z, 0) = h(z) \quad \text{for all} \quad z \in \mathbb{R}^N.
\]

We are now in a position to define the flow of a set by the wearing process.

Let \( S \in \mathbb{R}^N \) be a compact set. We choose an \( h \in \mathcal{U}_0 \) so that

\[
 S = \{z \in \mathbb{R}^N \mid h(z) \leq 0\}.
\]
By virtue of Theorem 2.7, there exists a viscosity solution \( u \in \mathcal{U} \) of (L) satisfying (2.6). We define

\[
(2.8) \quad V = \{ (z, t) \mid u(z, t) \leq 0 \},
\]

\[
(2.9) \quad V_t = \{ z \in \mathbb{R}^N \mid (z, t) \in V \} \quad \text{for} \ t \geq 0.
\]

The collection of mappings \( S \mapsto V_t \), with \( t \geq 0 \), of compact subsets of \( \mathbb{R}^N \) to compact subsets of \( \mathbb{R}^N \) is well-defined as the following theorem ensures.

**Theorem 2.8.** For fixed compact \( S \subset \mathbb{R}^N \), as far as \( h \in \mathcal{U}_0 \) satisfies (2.7), the set \( V \) defined by (2.8) is determined independently of the choice of \( h \).

We give here a proof of this theorem, which is based on previous results.

**Proof.** Let \( S \subset \mathbb{R}^N \) be a compact set. Let \( h_1, h_2 \in \mathcal{U}_0 \) satisfy (2.7) and \( u_1, u_2 \in \mathcal{U} \) be the viscosity solutions of (L) satisfying (2.6) with \( h = h_1 \) and with \( h = h_2 \), respectively. Define \( V^1, V^2 \subset \mathbb{R}^N \times [0, \infty) \) by (2.8) with \( u = u_1 \) and with \( u = u_2 \), respectively.

Define \( v_1, v_2 \in C(\mathbb{R}^N \times [0, \infty)) \) by

\[
v_1(z, t) = \min\{u_1(z, t), 1\} \quad \text{and} \quad v_2(z, t) = \max\{u_2(z, t), 0\}.
\]

By virtue of Proposition 2.5, \( v_1 \) and \( v_2 \) are viscosity solutions of (L). Note as well that

\[
V^1 = \{ (z, t) \in \mathbb{R}^N \times [0, \infty) \mid v_1(z, t) \leq 0 \},
\]

\[
V^2 = \{ (z, t) \in \mathbb{R}^N \times [0, \infty) \mid v_2(z, t) \leq 0 \}.
\]

Since \( v_1(\cdot, 0) \) is uniformly continuous in \( \mathbb{R}^N \), we may choose an increasing function \( \theta \in C(\mathbb{R}) \) such that \( \theta(0) = 0 \) and

\[
v_1(z, 0) \leq \theta \circ v_2(z, 0) \quad \text{for all} \ z \in \mathbb{R}^N.
\]

Now, thanks to Theorem 2.6, we have

\[
v_1 \leq \theta \circ v_2 \quad \text{in} \ \mathbb{R}^N \times [0, \infty).
\]

Observing that \( V^2 = \{ (z, t) \in \mathbb{R}^N \times [0, \infty) \mid \theta \circ v_2(z, t) \leq 0 \} \), we see that \( V^2 \subset V^1 \). By symmetry, we have as well \( V^1 \subset V^2 \). Thus, we conclude that \( V^1 = V^2 \).

Finally, we may define the **flow of a set starting from \( S \) by the wearing process** as the collection \( \{ V_t \}_{t \geq 0} \), where \( V_t \) are defined by (2.9).
3. Comparison principle for PDE (L)
In this section we prove Theorem 2.6. The proof is divided into four steps, each of
which is described in subsections from 3.1 to 3.4.

3.1. Graphs representing part of the boundary of an evolving set
In this subsection we take a step to reduce the proof of the comparison principle for
(L) to that for PDE for functions describing part of the boundary, as their graphs, of an
evolving set by the wearing process.
Let \( \Omega \subset \mathbb{R}^n \times (0, \infty) \). Consider the case when part of the boundary of an evolving
set by the wearing process is represented as the graph of the function \( v \) in \( \Omega \). Following
[IM2], the PDE for \( v \) is

\[
(G) \quad v_t(x, t) = \chi(v, Dv(x, t), x, t)g(Dv(x, t), D^2v(x, t)) \quad \text{for } (x, t) \in \Omega,
\]

where the functions \( g \) and \( \chi \) are defined respectively by

\[
g(p, X) = \frac{\det X}{(1 + |p|)^{(n+1)/2}},
\]

\[
\chi(v, p, x, t) = \begin{cases} 
1 & \text{if } v(y, t) \geq v(x, t) + p \cdot (y - x) \quad \text{for all } y \in \Omega_t, \\
0 & \text{otherwise,}
\end{cases}
\]

and \( \Omega_t \) denotes the set \( \{x \in \mathbb{R}^n \mid (x, t) \in \Omega\} \) for \( t > 0 \).

We call \( v \in \text{USC}(\Omega) \) a viscosity subsolution of (G) if whenever \( \varphi \in C^2(\Omega) \) and \( v - \varphi \)
attains a local maximum at \((\hat{x}, \hat{t}) \in \Omega \) then

\[
\varphi_t(\hat{x}, \hat{t}) \leq \chi^+(v, D\varphi(\hat{x}, \hat{t}), \hat{x}, \hat{t})g(D\varphi(\hat{x}, \hat{t}), D^2\varphi(\hat{x}, \hat{t})),
\]

where \( \chi^+(v, p, x, t) = \chi(v, p, x, t) \).

We call a function \( v \in \text{LSC}(\Omega, \mathbb{R} \cup \{\infty\}) \) a viscosity supersolution of (G) if whenever \( \varphi \in C^2(\Omega) \) and \( v - \varphi \) attains a finite local minimum at \((\hat{x}, \hat{t}) \in \Omega \) then

\[
\varphi_t(\hat{x}, \hat{t}) \geq \chi^-(v, D\varphi(\hat{x}, \hat{t}), \hat{x}, \hat{t})g(D\varphi(\hat{x}, \hat{t}), D^2\varphi(\hat{x}, \hat{t})),
\]

where \( \chi^-(v, p, x, t) = 1 \) if

\[
v(y, t) > v(x, t) + p \cdot (y - x) \quad \text{for } y \in \Omega_t \setminus \{x\},
\]

and there is an \( \varepsilon > 0 \) such that for any \( (y, s) \in \Omega \) satisfying \(|y| > \varepsilon^{-1}\) and \(|s - t| < \varepsilon\),

\[
v(y, s) > p \cdot y + \varepsilon|y|,
\]
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and otherwise, $\chi^{-}(v, p, x, t) = 0$.

Because of the factor $\chi$ in (G), the PDE (G) has a nonlocal character. However, it is clear that if $v \in USC(\Omega)$ is a viscosity subsolution of (G) in $\Omega$ and $\Omega_1$ is an open subset of $\Omega$, then $v$ is a viscosity subsolution of (G) in $\Omega_1$. On the other hand, this local property does not hold for supersolutions.

It is convenient for us to allow viscosity supersolutions of (G) to take the value $+\infty$ as we do here.

The above PDE was the starting point of the mathematical analysis in [IM2], but here we show that, speaking loosely, certain part of the boundary of any of sub-level sets of viscosity solutions of (L) is represented as a viscosity solution of (G). This is precisely stated in the following two theorems.

Let $u \in LSC(\mathbb{R}^N \times [0, \infty))$ be a viscosity supersolution of (L). Fix $\lambda \in \mathbb{R}$, and consider the set

$$K = \{(z, t) \in \mathbb{R}^N \times [0, \infty) \mid u(z, t) \leq \lambda\}.$$ 

Since $u$ is lower semicontinuous, $K$ is a closed subset of $\mathbb{R}^N \times [0, \infty)$.

Assume that

\begin{equation}
(3.1) \quad K \text{ is a bounded subset of } \mathbb{R}^N \times [0, \infty). 
\end{equation}

We define $u^+: \mathbb{R}^n \times [0, \infty) \to \mathbb{R} \cup \{\infty\}$ by

$$u^+(x, t) = \inf\{y \in \mathbb{R} \mid u(x, y, t) \leq \lambda\} \equiv \inf\{y \in \mathbb{R} \mid (x, y, t) \in K\}.$$

**Theorem 3.1.** The function $u^+$ belongs to $LSC(\mathbb{R}^n \times [0, \infty), \mathbb{R} \cup \{\infty\})$ and it is a viscosity supersolution of (G) in $\mathbb{R}^n \times (0, \infty)$.

**Proof.** In view of Proposition 2.5 (whose proof will be given below), we may assume by replacing $u$ by $\theta \circ u$, where $\theta(s) = 0$ for $s \leq \lambda$ and $\theta(s) = 1$ for $s > \lambda$, that $\lambda = 0$ and $u$ has only two values 0 and 1. Then, by the definition of $u^+$, we have

$$u(x, y, t) = 1 \quad \text{for all } (x, t) \in \mathbb{R}^n \times [0, \infty) \text{ and } y < u^+(x, t).$$
Since \( u \) is lower semicontinuous, by the definition of \( u^+ \) we have for all \((x,t) \in \mathbb{R}^n \times [0,\infty), \)
\[
u(x,u^+(x,t),t) = 0 \quad \text{if} \quad u^+(x,t) \in \mathbb{R}.
\]

We next check the lower semicontinuity of \( u^+ \). Note first that for all \((x,t) \in \mathbb{R}^n \times [0,\infty), \)
\[
(x,u^+(x,t),t) \in \partial K \quad \text{if} \quad u^+(x,t) \neq \infty.
\]
In particular, since \( K \) is a bounded subset of \( \mathbb{R}^{n+2} \), we see that the function \( u^+ \) is bounded from below on \( \mathbb{R}^n \times [0,\infty). \)

Let \( \mathbb{R}^n \times [0,\infty) \ni (x_k,t_k) \to (x,t) \in \mathbb{R}^n \times [0,\infty) \) as \( k \to \infty \) and
\[
\gamma := \liminf_{k \to \infty} u^+(x_k,t_k).
\]
We need to show that \( u^+(x,t) \leq \gamma \). There are two possibilities: \( \gamma \in \mathbb{R} \) or \( \gamma = \infty \). If \( \gamma = \infty \), then there is nothing to prove.

Suppose that \( \gamma \in \mathbb{R} \). By replacing \( \{(x_k, t_k)\} \) by a subsequence if necessary, we may assume that \( u^+(x_k,t_k) \in \mathbb{R} \) for all \( k \in \mathbb{N} \) and that the sequence \( \{u^+(x_k,t_k)\} \) converges to \( \gamma \). Since \( u(x_k,u^+(x_k,t_k),t_k) = 0 \) for all \( k \in \mathbb{N} \) and \( u \) is lower semicontinuous, we see that \( u(x,\gamma,t) \leq 0 \). From this we see that
\[
u^+(x,t) \leq \gamma.
\]

Let \( (\hat{x}, \hat{t}) \in \mathbb{R}^n \times (0,\infty) \) and \( \varphi \in C^2(\mathbb{R}^n \times (0,\infty)) \). Assume that \( u^+(\hat{x},\hat{t}) \in \mathbb{R} \) and that \( u^+ - \varphi \) has a minimum at \( (\hat{x},\hat{t}) \in \mathbb{R}^n \times (0,\infty) \). We may assume that
\[
u^+(\hat{x},\hat{t}) = \varphi(\hat{x},\hat{t}),
\]
\[
u^+(x,t) \geq \varphi(x,t) \quad \text{for} \quad (x,t) \in \mathbb{R}^n \times (0,\infty).
\]
We write \( \hat{y} = u^+(\hat{x},\hat{t}) \) and \( \hat{p} = D\varphi(\hat{x},\hat{t}) \).

Now we claim that the function \( \Phi(x,y,t) := u(x,y,t) - \varphi(x,t) + y \) attains a local minimum at \( (\hat{x},\hat{y},\hat{t}) \).

To show this, we first note that
\[
\Phi(\hat{x},\hat{y},\hat{t}) = 0.
\]
Fix any \( (x,y,t) \in \mathbb{R}^N \times (0,\infty) \). Observe that if \( y \geq u^+(x,t) \), then
\[
\Phi(x,y,t) \geq -\varphi(x,t) + y \geq -u^+(x,t) + y \geq 0.
\]
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If \( y < u^+(x,t) \), then
\[
\Phi(x,y,t) \geq 1 - \varphi(x,t) + y.
\]
Since \( 1 - \varphi(\hat{x},\hat{t}) + \hat{y} = 1 \), there exists a constant \( \delta > 0 \) such that for all \((x,y,t) \in B(\hat{x},\delta) \times [\hat{y} - \delta,\hat{y} + \delta] \times [\hat{t} - \delta,\hat{t} + \delta],\)
\[
1 - \varphi(x,t) + y > 0.
\]
Then we have
\[
\Phi(x,y,t) \geq 0 \quad \text{for} \quad (x,y,t) \in B(\hat{x},\delta) \times [\hat{y} - \delta,\hat{y} + \delta] \times [\hat{t} - \delta,\hat{t} + \delta].
\]
Thus we conclude that \( \Phi \) has a local minimum at \((\hat{x},\hat{y},\hat{t})\).

Define \( \psi \in C^2(\mathbb{R}^N \times (0,\infty)) \) by \( \psi(x,y,t) = \varphi(x,t) - y \). Since \( u \) is a viscosity supersolution of \((L)\), we get

\[
\tag{3.2}
\psi_t(\hat{x},\hat{y},\hat{t}) \geq \sigma^-(u,D\psi(\hat{x},\hat{y},\hat{t}),\hat{x},\hat{y},\hat{t})G(D\psi(\hat{x},\hat{y},\hat{t}),D^2\psi(\hat{x},\hat{y},\hat{t})).
\]

We need to show
\[
\varphi_t(\hat{x},\hat{t}) \geq \chi^-(u^+,\hat{p},\hat{x},\hat{t})g(\hat{p},D^2\varphi(\hat{x},\hat{t})).
\]

Consider the case when \( \chi^-(u^+,\hat{p},\hat{x},\hat{t}) = 0 \). From (3.2) we have
\[
\varphi_t(\hat{x},\hat{t}) = \psi_t(\hat{x},\hat{y},\hat{t}) \geq 0 = \chi^-(u^+,\hat{p},\hat{x},\hat{t})g(\hat{p},D^2\varphi(\hat{x},\hat{t})).
\]

Consider next the case when \( \chi^-(u^+,\hat{p},\hat{x},\hat{t}) = 1 \). Observe that if
\[
\sigma^-(u,D\psi(\hat{x},\hat{y},\hat{t}),\hat{x},\hat{y},\hat{t}) = 1,
\]
then (3.2) reads
\[
\psi_t(\hat{x},\hat{y},\hat{t}) \geq G(D\psi(\hat{x},\hat{y},\hat{t}),D^2\psi(\hat{x},\hat{y},\hat{t})),
\]
from which we get
\[
\varphi_t(\hat{x},\hat{t}) \geq g(\hat{p},D^2\varphi(\hat{x},\hat{t})) = \chi^-(u^+,\hat{p},\hat{x},\hat{t})g(\hat{p},D^2\varphi(\hat{x},\hat{t})).
\]
( See, e.g., Lemma A in the appendix. ) Therefore we need only to show that
\[
\sigma^-(u,D\psi(\hat{x},\hat{y},\hat{t}),\hat{x},\hat{y},\hat{t}) = 1.
\]
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From the assumption that $\chi^-(u^+, \hat{\rho}, \hat{x}, \hat{t}) = 1$, we see that
\[
u^+(x, \hat{t}) > \hat{y} + \hat{\rho} \cdot (x - \hat{x}) \quad \text{for all } x \in \mathbb{R}^n \setminus \{\hat{x}\},
\]
which guarantees that for all $(x, y) \in \mathbb{R}^N$, if
\[
y \leq \hat{y} + \hat{\rho} \cdot (x - \hat{x}) \quad \text{and} \quad (x, y) \neq (\hat{x}, \hat{y}),
\]
then $y < \nu^+(x, \hat{t})$ and hence
\[
u(x, y, \hat{t}) = 1.
\]
That is,
\[
u(x, y, \hat{t}) > 0 \quad \text{for all } (x, y) \in H(D\psi(\hat{x}, \hat{y}, \hat{t}), \hat{x}, \hat{y}),
\]
which shows that
\[
\sigma^-(u, D\psi(\hat{x}, \hat{y}, \hat{t}), \hat{x}, \hat{y}, \hat{t}) = 1. \quad \square
\]

Now let $u \in \text{USC}(\mathbb{R}^N \times [0, \infty))$ be a viscosity subsolution of (L). Fix $\lambda \in \mathbb{R}$, and consider the sub-level set
\[
W = \{(z, t) \in \mathbb{R}^N \times [0, \infty) \mid u(z, t) < \lambda\}.
\]
Note that $W$ is an open subset of $\mathbb{R}^N \times [0, \infty)$ in the relative topology.

We assume that
\[(3.3) \ W \text{ is a bounded set.} \]

Fix any $c \in \mathbb{R}$. We consider the intersection of $W$ and the hyperplane $y = c$ of $\mathbb{R}^{N+1}$, and its projection $\Omega$ onto the hyperplane $y = 0$, which we may identify as a subset of $\mathbb{R}^{n+1}$. In other words, we define $\Omega$ as the set
\[
\Omega_c = \{(x, t) \in \mathbb{R}^{n+1} \mid (x, c, t) \in W\}.
\]
Observe that $\Omega_c$ is an open subset of $\mathbb{R}^n \times [0, \infty)$ in the relative topology.
We define $u_c^{-} : \Omega_c \to \mathbb{R}$ by

$$
  u_c^{-}(x, t) = \inf \{ a \in \mathbb{R} \mid \max_{a \leq y \leq c} u < \lambda \} \equiv \inf \{ a \in \mathbb{R} \mid \{ x \} \times [a, c] \times \{ t \} \subset W \}. 
$$

Note that $u_c^{-}(x, t) < c$ for all $(x, t) \in \Omega_c$.

**Theorem 3.2.** $u_c^{-} \in \text{USC}(\Omega_c)$ and $u_c^{-}$ is a viscosity subsolution of $(G)$ in $\Omega_c$.

**Proof.** We may assume by replacing $u$ by $\theta \circ u$, where $\theta(s) = 0$ for $s \geq \lambda$ and $\theta(s) = -1$ for $s < \lambda$, that $\lambda = 0$ and $u$ has only two values 0 and $-1$. Then, by the definition of $u_c^{-}$, we have

$$
(3.4) \quad u(x, y, t) = -1 \quad \text{for all } (x, t) \in \Omega_c \text{ and } y \in (u_c^{-}(x, t), c].
$$

Since $u$ is upper semicontinuous, by the definition of $u_c^{-}$ we have

$$
  u(x, u_c^{-}(x, t), t) = 0 \quad \text{for all } (x, t) \in \Omega_c.
$$

We next show that $u_c^{-} \in \text{USC}(\Omega_c)$. Note first that

$$
(x, u_c^{-}(x, t), t) \in \partial W \quad \text{for all } (x, t) \in \Omega_c.
$$

Hence, by (3.3), we see that the function $u_c^{-}$ is bounded on $\Omega_c$.

Fix $(x, t) \in \Omega_c$ and $a \in (u_c^{-}(x, t), c)$. By (3.4), we have

$$
\{ x \} \times [a, c] \times \{ t \} \subset W,
$$

and, since $W$ is an open set, there is a positive number $\varepsilon$ such that $B(x, \varepsilon) \times [a, c] \times [\max\{ t - \varepsilon, 0 \}, t + \varepsilon] \subset W$, which shows that

$$
u_c^{-}(y, s) \leq a \quad \text{for all } (y, s) \in B(x, \varepsilon) \times [\max\{ t - \varepsilon, 0 \}, t + \varepsilon].
$$

This guarantees that $u_c^{-} \in \text{USC}(\Omega_c)$.

Let $(\hat{x}, \hat{t}) \in \Omega_c$ and $\varphi \in C^2(\Omega_c)$. Assume $u_c^{-} - \varphi$ has a maximum at $(\hat{x}, \hat{t}) \in \Omega_c$. We may assume that

$$
  u_c^{-}(\hat{x}, \hat{t}) = \varphi(\hat{x}, \hat{t}),
$$

$$
  u_c^{-}(x, t) \leq \varphi(x, t) \quad \text{for } (x, t) \in \Omega_c.
$$

We write $\hat{y} = u_c^{-}(\hat{x}, \hat{t})$ and $\hat{p} = D\varphi(\hat{x}, \hat{t})$.  
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Now we claim that the function \( u(x, y, t) - \varphi(x, t) + y \) attains a local maximum at \((\hat{x}, \hat{y}, \hat{t})\).

To see this, let \((x, t) \in \Omega_c\) and \(y \in (-\infty, c]\), and observe that if \(\varphi(x, t) \geq y\), then
\[
 u(x, y, t) \leq 0 \leq \varphi(x, t) - y,
\]
and if \(-1 \leq \varphi(x, t) - y < 0\), then \(u^-_c(x, t) < y\) and hence
\[
 u(x, y, t) = -1 \leq \varphi(x, t) - y.
\]
Since
\[
u(\hat{x}, \hat{y}, \hat{t}) - \varphi(\hat{x}, \hat{t}) + \hat{y} = 0,
\]
and the set
\[
\{ (x, y, t) \mid (x, t) \in \Omega_c, \ y \in (-\infty, c], \ \varphi(x, t) - y > -1 \}
\]
contains a neighborhood of \((\hat{x}, \hat{y}, \hat{t})\), we conclude that \(u(x, y, t) - \varphi(x, t) + y\) attains a local maximum at \((\hat{x}, \hat{y}, \hat{t})\).

Define \(\psi(x, y, t) = \varphi(x, t) - y\) for \((x, y, t) \in W\). Since \(u\) is a viscosity subsolution of (L), we get
\[
(3.5) \quad \psi_t(\hat{x}, \hat{y}, \hat{t}) \leq \sigma^+(u, D\psi(\hat{x}, \hat{y}, \hat{t}), \hat{x}, \hat{y}, \hat{t})G(D\psi(\hat{x}, \hat{y}, \hat{t}), D^2\psi(\hat{x}, \hat{y}, \hat{t})).
\]

Consider the case when \(\sigma^+(u, D\psi(\hat{x}, \hat{y}, \hat{t}), \hat{x}, \hat{y}, \hat{t}) = 0\). In this case, from (3.5) we get
\[
\varphi_t(\hat{x}, \hat{t}) = \psi_t(\hat{x}, \hat{y}, \hat{t}) \leq 0 \leq \chi^+(u^-_c, \hat{p}, \hat{x}, \hat{t})g(\hat{p}, D^2\varphi(\hat{x}, \hat{t})).
\]

Consider next the case when \(\sigma^+(u, D\psi(\hat{x}, \hat{y}, \hat{t}), \hat{x}, \hat{y}, \hat{t}) = 1\). In this case, we see easily that
\[
\chi^+(u^-_c, \hat{p}, \hat{x}, \hat{t}) = 1.
\]
Hence, from (3.5) we get
\[
\psi_t(\hat{x}, \hat{y}, \hat{t}) \leq G(D\psi(\hat{x}, \hat{y}, \hat{t}), D^2\psi(\hat{x}, \hat{y}, \hat{t})).
\]

It is a standard fact (see, e.g., Lemma A in the appendix) that the above inequality yields
\[
\varphi_t(\hat{x}, \hat{t}) \leq g(D\varphi(\hat{x}, \hat{t}), D^2\varphi(\hat{x}, \hat{t})).
\]
Thus in both cases we have

$$\varphi_t(\hat{x},\hat{t}) \leq \chi^+(u_\gamma, D\varphi(\hat{x},\hat{t}), \hat{x}, \hat{t})g(D\varphi(\hat{x},\hat{t}), D^2\varphi(\hat{x},\hat{t})).$$

\[\square\]

3.2. Comparison lemma for PDE (G)

We establish a comparison lemma for (G), which is a key observation in our proof of Theorem 2.6.

Let \( \Omega \) be a bounded, relatively open subset of \( \mathbb{R}^N \times [0, \infty) \). As before, we use the notation: \( \Omega_t = \{ x \in \mathbb{R}^n \mid (x,t) \in \Omega \} \) for \( t \geq 0 \). Let \( E \) be a compact subset of \( \mathbb{R}^n \times [0, \infty) \).

Let \( u \in \text{USC}(\overline{\Omega}) \) and \( v \in \text{LSC}(\mathbb{R}^n \times [0, \infty), \mathbb{R} \cup \{\infty\}) \) be a viscosity subsolution of

\[(G)_\delta \quad u_t(x,t) = \chi(u, Du(x,t), x, t)g(Du(x,t), D^2u(x,t)) - \delta \quad \text{in} \ \Omega,
\]

where \( \delta > 0 \) is a constant, and a viscosity supersolution of (G) in \( \mathbb{R}^n \times (0, \infty) \), respectively. Here the closure \( \overline{\Omega} \) of \( \Omega \) is taken as a subset of \( \mathbb{R}^{n+1} \) and viscosity solutions for \( (G)_\delta \) are defined in the same way as those for (G).

**Lemma 3.3.** In addition to the above hypotheses, let \( c \in \mathbb{R} \) and assume that \( u \leq v \) on \( \partial \Omega \), that if \( (x,t) \in \Omega \) is a maximum point over \( \overline{\Omega} \) of \( u - v \), then

1. \( v(x,t) = c \),
2. \( 0 \in D_x^+ u(x,t) \), i.e.,

\[\begin{align*}
    u(x + \xi, t) &\leq u(x, t) + o(|\xi|) \quad \text{as} \ \xi \to 0,
\end{align*}\]

and that

\[v(x,t)\begin{cases}
  > c & \text{for } (x,t) \in E \setminus \Omega, \\
  = \infty & \text{for } (x,t) \in (\mathbb{R}^n \times [0, \infty)) \setminus E.
\end{cases}\]

Then \( u \leq v \) in \( \Omega \).

We adapt the arguments of [IM, Theorem 1] to the following proof.

**Proof.** We may assume by replacing \( u \) and \( v \) respectively by \( u - c \) and \( v - c \) if necessary, that \( c = 0 \). We argue by contradiction, and thus suppose that

\[\theta := \sup_{\Omega} (u - v) > 0.\]
For $k \in \mathbb{N}$, we define functions (sup- and infconvolutions) $u_k, v_k$ on $\mathbb{R}^{n+1}$ by

$$u_k(x, t) = \max\{u(y, s) - \frac{k}{2}(|y-x|^2 + |s-t|^2) \mid (y, s) \in \overline{\Omega}\},$$

$$v_k(x, t) = \min\{v(y, s) + \frac{k}{2}(|y-x|^2 + |s-t|^2) \mid (y, s) \in \overline{\Omega}\}.$$

Since $u \leq u_k$ and $v \geq v_k$ on $\overline{\Omega}$, we have

$$\max_{\overline{\Omega}} (u_k - v_k) \geq \theta.$$

Since $u \in \text{USC}(\overline{\Omega})$ and $v \in \text{LSC}(\overline{\Omega}, \mathbb{R} \cup \{\infty\})$, $u$ and $-v$ are bounded above on $\overline{\Omega}$. We may thus choose a constant $M > 0$ so that

$$\max_{\overline{\Omega}} u \leq M \quad \text{and} \quad \max_{\overline{\Omega}} (-v) \leq M.$$

For $(x, t) \in \overline{\Omega}$, if $u_k(x, t) \geq v_k(x, t)$, then we have

$$-M \leq v_k(x, t) \leq u_k(x, t) \leq M.$$

If, in addition, $(y, s) \in \overline{\Omega}$ satisfies

$$u_k(x, t) = u(y, s) - \frac{k}{2}(|y-x|^2 + |t-s|^2),$$

then we have

$$|x - y|^2 + |t - s|^2 \leq 4k^{-1}M. \quad (3.6)$$

Similarly, if $(x, t) \in \overline{\Omega}$ and $(y, s) \in \overline{\Omega}$ satisfy

$$u_k(x, t) \geq v_k(x, t) \quad \text{and} \quad v_k(x, t) = v(y, s) + \frac{k}{2}(|y-x|^2 + |t-s|^2),$$

then

$$|x - y|^2 + |t - s|^2 \leq 4k^{-1}M. \quad (3.7)$$

Define

$$P = \{(x, t) \in \overline{\Omega} \mid (u-v)(x,t) = \theta\},$$

which is a closed subset of $\overline{\Omega}$.
For $\varepsilon > 0$ we write

$$U_\varepsilon = \{(x,t) \in \Omega \mid t > \varepsilon, \text{ dist } ((x,t), \Omega \setminus \Omega) > \varepsilon\}.$$ 

Since $u \leq v$ on $\partial \Omega$, $u - v \in \text{USC}(\Omega, \mathbb{R} \cup \{-\infty\})$, and

$$\Omega \setminus U_\varepsilon \subset \{(x,t) \in \Omega \mid \text{ dist } ((x,t), \partial \Omega) \leq \varepsilon\},$$

we may choose a constant $\varepsilon > 0$ so that

$$(3.8) \quad P \subset U_{2\varepsilon}.$$ 

Since $v > 0$ on $E \setminus \Omega$ and $v \in \text{LSC}(E, \mathbb{R} \cup \{\infty\})$, we may choose a constant $\nu > 0$ so that

$$v > \nu \quad \text{on } [E \cap (\mathbb{R}^n \times (\varepsilon, \infty))] \setminus U_\varepsilon.$$ 

We fix a constant $\gamma > 0$ such that for any $a \in (-\infty, \gamma]$, $p \in B(0, \gamma)$, and $(y,s) \in U_\varepsilon$,

$$a + p \cdot (x - y) < \nu \quad \text{for all } x \in \mathbb{R}^n \text{ such that } (x,s) \in E.$$ 

Accordingly, if $a \in (-\infty, \gamma]$, $p \in B(0, \gamma)$, and $(y,s) \in U_\varepsilon$, then we have

$$(3.9) \quad a + p \cdot (x - y) < v(x,s) \quad \text{for all } x \in \mathbb{R}^n \text{ such that } (x,s) \not\in U_\varepsilon.$$ 

We recall here a standard fact that if $(x,t) \in \mathbb{R}^{n+1}$ and $(p,q,X) \in J^{2,+}u_k(x,t)$, then for $y = x + \frac{1}{k}p$ and $s = t + \frac{1}{k}q$,

$$u_k(x,t) = u(y,s) - \frac{k}{2} (|x - y|^2 + |t - s|^2)$$

and

$$(p,q,X) \in J^{2,+}_{\mathbb{R}} u(y,s).$$

We refer to [CIL] for the definition of $J^{2,\pm}$ and $J^{2,\pm}_{\mathbb{R}}$, and basic properties of inf- and supconvolutions $u_k$ and $v_k$. Similarly, if $(x,t) \in \mathbb{R}^{n+1}$ and $(p,q,X) \in J^{2,-}v_k(x,t)$, then for $y = x - \frac{1}{k}p$ and $s = t - \frac{1}{k}q$,

$$v_k(x,t) = v(y,s) + \frac{k}{2} (|x - y|^2 + |t - s|^2)$$

and

$$(p,q,X) \in J^{2,-}_{\mathbb{R}} v(y,s).$$
We remark that, as is well-known, \( u_k \) and \(-v_k \) are locally Lipschitz continuous and semiconvex in \( \mathbb{R}^{n+1} \). In fact, regarding the semiconvexity, the functions

\[
\begin{align*}
u_k(x, t) + \frac{k}{2}(|x|^2 + t^2) \quad \text{and} \quad -v_k(x, t) + \frac{k}{2}(|x|^2 + t^2)
\end{align*}
\]

are convex on \( \mathbb{R}^{n+1} \).

Next, for each \( k \in \mathbb{N} \) let \((\hat{x}_k, \hat{t}_k) \in \overline{\Omega}\) satisfy

\[
(u_k - v_k)(\hat{x}_k, \hat{t}_k) \geq \theta - \frac{1}{k}.
\]

Choose points \((\hat{y}_k, \hat{s}_k) \in \overline{\Omega}\) and \((\hat{z}_k, \hat{r}_k) \in \overline{\Omega}\), with \( k \in \mathbb{N} \), so that

\[
\begin{align*}
(3.10) \quad u_k(\hat{x}_k, \hat{t}_k) &= u(\hat{y}_k, \hat{s}_k) - \frac{k}{2}(|\hat{x}_k - \hat{y}_k|^2 + |\hat{t}_k - \hat{s}_k|^2), \\
(3.11) \quad v_k(\hat{x}_k, \hat{t}_k) &= v(\hat{z}_k, \hat{r}_k) + \frac{k}{2}(|\hat{x}_k - \hat{z}_k|^2 + |\hat{t}_k - \hat{r}_k|^2).
\end{align*}
\]

Then we have

\[
u(\hat{y}_k, \hat{s}_k) - v(\hat{z}_k, \hat{r}_k) \geq (u_k - v_k)(\hat{x}_k, \hat{t}_k) \geq \theta - \frac{1}{k} \quad \text{for all } k \in \mathbb{N}.
\]

We may assume that \((\hat{x}_k, \hat{t}_k) \to (\hat{x}, \hat{t})\) along a subsequence for some \((\hat{x}, \hat{t}) \in \overline{\Omega}\) as \( k \to \infty \). In view of (3.6) and (3.7), we see that, along the same subsequence, \((\hat{y}_k, \hat{s}_k) \to (\hat{x}, \hat{t})\) and \((\hat{z}_k, \hat{r}_k) \to (\hat{x}, \hat{t})\) as \( k \to \infty \). Since \( u, -v \in \text{USC}(\overline{\Omega}, \mathbb{R} \cup \{-\infty\}) \), we see from the above inequality that

\[
(3.12) \quad (u - v)(\hat{x}, \hat{t}) \geq \theta,
\]

i.e., \((\hat{x}, \hat{t}) \in P\). This together with assumption (1) implies that

\[
(3.13) \quad \lim_{k \to \infty} v(\hat{z}_k, \hat{r}_k) = 0 \quad \text{and} \quad \lim_{k \to \infty} u(\hat{y}_k, \hat{s}_k) = \theta.
\]

Now we want to “strictly” maximize functions which are small perturbations of the function \( u_k - v_k \) over \( \overline{\Omega} \).

We introduce a sequence \( \{\delta_k\}_{k \in \mathbb{N}} \subset (0, \delta/2) \) such that for all \( p, q \in B(0,1) \) and \( X \in S^n \), if \(-kI \leq X \leq kI\) and \(|p - q| < \delta_k\), then

\[
(3.14) \quad |g(p, X) - g(q, X)| < \frac{\delta}{2}.
\]
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By perturbed optimization techniques (see, e.g., [EL, Corollary 3.8]), for each \( k \in \mathbb{N} \) there is a point \((a_k, b_k) \in \mathbb{R}^n \times \mathbb{R} \) satisfying \(|a_k| + |b_k| < \delta_k \) such that the function

\[
\Phi_k(x, t) := u_k(x, t) - v_k(x, t) - a_k \cdot x - b_k t
\]

attains a strict maximum over \( \overline{\Omega} \) at a point \((x_k, t_k) \in \overline{\Omega} \).

By choosing \(|a_k| + |b_k| \) small enough, we may assume that \((u_k - v_k)(x_k, t_k) > \theta - \frac{1}{k} \) for all \( k \in \mathbb{N} \). Recalling (3.12) and (3.8), we may further assume that \((x_k, t_k) \in U_{2\varepsilon} \) for all \( k \in \mathbb{N} \).

Now, for each \( k \in \mathbb{N} \) there is a function \( \psi_k \in C^2(\mathbb{R}^n) \) such that

\[
\psi_k(x) > 0 \quad \text{for all } x \neq x_k, \quad \psi_k(x_k) = 0,
\]

\( \psi_k(x) \) is strictly convex on \( \mathbb{R}^n \),

\[
\Phi_k(x, t) + \psi_k(x) \text{ attains a strict maximum over } \overline{\Omega} \text{ at } (x_k, t_k),
\]

\[
\|\psi_k\|_\infty + \|D\psi_k\|_\infty + \|D^2\psi_k\|_\infty < \delta_k,
\]

where the sup-norms in the above inequality are taken over \( \overline{\Omega} \).

By Jensen’s maximum principle (see, e.g., [CIL, Lemmas A.2 and A.3]), there are \((\bar{a}_k, \bar{b}_k) \in \mathbb{R}^n \times \mathbb{R} \) and \((\bar{x}_k, \bar{t}_k) \in \overline{\Omega} \) such that

\[
u_k(x, t) - v_k(x, t) + \psi_k(x) - (a_k + \bar{a}_k) \cdot x - (b_k + \bar{b}_k)t
\]

attains a maximum over \( \overline{\Omega} \) at \((\bar{x}_k, \bar{t}_k)\), \( u_k \) and \( v_k \) are twice differentiable at \((\bar{x}_k, \bar{t}_k)\), and \(|\bar{a}_k| + |\bar{b}_k| < \delta_k |\).

Here we may choose \((\bar{a}_k, \bar{b}_k, \bar{x}_k, \bar{t}_k)\) as close to \((0, 0, x_k, t_k)\) as we wish. Thus we may assume that \((\bar{x}_k, \bar{t}_k) \in U_{2\varepsilon} \) and \((u_k - v_k)(\bar{x}_k, \bar{t}_k) > \theta - \frac{1}{k} \) for all \( k \in \mathbb{N} \).

By the elementary maximum principle, we have

\[
p_k := Du_k(\bar{x}_k, \bar{t}_k) = Dv_k(\bar{x}_k, \bar{t}_k) - D\psi_k(\bar{x}_k) + a_k + \bar{a}_k,
\]

\[
q_k := u_k, t(\bar{x}_k, \bar{t}_k) = v_k, t(\bar{x}_k, \bar{t}_k) + b_k + \bar{b}_k,
\]

\[
X_k := D^2u_k(\bar{x}_k, \bar{t}_k) \leq D^2v_k(\bar{x}_k, \bar{t}_k) - D^2\psi_k(\bar{x}_k).
\]

Note that \(-kI \leq X_k \leq D^2v(\bar{x}_k, \bar{t}_k) \leq kI |\)

For each \( k \in \mathbb{N} \) select \((y_k, s_k) \in \overline{\Omega} \) and \((z_k, r_k) \in \overline{\Omega} \) so that (3.10) and (3.11) hold with \((\hat{x}_k, \hat{t}_k), (\hat{y}_k, \hat{s}_k), \) and \((\hat{z}_k, \hat{r}_k) \) replaced by \((\bar{x}_k, \bar{t}_k), (y_k, s_k), \) and \((z_k, r_k), \) respectively.
We will show a contradiction for large $k$. Since $(\bar{x}_k, \bar{t}_k) \in U_{2\varepsilon}$, in view of (3.6) and (3.7), restricting our attention to large $k$, we may assume that $(y_k, s_k) \in U_{\varepsilon}$ and $(z_k, r_k) \in U_{\varepsilon}$.

Accordingly, we have

$$q_k \leq \chi^+(u, p_k, y_k, s_k)g(p_k, X_k) - \delta,$$

$$q_k - b_k - \bar{b}_k \geq \chi^-(v, p_k + D\psi_k(\bar{x}_k) - a_k - \bar{a}_k, z_k, r_k)$$

$$\cdot g(p_k + D\psi_k(\bar{x}_k) - a_k - \bar{a}_k, X_k + D^2\psi_k(\bar{x}_k)).$$

If $\chi^+(u, p_k, y_k, s_k) = 0$, then

$$q_k + \delta \leq 0 \leq q_k - b_k - \bar{b}_k.$$

Since $|b_k| + |\bar{b}_k| < 2\delta < \delta$, this is not the case. Therefore we have $\chi^+(u, p_k, y_k, s_k) = 1$, which yields

$$u(x, s_k) \geq u(y_k, s_k) + p_k \cdot (x - y_k) \quad \text{for } x \in \Omega_{s_k}.$$  

(3.15)

From this we have

$$u(x, s_k) - \frac{k}{2}(|y_k - \bar{x}_k|^2 + |s_k - \bar{t}_k|^2) \geq u_k(\bar{x}_k, \bar{t}_k) + p_k \cdot (x - y_k) \quad \text{for } x \in \Omega_{s_k}.$$  

(3.16)

We wish to show that for sufficiently large $k$,

$$\chi^-(v, p_k + D\psi_k(\bar{x}_k) - a_k - \bar{a}_k, z_k, r_k) = 1.$$  

(3.17)

To this end, fix any $y \in \mathbb{R}^n$ so that $(y, r_k) \in U_{\varepsilon}$ and $y \neq z_k$. Since we are considering only large $k$, in view of (3.6) and (3.7), we may assume that

$$|(y + y_k - z_k, s_k) - (y, r_k)| \leq |(y_k, s_k) - (\bar{x}_k, \bar{t}_k)| + |(\bar{x}_k, \bar{t}_k) - (z_k, r_k)| \leq \varepsilon,$$

and hence

$$(y + y_k - z_k, s_k) \in \Omega.$$  

We may assume as well that

$$|(y + \bar{x}_k - z_k, \bar{t}_k) - (y, r_k)| = |(\bar{x}_k, \bar{t}_k) - (z_k, r_k)| \leq \varepsilon,$$
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and hence

\[(y + \vec{x}_k - z_k, \vec{t}_k) \in \Omega.\]

We insert \(x = y + y_k - z_k\) into (3.16), to get

\[u_k(\vec{x}_k, \vec{t}_k) + p_k \cdot (y - z_k) \leq u(y + y_k - z_k, s_k) - \frac{k}{2}(|\vec{x}_k - y_k|^2 + |\vec{t}_k - s_k|^2)\]

\[\leq u_k(y + \vec{x}_k - z_k, \vec{t}_k).\]

Since \((\vec{x}_k, \vec{t}_k)\) is a maximum point of

\[u_k(x, t) - v_k(x, t) + \psi_k(x) - (a_k + \vec{a}_k) \cdot x - (b_k + \vec{b}_k)t\]

over \(\Omega\) and \((y + \vec{x}_k - z_k, \vec{t}_k) \in \Omega\), we have

\[u_k(y + \vec{x}_k - z_k, \vec{t}_k) - v_k(y + \vec{x}_k - z_k, \vec{t}_k) + \psi_k(y + \vec{x}_k - z_k)\]

\[- (a_k + \vec{a}_k) \cdot (y + \vec{x}_k - z_k) - (b_k + \vec{b}_k)\vec{t}_k\]

\[\leq u_k(\vec{x}_k, \vec{t}_k) - v_k(\vec{x}_k, \vec{t}_k) + \psi_k(\vec{x}_k) - (a_k + \vec{a}_k) \cdot \vec{x}_k - (b_k + \vec{b}_k)\vec{t}_k.\]

Furthermore, using the strict convexity of \(\psi_k\), we have

\[v_k(y + \vec{x}_k - z_k, \vec{t}_k) \geq v_k(\vec{x}_k, \vec{t}_k) + u_k(y + \vec{x}_k - z_k, \vec{t}_k) - u_k(\vec{x}_k, \vec{t}_k)\]

\[+ \psi_k(y + \vec{x}_k - z_k) - \psi_k(\vec{x}_k) - (a_k + \vec{a}_k) \cdot (y - z_k)\]

\[\geq v_k(\vec{x}_k, \vec{t}_k) + (p_k - a_k - \vec{a}_k) \cdot (y - z_k) + \psi_k(y + \vec{x}_k - z_k) - \psi_k(\vec{x}_k)\]

\[> v_k(\vec{x}_k, \vec{t}_k) + (p_k - a_k - \vec{a}_k + D\psi_k(\vec{x}_k)) \cdot (y - z_k).\]

Therefore, we get

\[v(y, r_k) + \frac{k}{2}(|z_k - \vec{x}_k|^2 + |r_k - \vec{t}_k|^2) \geq v_k(y + \vec{x}_k - z_k, \vec{t}_k)\]

\[> v_k(\vec{x}_k, \vec{t}_k) + (p_k - a_k - \vec{a}_k + D\psi_k(\vec{x}_k)) \cdot (y - z_k)\]

\[= v(z_k, r_k) + \frac{k}{2}(|z_k - \vec{x}_k|^2 + |r_k - \vec{t}_k|^2)\]

\[+ (p_k - a_k - \vec{a}_k + D\psi_k(\vec{x}_k)) \cdot (y - z_k),\]

and hence,

\[(3.18) \quad v(y, r_k) > v(z_k, r_k) + (p_k - a_k - \vec{a}_k + D\psi_k(\vec{x}_k)) \cdot (y - z_k).\]

To complete the proof of (3.17), it remains to show that (3.18) holds for all \(y \in \mathbb{R}^n\) with \((y, r_k) \notin U_\epsilon\).
For this, we show first that \( p_k \to 0 \) as \( k \to \infty \). To see this, we go back to (3.15) and observe that if \( p_k \neq 0 \), then, setting \( x = y_k + \rho p_k / |p_k| \), with sufficiently small \( \rho > 0 \), we have
\[
\rho |p_k| \leq u \left( y_k + \rho \frac{p_k}{|p_k|}, s_k \right) - u(y_k, s_k).
\]
In view of (3.13), since \( u \in \text{USC}(\overline{\Omega}) \), we get in the limit as \( k \to \infty \),
\[
\rho \limsup_{k \to \infty} |p_k| \leq u(\hat{x} + \rho e, \hat{t}) - u(\hat{x}, \hat{t})
\]
for some \((\hat{x}, \hat{t}) \in P\) and some \( e \in S^{n-1} \equiv \{x \in \mathbb{R}^n \mid |x| = 1\} \). Therefore, by assumption (2), we have
\[
\rho \limsup_{k \to \infty} |p_k| \leq o(\rho) \quad \text{as} \quad \rho \searrow 0.
\]
Hence, we get
\[
\lim_{k \to \infty} p_k = 0.
\]
Thus we may assume that \( |p_k| \leq 1 \) and \( |p_k - a_k - \tilde{a}_k + D\psi_k(\tilde{x}_k)| \leq \min \{\gamma, 1\} \).

By (3.13), we know that \( v(z_k, r_k) \to 0 \) as \( k \to \infty \). Hence, we may assume as well that \( v(z_k, r_k) \leq \gamma \). Now, (3.9) ensures that (3.18) holds for all \( y \in \mathbb{R}^n \) with \( (y, r_k) \notin U_\varepsilon \).

This shows that (3.17) holds.

Now, we get
\[
g(p_k + D\psi_k(\tilde{x}_k) - a_k - \tilde{a}_k, X_k + D^2\psi_k(\tilde{x}_k)) \leq g_k - b_k - \tilde{b}_k \leq g(p_k, X_k) - b_k - \tilde{b}_k - \delta.
\]
This and (3.14) give us a desired contradiction. \( \quad \blacksquare \)

### 3.3. Distance between two evolving sets

In this subsection we study continuity properties of the distance between two evolving sets.

Let \( u \in \text{USC}(\mathbb{R}^N \times [0, \infty)) \) and \( v \in \text{LSC}(\mathbb{R}^N \times [0, \infty)) \) be respectively a viscosity subsolution and a viscosity supersolution of (L) in \( \mathbb{R}^N \times (0, \infty) \).

Fix \( \lambda \in \mathbb{R} \) and set
\[
K = \{(z, t) \in \mathbb{R}^N \times [0, \infty) \mid v(z, t) \leq \lambda\},
\]
\[
W = \{(z, t) \in \mathbb{R}^N \times [0, \infty) \mid u(z, t) < \lambda\},
\]
\[
K_t = \{z \mid (z, t) \in K\} \quad \text{and} \quad W_t = \{z \mid (z, t) \in W\} \quad \text{for} \ t \in [0, \infty).
\]
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For notational simplicity we consider the case when $\lambda = 0$, but the results in this subsection are valid for general $\lambda$.

Assume that

\begin{equation}
(3.19) \quad K \text{ and } W \text{ are bounded subsets of } \mathbb{R}^N \times [0, \infty) \text{ and that } K \neq \emptyset.
\end{equation}

We define the function $d : [0, \infty) \to [0, \infty]$ by

\[ d(t) = \text{dist} \,(K_t, W^c_t), \]

where $W^c_t = \mathbb{R}^N \setminus W_t$.

**Theorem 3.4.** (a) There is a constant $\tau > 0$ such that $d(t) < \infty$ for all $t \in [0, \tau]$ and $d(t) = \infty$ for all $t \in (\tau, \infty)$. (b) $d \in \text{LSC}([0, \tau])$. (c) $d$ is left continuous in $(0, \tau]$.

**Proof.** Since $v$ is lower semicontinuous, $K$ is closed in $\mathbb{R}^N \times [0, \infty)$ and hence $K$ is compact. Since $u$ is upper semicontinuous, $W$ is a relatively open subset of $\mathbb{R}^N \times [0, \infty)$.

Accordingly, for any $t \in [0, \infty)$, $K_t$ is a compact subset of $\mathbb{R}^N$ and $W^c_t$ is a non-empty closed subset of $\mathbb{R}^N$. Therefore, for any $t \in [0, \infty)$, as far as $K_t \neq \emptyset$, there is a point $(z^1_t, z^2_t) \in K_t \times W^c_t$ such that

\[ \text{dist} \,(K_t, W^c_t) = |z^1_t - z^2_t|. \]

We claim that for any $0 \leq t < s < \infty$, we have

\[ K_t \supset K_s. \]

Indeed, noting that $v$ satisfies

\[ v_t \geq 0 \quad \text{in } \mathbb{R}^N \times (0, \infty) \]

in the viscosity sense, we see that for all $z \in \mathbb{R}^N$ and $0 \leq t < s < \infty$,

\[ v(z, t) \leq v(z, s). \]

This immediately implies that $K_t \supset K_s$ for $0 \leq t < s < \infty$.

Since $K$ is compact, there is a $\tau \in (0, \infty)$ such that

\[ K_\tau \neq \emptyset \quad \text{and} \quad K_t = \emptyset \quad \text{for all } t \in (\tau, \infty). \]
From this, we get immediately
\[
d(t) \begin{cases} 
< \infty & \text{for } t \in [0, \tau], \\
= \infty & \text{for } t \in (\tau, \infty).
\end{cases}
\]

Next, we prove assertion (b). Let \( t \in [0, \tau] \) and \( \{t_k\}_{k \in \mathbb{N}} \subset [0, \tau] \) be such that \( t_k \to t \) as \( k \to \infty \).

Set
\[
\gamma = \liminf_{k \to \infty} d(t_k).
\]

We may assume by selecting a subsequence of \( \{t_k\} \) that
\[
\gamma = \lim_{k \to \infty} d(t_k).
\]

For each \( k \in \mathbb{N} \) we choose a point \( (z^1_k, z^2_k) \in K_{t_k} \times W^c_{t_k} \) so that
\[
d(t_k) = |z^1_k - z^2_k|.
\]

Since \( (z^1_k, t_k) \in K \), \( K \) is compact and \( W \) is bounded, we may assume by selecting a subsequence of \( \{(z^1_k, z^2_k)\} \) that \( \{(z^1_k, z^2_k)\} \) converges to a point \( (z^1, z^2) \in \mathbb{R}^{2N} \). Since \( K \) and \( W^c \) is closed, we have
\[
(z^1, t) \in K \quad \text{and} \quad (z^2, t) \in W^c.
\]

That is,
\[
z^1 \in K_t \quad \text{and} \quad z^2 \in W^c_t.
\]

By the definition of \( d \), we have
\[
d(t) \leq |z^1 - z^2| = \lim_{k \to \infty} |z^1_k - z^2_k| = \lim_{k \to \infty} d(t_k) = \gamma,
\]

which proves the required semicontinuity.

To prove (c), we show that there is an increasing continuous function \( \omega : [0, \infty) \to [0, \infty) \) satisfying \( \omega(0) = 0 \) for which
\[
(3.20) \quad d(t + s) \geq d(t) - \omega(s) \quad \text{for all } t, s \in [0, \infty).
\]

The first step is to show that for each \( \varepsilon > 0 \) there exists \( \delta \equiv \delta(\varepsilon) > 0 \) such that
\[
(3.21) \quad \text{if } z \in \mathbb{R}^N \text{ and } \text{dist}(z, W^c_s) > \varepsilon \text{ then } z \in W_s \text{ for all } s \in [t, t + \delta).
\]
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Indeed, by translation, it is enough to show that for any \( \varepsilon > 0 \), if \( \text{dist}(0, W_0^\varepsilon) > \varepsilon \), then

\[
0 \in \bigcap_{s \in [0, \delta)} W_s, \quad \text{with} \quad \delta := \frac{\varepsilon N}{N}.
\]

In the proof below we use the Gauss curvature flow of balls contained in \( W_0 \) at \( t = 0 \).

Set

\[
\varphi(z, t) = |z|^N + Nt - \varepsilon^N \quad \text{for all} \quad (z, t) \in \mathbb{R}^N \times [0, \infty).
\]

Note that

\[
\varphi_t(z, t) = \lim_{\zeta \to z} G(D\varphi(\zeta, t), D^2\varphi(\zeta, t)) \quad \text{for all} \quad (z, t) \in \mathbb{R}^N \times (0, \infty).
\]

Since \( \sigma^+(u, p, z, t) \leq 1 \) for all \( (p, z, t) \in \mathbb{R}^{2N} \times (0, \infty) \), we see that \( u \) is a viscosity subsolution of

\[
u_t(z, t) = G(Du(z, t), D^2u(z, t)) \quad \text{in} \quad \mathbb{R}^N \times (0, \infty).
\]

We may assume that

\[
u(z, t) = \begin{cases} 0 & \text{for} \ (z, t) \in W^c, \\ -\varepsilon^N & \text{for} \ (z, t) \in W. \end{cases}
\]

Observe that

\[
(u - \varphi)(z, 0) \leq 0 \quad \text{for all} \quad z \in \mathbb{R}^N,
\]

\[
(u - \varphi)(z, t) \leq 0 \quad \text{for all} \quad (z, t) \in \mathbb{R}^N \times [\delta, \infty),
\]

\[
(u - \varphi)(z, t) \leq 0 \quad \text{for all} \quad (z, t) \in B(0, \varepsilon)^c \times [0, \infty).
\]

Suppose that

\[
\sup(u - \varphi) > 0.
\]
Choose $\lambda > 0$ small enough so that the function $u(z, t) - \varphi(z, t) - \lambda t$ attains a positive maximum over $\mathbb{R}^N \times [0, \infty)$ at a point $(\hat{z}, \hat{t}) \in B(0, \varepsilon) \times (0, \delta)$. Then we have

$$
\varphi(t, \hat{z}, \hat{t}) + \lambda \leq \lim_{z \to \hat{z}} G(D\varphi(z, \hat{t}), D^2\varphi(z, \hat{t})).
$$

(The function $\varphi$ is not admissible, but if $D\varphi(\hat{z}, \hat{t}) = 0$, by testing $\varphi$ from above by a collection of admissible test functions one may deduce the above inequality.) This is a contradiction, which proves that $u \leq \varphi$ in $\mathbb{R}^N \times [0, \infty)$. Since $\varphi(0, s) < 0$ for $s \in [0, \delta)$, we conclude that $u(0, s) < 0$ for $s \in [0, \delta)$, which guarantees that $0 \in W_s$ for $s \in [0, \delta)$. This proves (3.21).

Now, we show (3.20) for $\omega(s) = (Ns)^{1/n}$. Let $t, s \in [0, \infty)$. In view of assertion (a), if $d(t) = \infty$, then $d(t + s) = \infty$ and (3.20) holds. If $d(t) - \omega(s) \leq 0$, then it is clear that (3.20) holds. It remains to examine the case when $0 < d(t) - \omega(s) < \infty$. Choose any $0 < r < d(t) - \omega(s)$. Let $z \in \mathbb{R}^N$ satisfy dist $(z, K_t) \leq r$. Then we have dist $(z, W_{t+\tau}^c) \geq d(t) - r > \omega(s)$ and hence

$$
z \in W_{t+\tau} \quad \text{for } \tau \in [0, \omega(s)^N/N] = [0, s].
$$

Therefore, we have

$$
\text{dist}(K_t, W_{t+s}^c) \geq r,
$$

which implies that $d(t + s) \geq d(t) - \omega(s)$.

Finally, assertion (c) follows from (b) and (3.20). \n
3.4. Completion of proof of Theorem 2.6

This subsection is totally devoted to the proof of Theorem 2.6.

Let $u \in \text{USC}(\mathbb{R}^N \times [0, T])$ and $v \in \text{LSC}(\mathbb{R}^N \times [0, T])$ be a viscosity subsolution and a viscosity supersolution of (L) in $\mathbb{R}^N \times (0, T)$, respectively, where $T \in (0, \infty]$.

Assume that $v$ satisfies (A) and that $u(z, 0) \leq v(z, 0)$ for all $z \in \mathbb{R}^N$.

We want to show that $u \leq v$ on $\mathbb{R}^N \times (0, T)$. By adding positive constants to $v$, we need to show that if $u(z, 0) < v(z, 0)$ for all $z \in \mathbb{R}^N$, then $u < v$ on $\mathbb{R}^N \times (0, T)$.

We thus assume that $u(z, 0) < v(z, 0)$ for all $z \in \mathbb{R}^N$, and will show that $u < v$ on $\mathbb{R}^N \times (0, T)$.

Note that the inequality $u < v$ on $\mathbb{R}^N \times (0, T)$ is equivalent to the inclusion

$$
(3.22) \quad \{ (z, t) \in \mathbb{R}^N \times (0, T) \mid v(z, t) \leq \lambda \} \subset \{ (z, t) \in \mathbb{R}^N \times (0, T) \mid u(z, t) < \lambda \}
$$
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for all \( \lambda \in \mathbb{R} \).

To show (3.22), we fix \( \lambda \in \mathbb{R} \) and replace \( u \) and \( v \) by \( u - \lambda \) and \( v - \lambda \), respectively. We need to show that

\[
(z, t) \in \mathbb{R}^N \times (0, T) \mid v(z, t) \leq 0 \} \subset \{ (z, t) \in \mathbb{R}^N \times (0, T) \mid u(z, t) < 0 \}.
\]

By relabeling \( u \) and \( v \) (see Proposition 2.5) if necessary, we may assume that \( u \) takes only two values \(-1, 0\) and \( v \) takes only values \(0, 1\).

Fix any \( 0 < T_1 < T \) and define \( u_1, v_1 : \mathbb{R}^N \times [0, \infty) \to \mathbb{R} \) by

\[
u_1(z, t) = \begin{cases} u(z, t) & \text{for } 0 \leq t \leq T_1, \\ -1 & \text{for } T_1 < t < \infty, \end{cases}
\]

and

\[
v_1(z, t) = \begin{cases} v(z, t) & \text{for } 0 \leq t \leq T_1, \\ 1 & \text{for } T_1 < t < \infty. \end{cases}
\]

It is easy to check that \( u_1 \) and \( v_1 \) are, respectively, a viscosity subsolution and a viscosity supersolution of (L) in \( \mathbb{R}^N \times (0, \infty) \). Note as well that, since \( v \) satisfies (A), the set \( \{ (z, t) \in \mathbb{R}^N \times [0, \infty) \mid v_1(x, t) \leq 0 \} \) is compact.

We choose \( R > 0 \) so that

\[
\{ z \in \mathbb{R}^N \mid v(z, 0) \leq 0 \} \subset B(0, R).
\]

Recall that the function

\[
w(z, t) = |z|^N + Nt - (R + 1)^N
\]

is a viscosity subsolution of (L) in \( \mathbb{R}^N \times (0, \infty) \). If we define \( u_2 : \mathbb{R}^N \times [0, \infty) \to \mathbb{R} \) by

\[
u_2(z, t) = \max\{u(z, t), w_1(z, t)\},
\]

where

\[
w_1(z, t) = \begin{cases} 0 & \text{if } |z|^N + Nt \geq (R + 1)^N, \\ -1 & \text{if } |z|^N + Nt < (R + 1)^N. \end{cases}
\]

then \( u_2 \in \text{USC}(\mathbb{R}^N \times [0, \infty)) \), \( u_2 \) is a viscosity subsolution of (L) in \( \mathbb{R}^N \times (0, \infty) \) by Proposition 2.4, (a), \( u_2(z, 0) < v_1(z, 0) \) for all \( z \in \mathbb{R}^N \). Note that the set

\[
\{ (z, t) \in \mathbb{R}^N \times [0, \infty) \mid u_2(z, t) < 0 \}
\]
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is bounded.

To show (3.23) it is enough to prove that for any \( T_1 \in (0, T) \),

\[
\{(z, t) \in \mathbb{R}^N \times [0, \infty) \mid v_1(z, t) \leq 0 \} \subset \{(z, t) \in \mathbb{R}^N \times [0, \infty) \mid u_2(z, t) < 0 \}.
\]

Hence, replacing \( u \) and \( v \) by \( u_2 \) and \( v_1 \) respectively if necessary, we may assume that \( T = \infty \) and that

\[(3.24) \quad \{(z, t) \in \mathbb{R}^N \times [0, \infty) \mid v(z, t) \leq 0 \} \text{ is a compact set,}
\]

\[(3.25) \quad \{ z \in \mathbb{R}^N \times [0, \infty) \mid u(z, t) < 0 \} \text{ is a bounded set.}
\]

We set

\[
K = \{(z, t) \in \mathbb{R}^n \times [0, \infty) \mid v(z, t) \leq 0 \},
\]

\[
W = \{(z, t) \in \mathbb{R}^N \times [0, \infty) \mid u(z, t) < 0 \}.
\]

Note that \( K \) is compact and \( W \) is relatively open in \( \mathbb{R}^N \times [0, \infty) \).

We use the notation: \( K_t = \{ z \in \mathbb{R}^N \mid (z, t) \in K \} \) and \( W_t = \{ z \in \mathbb{R}^N \mid (z, t) \in W \} \) for \( t \in [0, \infty) \). Define

\[
d(t) = \text{dist} (K_t, W_t^c) \quad \text{for} \ t \in [0, \infty).
\]

Since \( K_0 \subset W_0 \), we have

\[
d(0) > 0,
\]

and it is enough to show that, in order to prove (3.23),

\[
d(t) \geq d(0) \quad \text{for all} \ t \in (0, \infty).
\]

We prove this by arguing by contradiction. We thus suppose that for some \( t_0 \in (0, \infty) \),

\[
d(t_0) < d(0).
\]

In view of Theorem 3.4, we may choose a \( t_1 \in (0, t_0) \) so that

\[
d(0) > d(t_1) \quad \text{and} \quad \min_{t \in [0,t_1]} d(t) > 0,
\]

and choose \( \psi \in C^2([0,t_1]) \) so that

\[
\psi'(t) > 0 \quad \text{for all} \ t \in [0,t_1],
\]

\[
d + \psi \text{ attains a minimum over } [0,t_1] \text{ at some } \tau \in (0,t_1).
\]
Next we show that for \((z^1, z^2) \in \mathbb{R}^{2N}\), if

\[
(3.26) \quad z^1 \in K_\tau, \quad z^2 \in W^c_\tau, \quad \text{and} \quad |z^1 - z^2| = d(\tau),
\]

then

\[
(3.27) \quad H(z^2 - z^1, z^2) \subset W^c_\tau.
\]

To do so, we fix \((z^1, z^2) \in \mathbb{R}^{2N}\) so that (3.26) is satisfied.

Define \(\varphi \in C^2(\mathbb{R}^N \times [0, t_1])\) by

\[
\varphi(z, t) = |z - z^1| + \psi(t).
\]

Noting that \(K_t \supset K_s\) for \(0 \leq t \leq s\) and therefore \(z^1 \in K_t\) for all \(t \in [0, \tau]\), we see that for any \(t \in [0, \tau]\) and \(z \in W^c_\tau\),

\[
\varphi(z, t) \geq d(t) + \psi(t).
\]

We may assume by relabeling \(u\) again that

\[
u(z, t) = \begin{cases} 
0 & \text{if } (z, t) \in W^c, \\
-M & \text{if } (z, t) \in W,
\end{cases}
\]

where \(M > 0\) is a constant to be chosen later.

Let \((z, t) \in \mathbb{R}^N \times [0, \tau]\). If \(z \in W^c_\tau\), then

\[
(u - \varphi)(z, t) \leq -(d + \psi)(t) \leq -(d + \psi)(\tau).
\]

If \(z \in W_\tau\), then

\[
(u - \varphi)(z, t) \leq -M - \psi(t).
\]
We select $M$ so that
\[ M \geq \sup_{[0,t_1]} d. \]

Then we have
\[ (u - \varphi)(z, t) \leq -(d + \psi)(t) \leq -(d + \psi)(\tau). \]

Observing that
\[ (u - \varphi)(z^2, \tau) = -|z^2 - z^1| - \psi(\tau) = -(d + \psi)(\tau). \]

we see that $u - \varphi$ attains a maximum over $\mathbb{R}^N \times [0,t_1]$ at $(z^2, \tau)$.

Modifying the definition of $\varphi$ outside a neighborhood of $(z^2, \tau)$ appropriately, we may assume that $\varphi$ is an admissible function (see section 2 or [IS]). Thus we conclude that
\[ 0 < \psi'(\tau) \leq \sigma^+(u, p, z^2, \tau)G(p, X), \]

where
\[ p = \frac{z^2 - z^1}{|z^2 - z^1|} \quad \text{and} \quad X = \frac{1}{|z^1 - z^2|} I - \frac{(z^1 - z^2) \otimes (z^1 - z^2)}{|z^1 - z^2|^3}. \]

This ensures that
\[ \sigma^+(u, p, z^2, \tau) = 1, \]

which shows that $H(p, z^2) \subset W^c_\tau$, proving (3.27).

By translation and rotation in $\mathbb{R}^N$, we may assume that
\[ z^1 = 0 \quad \text{and} \quad z^2 = -d(\tau)e_N, \]

where $e_N$ denotes the unit vector of $\mathbb{R}^N$ with unity as its $N$-th entry. (3.27) now reads
\[ \mathbb{R}^n \times (-\infty, -d(\tau)] \subset W^c_\tau \quad \text{or equivalently} \quad W_\tau \subset \mathbb{R}^n \times (-d(\tau), \infty). \]

From this, since $d(\tau) > 0$, by the definition of $d(\tau)$, we see that
\[ (3.28) \quad K_\tau \subset \mathbb{R}^n \times [0, \infty). \]

Define $Q \subset \mathbb{R}^n \times [0, \infty)$ by
\[ Q = \{(x,t) \in \mathbb{R}^n \times [0,\infty) \mid (x,0,t) \in W\}. \]
and $u^- : Q \to \mathbb{R}$ by

$$u^-(x, t) = \inf \{ a \in \mathbb{R} | \{ x \} \times [a, 0] \times \{ t \} \subset W \}.$$

Define as well $u^+ : \mathbb{R}^n \times [0, \infty) \to \mathbb{R} \cup \{ \infty \}$ by

$$u^+(x, t) = \inf \{ y \in \mathbb{R} | (x, y, t) \in K \}.$$

It is clear that $u^-(x, t) < 0$ for all $(x, t) \in Q$. Note as well that $(0, \tau) \in Q$, $u^+(0, \tau) = 0$, and $u^-(0, \tau) = -d(\tau)$. In particular, $u^+(0, \tau) - u^-(0, \tau) = d(\tau)$.

By Theorems 3.1 and 3.2, we know that $u^- \in \text{USC}(Q)$ and $u^+ \in \text{LSC}(\mathbb{R}^n \times [0, \infty), \mathbb{R} \cup \{ \infty \})$. More importantly, $u^-$ is a viscosity subsolution of (G) in $\text{int} Q$ and $u^+$ is a viscosity supersolution of (G) in $\mathbb{R}^n \times (0, \infty)$.

We extend the definition of $u^-$ to $\overline{Q}$ by setting

$$u^-(x, t) = 0 \quad \text{for} \quad (x, t) \in \partial Q \setminus Q.$$

Since $u^-(x, t) < 0$ for all $(x, t) \in Q$ and $u^- \in \text{USC}(Q)$, we see immediately that $u^- \in \text{USC}(\overline{Q})$.

Since $(x, u^-(x, t)) \in W_\ell^c$ for $(x, t) \in \overline{Q}$ and $(x, u^+(x, t)) \in K_t$, if $u^+(x, t) \in \mathbb{R}$, for $(x, t) \in \mathbb{R}^n \times [0, \infty)$, we have

$$|u^+(x, t) - u^-(x, t)| \geq d(t) \quad \text{if} \quad u^+(x, t) \in \mathbb{R}$$

for all $(x, t) \in \overline{Q}$.

We intend to apply Lemma 3.3 to functions $u^+$ and $u^- + d(\tau) + \varepsilon$, with sufficiently small $\varepsilon > 0$, to get a contradiction. To this end, we recall (3.28) and observe that $u^+(x, \tau) \geq 0$ for all $x \in \mathbb{R}^n$. Therefore, we have

$$u^-(x, \tau) \leq 0 \leq u^+(x, \tau) \quad \text{for all} \quad x \in \mathbb{R}^n \text{ satisfying} \quad (x, \tau) \in \overline{Q},$$

and furthermore,

$$(u^+ - u^-)(x, \tau) \geq d(\tau) \quad \text{for all} \quad x \in \mathbb{R}^n \text{ satisfying} \quad (x, \tau) \in \overline{Q}.$$

Noting that the function $u^+ - u^-$ is lower semicontinuous on $\overline{Q}$, we find a constant $\sigma \in [0, \tau)$ such that

$$(u^+ - u^-)(x, t) > 0 \quad \text{for all} \quad (x, t) \in \overline{Q} \cap (\mathbb{R}^n \times [\sigma, \tau]),$$
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which guarantees that
\[(u^+ - u^-)(x, t) \geq d(t) \quad \text{for all } (x, t) \in \overline{Q} \cap (\mathbb{R}^n \times [\sigma, \tau]).\]

Since $K$ is compact and $u^+(x, \tau) \geq 0$ for all $x \in \mathbb{R}^n$, we may assume by reselecting $\sigma$ if necessary that
\[(3.29) \quad u^+(x, t) > -d(\tau) \quad \text{for all } (x, t) \in \mathbb{R}^n \times [\sigma, \tau).\]

We modify the definition of $u^+(x, t)$ for $t > \tau$ by setting
\[u^+(x, t) = \infty \quad \text{for } t > \tau.\]

The new function $u^+$ is again lower semicontinuous in $\mathbb{R}^n \times [0, \infty)$ and it is a viscosity supersolution of (G) in $\mathbb{R}^n \times (0, \infty)$. Also, we have for all $(x, t) \in \overline{Q}$,
\[(u^+ - u^-)(x, t) \geq \begin{cases} d(t) & \text{if } t \in [\sigma, \tau], \\ \infty & \text{if } t > \tau. \end{cases}\]

We set $\Omega = Q \cap (\mathbb{R}^n \times [\sigma, \infty))$. It is clear that $\Omega$ is a bounded, relatively open subset of $\mathbb{R}^n \times [\sigma, \infty)$. Note furthermore that $u^+ - u^-$ attains its minimum $d(\tau)$ over $\overline{\Omega}$ at the point $(0, \tau)$. We claim that
\[(3.30) \quad (u^+ - u^-)(x, t) > d(\tau) \quad \text{for all } (x, t) \in \partial \Omega.\]

To see this, let $(x, t) \in \partial \Omega$. We have
\[(u^+ - u^-)(x, t) \geq \begin{cases} d(t) > d(\tau) & \text{if } t < \tau, \\ \infty > d(\tau) & \text{if } t > \tau. \end{cases}\]

We may thus assume that $t = \tau$. Suppose that $(u^+ - u^-)(x, \tau) = d(\tau)$. Then, since $u^-(x, \tau) = 0$, setting $\zeta^1 = (x, d(\tau), \tau)$ and $\zeta^2 = (x, 0, \tau)$, we have
\[\zeta^1 \in K_\tau, \quad \zeta^2 \in W^c_\tau, \quad \text{and} \quad |\zeta^1 - \zeta^2| = d(\tau).\]

Since (3.26) yields (3.27), we get
\[W^c_\tau \supset H(p, \zeta^2) \supset \mathbb{R}^n \times (-\infty, 0)\]
for $p = -e_N$. In particular, we have
\[(0, -\frac{d(\tau)}{2}) \in W^c_\tau.\]
However, since $0 \in K_\tau$, we have

$$(0, -\frac{d(\tau)}{2}) \in W_\tau.$$ 

We thus get a contradiction, proving that $(u^+ - u^-)(x, \tau) > d(\tau)$. Thus we see that (3.30) holds.

Setting

$$E = \{(x, t) \in \mathbb{R}^n \times [\sigma, \infty) \mid (x, y, t) \in K \text{ for some } y \in \mathbb{R}\},$$

which is a compact set, it is clear that

$$u^+(x, t) = \infty \text{ for } (x, t) \in (\mathbb{R}^n \times [\sigma, \infty)) \setminus E.$$ 

Let $(x, t) \in E \setminus \Omega$. If $t > \tau$, then we have $u^+(x, t) = \infty$. If $t \leq \tau$ and if we suppose that $u^+(x, t) < d(t)$, then, since $|u^+(x, t)| < d(t)$ by (3.29) and $(x, u^+(x, t)) \in K_t$, we have $(x, 0) \in W_t$ and hence $(x, t) \in \Omega$, which contradicts our choice of $(x, t)$. This shows that if $t \leq \tau$, then $u^+(x, t) \geq d(t) \geq d(\tau) > 0$.

Now let $(x, t) \in \Omega$ be a minimum point of $u^+ - u^-$ over $\overline{\Omega}$. We know that $t = \tau$ and $(u^+ - u^-)(x, \tau) = d(\tau)$. Again, since (3.26) implies (3.27), we have

$$H(-e_N, z) \subset W^c_\tau,$$

where $z = (x, u^-(x, \tau))$, which guarantees that $u^-(x, \tau) = -d(\tau)$ and $u^+(x, \tau) = 0$. Moreover, noting that $(x, u^+(x, \tau)) \in K_\tau$ and $(x, u^-(x, \tau)) \in W^c_\tau$, and that the open ball of $\mathbb{R}^N$ with radius $d(\tau)$ centered at $(x, u^+(x, \tau))$ does not intersect with $W_\tau$, we see that as $\mathbb{R}^n \ni \xi \to 0$,

$$u^-(x + \xi, \tau) \leq u^-(x, \tau) + O(|\xi|^2).$$

The final step is just to apply Theorem 3.3 to the viscosity subsolution $u^- + d(\tau) + \varepsilon$ of (G) in $\Omega$ and the viscosity supersolution $u^+$ of (G) in $\mathbb{R}^n \times (\sigma, \infty)$, where $\varepsilon > 0$ is chosen so that $u^+ \geq u^- + d(\tau) + \varepsilon$ on $\partial \Omega$, to obtain a contradiction,

$$u^-(0, \tau) + d(\tau) + \varepsilon \leq u^+(0, \tau) = u^-(0, \tau) + d(\tau).$$

4. Stability of viscosity solutions
In this section we prove Proposition 2.4 as well as Proposition 4.1 below.

**Proposition 4.1.** Let $\Omega = \mathbb{R}^N \times (0, T)$, with $T \in (0, \infty]$. (a) Let $\{u_k\}_{k \in \mathbb{N}} \subset \text{USC}(\Omega)$ and $u \in \text{USC}(\Omega)$. Assume that $u_k(\xi) \searrow u(\xi)$ for all $\xi \in \Omega$ as $k \to \infty$ and that $u_k$ are viscosity subsolutions of (L) in $\Omega$. Then $u$ is a viscosity subsolution of (L) in $\Omega$. (b) Let $\{u_k\}_{k \in \mathbb{N}} \subset \text{LSC}(\Omega)$ and $u \in \text{LSC}(\Omega)$. Assume that $u_k(\xi) \nearrow u(\xi)$ for all $\xi \in \Omega$ as $k \to \infty$, that $u_k$ are viscosity supersolutions of (L) in $\Omega$, and that all the $u_k$ satisfy condition (A). Then $u$ is a viscosity supersolution of (L) in $\Omega$.

We need the following lemmas for the proof of Propositions 2.4, 2.5, and 4.1 and Theorem 2.7. Let $\Omega = \mathbb{R}^N \times (0, T)$, with $T \in (0, \infty)$.

**Lemma 4.2.** Let $\{v_k\}_{k \in \mathbb{N}} \subset \text{USC}(\Omega)$, $u \in \text{USC}(\Omega)$, $\xi \equiv (z, t) \in \Omega$, $\xi_k \equiv (z_k, t_k) \in \Omega$, $p_k \in \mathbb{R}^N$, and $p \in \mathbb{R}^N \setminus \{0\}$. Assume that $v_k \leq u$ in $\Omega$, and that $\xi_k \to \xi$, $v_k(\xi_k) \to u(\xi)$ and $p_k \to p$ as $k \to \infty$, and that $\sigma^+(u, p, \xi) = 0$. Then $\sigma^+(v_k, p_k, \xi_k) = 0$ for sufficiently large $k$.

*Proof.* Since $\sigma^+(u, p, \xi) = 0$, there is a point $y \in H(p, z)$ such that $u(y, t) < u(\xi)$. Since $u \in \text{USC}(\Omega)$, there is a neighborhood $U$ of $(y, t)$ and a constant $\varepsilon > 0$ such that $u(\eta) \leq u(\xi) - 2\varepsilon$ for all $\eta \in U$. Since $v_k(\xi_k) \to u(\xi)$, we may assume that $u(\xi) \leq v_k(\xi_k) + \varepsilon$. Then $u(\eta) \leq v_k(\xi_k) - \varepsilon$ for all $\eta \in U$. Since $v_k \leq u$, we have $v_k(\eta) \leq v_k(\xi_k) - \varepsilon$ for all $\eta \in U$. By continuity, $U \cap H(p_k, \xi_k) \neq \emptyset$ and, accordingly, we have $\sigma^+(v_k, p_k, \xi_k) = 0$ for sufficiently large $k$. \[\square\]

**Lemma 4.3.** Let $\{u_k\}_{k \in \mathbb{N}} \subset \text{USC}(\Omega)$, $u \in \text{USC}(\Omega)$, $\xi \equiv (z, t) \in \Omega$, $\xi_k \equiv (z_k, t_k) \in \Omega$, $p_k \in \mathbb{R}^N$, and $p \in \mathbb{R}^N \setminus \{0\}$. Assume that $u_k(\eta) \searrow u(\eta)$ for all $\eta \in \Omega$ as $k \to \infty$ and that $\xi_k \to \xi$, $u_k(\xi_k) \to u(\xi)$, and $p_k \to p$ as $k \to \infty$, and that $\sigma^+(u, p, \xi) = 0$. Then $\sigma^+(u_k, p_k, \xi_k) = 0$ for sufficiently large $k$.

*Proof.* As in the previous proof, there is a compact neighborhood $U$ of $(y, t)$ and a constant $\varepsilon > 0$ such that $u(\eta) \leq v_k(\xi_k) - 2\varepsilon$ for all $\eta \in U$. Hence, $(v_k(\eta) - v_k(\xi_k) + 2\varepsilon)_+ \searrow 0$ for all $\eta \in U$ as $k \to \infty$ and therefore, in view of Dini’s lemma, we see that $(v_k(\eta) - v_k(\xi_k) + 2\varepsilon)_+ \searrow 0$ uniformly for $\eta \in U$ as $k \to \infty$. Thus, we may assume further that $v_k(\eta) \leq v_k(\xi_k) - \varepsilon$ for all $\eta \in U$ and sufficiently large $k \in \mathbb{N}$. By continuity, $U \cap H(p_k, z_k) \neq \emptyset$ for large $k \in \mathbb{N}$. Thus, we have $\sigma^-(v_k, p_k, \xi_k) = 0$ for large $k \in \mathbb{N}$. \[\square\]

**Lemma 4.4.** Let $\varphi \in C^2(\mathbb{R}^{N+1})$. Assume that $\varphi(0) = 0$, $D\varphi(0) \neq 0$, where $D$ denotes the gradient in the first $N$ variables as usual, and $G(D\varphi(0), D^2\varphi(0)) > 0$. Then there are
a neighborhood \( U \) of 0 in \( \mathbb{R}^N \) and a constant \( \varepsilon > 0 \) such that for all \((z, t) \in U \times (0,\varepsilon) \), if \( \varphi(z, t) \in (-\varepsilon, \varepsilon) \), then

\[
\varphi(\zeta, t) > \varphi(z, t) \quad \text{for all } \zeta \in H(D\varphi(z, t), z) \cap U.
\]

**Proof.** By rotation, we may assume that \( D\varphi(0) = (0,\ldots,0, -|D\varphi(0)|) \). By the implicit function theorem, there are a neighborhood \( V \) of \( 0 \) in \( \mathbb{R}^n \), a positive constant \( \varepsilon \), and a function \( g \in C^2(V \times (-\varepsilon, \varepsilon)^n) \) such that for any \( x \in V \) and \((y, t, \lambda) \in (-\varepsilon, \varepsilon)^3 \),

\[
\varphi(x, y, t) = \lambda \quad \text{if and only if } \quad y = g(x, t, \lambda).
\]

Replacing \( V \) and \( \varepsilon \) by smaller ones if necessary, we may assume further that for any \( x \in V \) and \((y, t, \lambda) \in (-\varepsilon, \varepsilon)^3 \),

\[
\varphi(x, y, t) < \lambda \quad \text{if and only if } \quad y > g(x, t, \lambda).
\]

We may assume as well that \( D\varphi(z, t) \neq 0 \) and \( G(D\varphi(z, t), D^2\varphi(z, t)) > 0 \) for all \((z, t) \in V \times (-\varepsilon, \varepsilon)^3 \). This guarantees that for each \((t, \lambda) \in (-\varepsilon, \varepsilon)^2 \), all the principal curvatures of the hypersurface \( \{z \in V \mid \varphi(z, t) = \lambda\} \) at any point are positive and hence that \( D^2g(x, t, \lambda) > 0 \) for all \((x, t, \lambda) \in V \times (-\varepsilon, \varepsilon)^2 \).

Fix \((\hat{x}, \hat{y}, t, \lambda) \in V \times (-\varepsilon, \varepsilon)^3 \) so that \( \hat{y} = g(\hat{x}, t, \lambda) \). Set \( \hat{z} = (\hat{x}, \hat{y}) \). Observe that

\[
H(D\varphi(\hat{z}, t), \hat{z}) \cap (V \times (-\varepsilon, \varepsilon))
\]

\[
= \{(x, y) \in V \times (-\varepsilon, \varepsilon) \mid y \leq Dg(\hat{x}, t, \lambda) \cdot (x - \hat{x}) + \hat{y}, \ (x, y) \neq \hat{z}\}.
\]

We may assume that \( V \) is a convex subset of \( \mathbb{R}^n \). Since \( D^2g(x, t, \lambda) > 0 \) in \( V \times (-\varepsilon, \varepsilon)^2 \), we see that

\[
\{(x, y) \in V \times (-\varepsilon, \varepsilon) \mid y \leq Dg(\hat{x}, t, \lambda) \cdot (x - \hat{x}) + \hat{y}\}
\]

\[
\cap \{(x, y) \in V \times (-\varepsilon, \varepsilon) \mid y \geq g(x, t, \lambda)\} = \{\hat{z}\}.
\]

Hence, we get

\[
H(D\varphi(\hat{z}, t), z) \cap (V \times (-\varepsilon, \varepsilon)) \cap \{z \in \mathbb{R}^N \mid \varphi(z, t) \leq \lambda\} = \emptyset.
\]

That is, if \( z \in H(D\varphi(\hat{z}, t), z) \cap (V \times (-\varepsilon, \varepsilon)) \), then \( \varphi(z, t) > \lambda \), which was to be proven.

\[\blacksquare\]

**Lemma 4.5.** Let \( \varphi \in C^2(\Omega) \), \( \{v_k\}_{k \in \mathbb{N}} \subset \text{LSC}(\Omega) \), \( u \in \text{LSC}(\Omega) \), \( \xi \equiv (z, t) \in \Omega \), and \( r > 0 \). Assume that \( B(\xi, r) \subset \Omega \). Let \( \xi_k \equiv (z_k, t_k) \in B(\xi, r) \) for \( k \in \mathbb{N} \), and assume that
\( u - \varphi \) and \( v_k - \varphi \), with \( k \in \mathbb{N} \), attain their minima over \( B(\xi, r) \) at \( \xi \) and \( \xi_k \), respectively. Assume as well that \( v_k \geq u \) in \( \Omega \) for all \( k \), that \( \xi_k \to \xi \) and \( v_k(\xi_k) \to u(\xi) \) as \( k \to \infty \), that \( \sigma^{-}(u, D\varphi(\xi), \xi)G(D\varphi(\xi), D^2\varphi(\xi)) > 0 \), and that \( u \) satisfies condition (A). Then \( \sigma^{-}(v_k, D\varphi(\xi_k), \xi_k) = 1 \) for sufficiently large \( k \).

Proof. We set \( p_k = D\varphi(\xi_k) \) for \( k \in \mathbb{N} \) and \( p = D\varphi(\xi) \). We may assume that \( p_k \neq 0 \) for all \( k \in \mathbb{N} \).

Since \( \sigma^{-}(u, p, \xi) = 1 \), we have \( u(y, t) > u(\xi) \) for all \( y \in H(p, z) \). Choose a \( \lambda > u(\xi) \) so that \( \lambda < u(y, t) \) for some \( y \in H(p, z) \). Thanks to condition (A), there is an \( R > 0 \) such that for all \( (y, s) \in \Omega \),

\[
    u(y, s) \geq \lambda \quad \text{if } |y| \geq R.
\]

Accordingly, we have for all \( (y, s) \in \Omega \) and \( k \in \mathbb{N} \),

\[
(4.1) \quad v_k(y, s) \geq \lambda \quad \text{if } |y| \geq R.
\]

Since \( v_k(\xi_k) \to u(\xi) \) and \( u(\xi) < \lambda \), we may assume that

\[
(4.2) \quad v_k(\xi_k) < \lambda \quad \text{for all } k \in \mathbb{N}.
\]

Applying Lemma 4.4, we infer that there is a \( \delta > 0 \) such that if \( k \) is sufficiently large, then

\[
(4.3) \quad \varphi(y, t_k) > \varphi(\xi_k) \quad \text{for all } y \in H(p_k, z_k) \cap B(z, \delta). 
\]

We may assume that \( B(z, \delta) \times [t - \delta, t + \delta] \subseteq B(\xi, r) \) and \( |t_k - t| \leq \delta \) for all \( k \in \mathbb{N} \) and that inequality (4.3) holds for all \( k \in \mathbb{N} \). From (4.3) and the assumption that \( \xi_k \) is a minimum point of \( v_k - \varphi \) over \( B(\xi, r) \), we get

\[
(4.4) \quad v_k(y, t_k) > v_k(\xi_k) \quad \text{for all } y \in H(p_k, z_k) \cap B(z, \delta).
\]

Now, we argue by contradiction. We thus suppose that

\[
\liminf_{k \to \infty} \sigma^{-}(v_k, p_k, \xi_k) = 0,
\]

and show a contradiction. By this assumption, we may assume by taking a subsequence that

\[
\sigma^{-}(v_k, p_k, \xi_k) = 0 \quad \text{for all } k \in \mathbb{N}.
\]
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For each \( k \), we may choose a point \( y_k \in H(p_k, z_k) \) such that
\[
(4.5) \quad v_k(y_k, t_k) \leq u_k(\xi_k).
\]

Therefore, in view of (4.1) and (4.2), we see that \( |y_k| \leq R \) for all \( k \in \mathbb{N} \), and we may assume that \( y_k \to y \) for some \( y \in \mathbb{R}^N \) as \( k \to \infty \). By continuity, we deduce that \( y \in \overline{H}(p, z) \). From (4.4) and (4.5), we see that \( y \notin B(z, \delta) \). Hence, \( y \in H(p, z) \).

However, from (4.5), we have
\[
u(\xi) \geq \limsup_{k \to \infty} v_k(y_k, t_k) \geq \limsup_{k \to \infty} u(y_k, t_k) \geq u(y, t),
\]
which shows that \( \sigma^-(u, p, \xi) = 0 \), a contradiction. Thus we conclude that \( \sigma^-(v_k, p_k, \xi_k) = 1 \) for sufficiently large \( k \in \mathbb{N} \).

\[\blacksquare\]

**Lemma 4.6.** Let \( \varphi \in C^2(\Omega) \), \( \{v_k\}_{k \in \mathbb{N}} \subset LSC(\Omega), u \in LSC(\Omega), \xi \equiv (z, t) \in \Omega, \) and \( r > 0 \). Assume that \( B(\xi, r) \subset \Omega \). Let \( \xi_k \equiv (z_k, t_k) \in B(\xi, r) \) for \( k \in \mathbb{N} \), and assume that \( u - \varphi \) and \( v_k - \varphi \), with \( k \in \mathbb{N} \), attain their minima over \( B(\xi, r) \) at \( \xi \) and \( \xi_k \), respectively. Assume as well that \( v_k(\xi) > u(\xi) \) for all \( \xi \in \Omega \) as \( k \to \infty \), that \( \xi_k \to \xi \) and \( v_k(\xi_k) \to u(\xi) \) as \( k \to \infty \), that \( \sigma^-(u, D\varphi(\xi), \xi)G(D\varphi(\xi), D^2\varphi(\xi)) > 0 \), and that all the \( v_k \) satisfy condition (A). Then \( \sigma^-(v_k, D\varphi(\xi_k), \xi_k) = 1 \) for sufficiently large \( k \).

**Proof.** We set \( p_k = D\varphi(\xi_k) \) for \( k \in \mathbb{N} \) and \( p = D\varphi(\xi) \). We may assume that \( p_k \neq 0 \) for all \( k \in \mathbb{N} \).

Since \( \sigma^-(u, p, \xi) = 1 \), we have \( u(y, t) > u(\xi) \) for all \( y \in H(p, z) \). By continuity, we may assume that there is a point \( y \in H(p, z) \) such that \( y \in H(p_k, z_k) \) for all \( k \in \mathbb{N} \) and a constant \( \varepsilon > 0 \) such that \( v_1(y, t) > u(\xi) + \varepsilon \). By condition (A), there is an \( R > 0 \) such that for all \( (y, s) \in \Omega, \)
\[
v_1(y, s) \geq u(\xi) + \varepsilon \quad \text{if} \quad |y| \geq R.
\]

Accordingly, we have for all \( (y, s) \in \Omega \) and \( k \in \mathbb{N}, \)
\[
(4.6) \quad v_k(y, s) \geq u(\xi) + \varepsilon \quad \text{if} \quad |y| \geq R.
\]

Since \( v_k(\xi_k) \to u(\xi) \), we may assume that
\[
(4.7) \quad v_k(\xi_k) < u(\xi) + \varepsilon \quad \text{for all} \quad k \in \mathbb{N}.
\]

Using Lemma 4.4, we see that there is a \( \delta > 0 \) such that if \( k \) is sufficiently large, then
\[
(4.8) \quad \varphi(y, t_k) > \varphi(\xi_k) \quad \text{for all} \quad y \in H(p_k, z_k) \cap B(z, \delta).
\]
We may assume that \( B(z, \delta) \times [t - \delta, t + \delta] \subset B(\xi, r) \) and \( |t_k - t| \leq \delta \) for all \( k \in \mathbb{N} \) and that inequality (4.8) holds for all \( k \in \mathbb{N} \). From (4.8), we get

\[
(4.9) \quad v_k(y, t_k) > v_k(\xi_k) \quad \text{for all } y \in H(p_k, z_k) \cap B(z, \delta).
\]

We argue by contradiction. We thus suppose that

\[
\liminf_{k \to \infty} \sigma^-(v_k, p_k, \xi_k) = 0,
\]

and show a contradiction. By this assumption, we may assume by taking a subsequence that

\[
\sigma^-(v_k, p_k, \xi_k) = 0 \quad \text{for all } k \in \mathbb{N}.
\]

For each \( k \), we may choose a point \( y_k \in H(p_k, z_k) \) such that

\[
(4.10) \quad v_k(y_k, t_k) \leq v_k(\xi_k).
\]

Therefore, in view of (4.6) and (4.7), we see that \( |y_k| \leq R \) for all \( k \in \mathbb{N} \), and we may assume that \( y_k \to \hat{y} \) for some \( \hat{y} \in \mathbb{R}^N \) as \( k \to \infty \). By continuity, we deduce that \( \hat{y} \in \overline{H}(p, z) \). From (4.9), we see that \( \hat{y} \notin B(z, \delta/2) \). Hence, \( \hat{y} \in H(p, z) \).

By assumption, if \( m \leq k \), then \( v_m(y_k, t_k) \leq v_k(y_k, t_k) \). Hence, from (4.10), we have

\[
\begin{align*}
u(\xi) \geq & \limsup_{k \to \infty} v_k(y_k, t_k) \geq \limsup_{m \to \infty} \liminf_{k \to \infty} v_m(y_k, t_k) \\
\geq & \limsup_{m \to \infty} v_m(\hat{y}, t) = u(\hat{y}, t),
\end{align*}
\]

which is a contradiction. Thus we conclude that \( \sigma^-(v_k, p_k, \xi_k) = 1 \) for sufficiently large \( k \in \mathbb{N} \), and completes the proof. \( \square \)

**Proof of Proposition 4.1.** Let \( \{u_k\} \) and \( u \) be as in assertion (a) of Proposition 4.1. Let \( \varphi \in \mathcal{A}_0(\Omega) \) and \( \xi \in \Omega \). Assume that \( u - \varphi \) has a strict maximum at \( \xi \). Fix a compact neighborhood \( V \subset \Omega \) of \( \xi \). For each \( k \in \mathbb{N} \) let \( \xi_k \) be a maximum point of \( u_k - \varphi \) over \( V \).

It is a standard observation that as \( k \to \infty \),

\[
\xi_k \to \xi \quad \text{and} \quad u_k(\xi_k) \to u(\xi).
\]

We may assume that \( \xi_k \in \text{int} V \) for all \( k \in \mathbb{N} \). Since \( u_k \) are viscosity subsolutions of (L) in \( \Omega \), we have

\[
\varphi_t(\xi_k) \leq \sigma^+(u_k, D\varphi(\xi_k), \xi_k)G(D\varphi(\xi_k), D^2\varphi(\xi_k)) \quad \text{for } k \in \mathbb{N}.
\]
Using Lemma 4.3 and sending $k \to \infty$, we get

$$\varphi_t(\xi) \leq \sigma^+(u, D\varphi(\xi), \xi)G(D\varphi(\xi), D^2\varphi(\xi)),$$

which proves assertion (a).

The proof of assertion (b) parallels the above with Lemma 4.6 in place of Lemma 4.3. ■

Proof of Proposition 2.4. We start with assertion (a). Let $S$ and $u$ be as in Proposition 2.4, (a). Let $\varphi \in A_0(\Omega)$ and $\xi \in \Omega$, and assume that $u^* - \varphi$ has a strict maximum at $\xi$

It is then standard to observe that there are sequences $\{v_k\}_{k \in \mathbb{N}} \subset S$ and $\{\xi_k\}_{k \in \mathbb{N}} \subset \Omega$ such that as $k \to \infty$,

$$\xi_k \to \xi \quad \text{and} \quad v_k(\xi_k) \to u^*(\xi),$$

and each of $v_k - \varphi$ attains a local maximum at $\xi_k$. Accordingly we have

$$\varphi_t(\xi_k) \leq \sigma^+(v_k, D\varphi(\xi_k), \xi_k)G(D\varphi(\xi_k), D^2\varphi(\xi_k)) \quad \text{for } k \in \mathbb{N}.$$

Now, sending $k \to \infty$ and using Lemma 4.2, we see that

$$\varphi_t(\xi) \leq \sigma^+(u^*, D\varphi(\xi), \xi)G(D\varphi(\xi), D^2\varphi(\xi)).$$

This proves assertion (a).

The proof of assertion (b) is similar to the above. Lemma 4.5 is now used instead of Lemma 4.2. We omit the details of the proof.

We turn to assertion (c). Let $f_1$, $f_2$, and $u$ be as in assertion (c).

We argue by contradiction. We thus suppose that $u_*$ is not a viscosity supersolution of (L). Then there would be a function $\varphi \in A_0(\Omega)$ and a point $\hat{\xi} \in \Omega$ such that $u_* - \varphi$

has a strict minimum at $\hat{\xi}$ and

$$(4.11) \quad \varphi_t(\hat{\xi}) < \sigma^-(u_*, D\varphi(\hat{\xi}), \hat{\xi})G(D\varphi(\hat{\xi}), D^2\varphi(\hat{\xi})).$$

Here we may assume that $u_*(\hat{\xi}) = \varphi(\hat{\xi})$.

Since $f_2$ is continuous, we have

$$u^* \leq f_2 \quad \text{in } \Omega,$$

and hence, since $u^*$ is a viscosity subsolution of (L) in $\Omega$ by assertion (a), we see that $u = u^* \in \text{USC}(\Omega)$.
Fix a compact neighborhood \( V \subset \Omega \) of \( \xi \). We claim that

\[
(4.12) \quad \text{for sufficiently small } \varepsilon > 0, \text{ the function } \psi_\varepsilon \in \text{USC} (\Omega) \text{ defined by}
\]

\[
\psi_\varepsilon (\xi) = \begin{cases} 
\max \{ u(\xi), \varphi(\xi) + \varepsilon \} & \text{for } \xi \in V, \\
u(\xi) & \text{for } \xi \in \Omega \setminus V
\end{cases}
\]

is a viscosity subsolution of (L) in \( \Omega \).

We postpone the proof of this claim and, admitting (4.12) for the moment, we first complete the proof of assertion (c).

To this end, we observe that \( u(\hat{\xi}) < f_2(\hat{\xi}) \). Indeed, if this is not the case, then we have \( u(\hat{\xi}) = f_2(\hat{\xi}) \), which implies that \( f_2 - \varphi \) attains its minimum at \( \hat{\xi} \) and therefore yields

\[
\varphi_t(\hat{\xi}) \geq \sigma^{-}(f_2, D\varphi(\hat{\xi}), \hat{\xi}) G(D\varphi(\hat{\xi}), D^2\varphi(\hat{\xi})) \geq \sigma^{-}(u, D\varphi(\hat{\xi}), \hat{\xi}) G(D\varphi(\hat{\xi}), D^2\varphi(\hat{\xi})).
\]

This contradicts (4.11), which shows that \( u(\hat{\xi}) < f_2(\hat{\xi}) \). It is now clear that if \( \varepsilon > 0 \) is sufficiently small, then \( \psi_\varepsilon \leq f_2 \) in \( \Omega \). Since \( \psi_\varepsilon \geq u \geq f_1 \) in \( \Omega \), by the definition of \( u \), we should have \( \psi_\varepsilon \leq u \) in \( \Omega \). However, by the definition of \( \psi_\varepsilon \), we have \( \psi_\varepsilon \not\leq u \) in \( \Omega \), a contradiction.

It remains to prove (4.12). For this, we argue by contradiction. Suppose that there is a sequence \( \varepsilon_k \searrow 0 \) as \( k \to \infty \) such that for each \( k \in \mathbb{N} \), \( \psi_{\varepsilon_k} \) is not a viscosity subsolution of (L) in \( \Omega \). This ensures that there are sequences \( \{ \psi_k \}_{k \in \mathbb{N}} \subset \mathcal{A}_0(\Omega) \) and \( \{ \xi_k \}_{k \in \mathbb{N}} \subset \Omega \) such that for each \( k \in \mathbb{N} \), \( \psi_{\varepsilon_k} - \psi_k \) has a maximum at \( \xi_k \) and

\[
\psi_{\varepsilon_k, t}(\xi_k) > \sigma^+(\psi_{\varepsilon_k}, D\psi_k(\xi_k), \xi_k) G(D\psi_k(\xi_k), D^2\psi_k(\xi_k)) \quad \text{for all } k \in \mathbb{N}.
\]

If \( \psi_{\varepsilon_k}(\xi_k) = u(\xi_k) \), then \( u - \psi_k \) attains its maximum at \( \xi_k \), which contradicts the above inequality. Thus, we must have \( \psi_{\varepsilon_k}(\xi_k) = \varphi(\xi_k) + \varepsilon_k > u(\xi_k) \), which implies that \( \varphi - \psi_k \) attains its maximum over \( V \) at \( \xi_k \). Since \( \xi_k \in V \) for all \( k \in \mathbb{N} \), we may assume that \( \xi_k \to \eta \) for some \( \eta \in V \) as \( k \to \infty \). We then have \( \varphi(\eta) \geq u_*(\eta) \), which implies that \( \eta = \xi \). Thus we may assume that \( \xi_k \in \text{int} V \) for all \( k \in \mathbb{N} \). Therefore, we get

\[
D\varphi(\xi_k) = D\psi_k(\xi_k) \quad \text{and} \quad D^2\varphi(\xi_k) \leq D^2\psi_k(\xi_k) \quad \text{for } k \in \mathbb{N},
\]

and hence,

\[
\varphi_t(\xi_k) > \sigma^+(\psi_{\varepsilon_k}, D\varphi(\xi_k), \xi_k) G(D\varphi(\xi_k), D^2\varphi(\xi_k)) \quad \text{for all } k \in \mathbb{N}.
\]
Since \((v_{\varepsilon_k})_\ast(\xi_k) = v_{\varepsilon_k}(\xi_k)\) and \((v_{\varepsilon_k})_\ast \leq v_{\varepsilon_k}\) in \(\Omega\), we get
\[
\varphi_t(\xi_k) > \sigma^-(v_{\varepsilon_k}, D\varphi(\xi_k), D^2\varphi(\xi_k)) \quad \text{for all } k \in \mathbb{N}.
\]
Applying Lemma 4.5, we obtain in the limit as \(k \to \infty\)
\[
\varphi_t(\hat{\xi}) \geq \sigma^-(u_\ast, D\varphi(\hat{\xi}), D^2\varphi(\hat{\xi})).
\]
This contradicts (4.11), which shows that (4.12) is valid. 

We have the following proposition, the proof of which can be done in a way parallel to the proof of Proposition 2.4, (c), but with Lemma 4.2 in place of Lemma 4.5. We leave the reader to check the details of the proof.

**Proposition 4.7.** Let \(\Omega = \mathbb{R}^N \times (0,T)\), with \(T \in (0,\infty]\). Let \(f_1, f_2 \in C(\Omega)\) be a viscosity subsolution and a viscosity supersolution of \((L)\) in \(\Omega\), respectively. Assume that \(f_1 \leq f_2\) in \(\Omega\). Set
\[
u(\xi) = \inf\{v(\xi) \mid v \text{ is a viscosity supersolution of } (L) \text{ in } \Omega, \ f_1 \leq v \leq f_2 \text{ in } \Omega\}.
\]
Then \(\nu^\ast\) is a viscosity subsolution of \((L)\) in \(\Omega\).

## 5. Relabeling of level sets

In this section we prove Proposition 2.5, which allows us to relabel level sets by composing solutions of \((L)\) with non-decreasing functions.

**Proof of Proposition 2.5.** Let \(\Omega = \mathbb{R}^N \times (0,T)\), where \(T \in (0,\infty]\), \(\theta \in \text{USC}(\mathbb{R})\) a non-decreasing function, and \(u \in \text{USC}(\Omega)\) a viscosity subsolution of \((L)\) in \(\Omega\). Set \(v = \theta \circ u\).

If \(\theta\) is smooth and \(\inf_{\mathbb{R}} \theta' > 0\), then, setting \(\psi = \theta^{-1}\), we may compute formally
\[
v_t = \theta'(u)u_t \leq \theta'(u)\sigma^+(u, Du, z, t)G(Du, D^2u)
= \theta'(u)\psi'(v)Du, z, t)G(\psi'(v)Du, \psi'(v)D^2v + \psi''(v)Du \otimes Du)
= \theta'(u)\psi'(v)\sigma^+(v, Du, z, t)G(Dv, D^2v) = \sigma^+(v, Du, z, t)G(Dv, D^2v),
\]
which can be justified by using test functions arguments.

The general case can be treated by approximations of \(\theta\). We choose a sequence \(\{\theta_k\}_{k \in \mathbb{N}} \subset C^2(\mathbb{R})\) such that
\[
\inf_{\mathbb{R}} \theta'_k > 0 \quad \text{and, as } k \to \infty, \quad \theta_k(r) \searrow \theta(r) \quad \text{for all } r \in \mathbb{R}.
\]
As explained above, the functions $\theta_k \circ u$ are viscosity subsolutions of (L) in $\Omega$ and as $k \to \infty$,

$$\theta_k \circ u(z,t) \leq \theta \circ u(z,t)$$

for all $(z,t) \in \Omega$.

By Proposition 4.1, we may conclude that $\theta \circ u$ is a viscosity subsolution of (L) in $\Omega$.

The proof in the supersolutions case can be treated in the same way as above. 

6. Existence of viscosity solutions

In this section we give a proof of Theorem 2.7.

Proof of Theorem 2.7. In view of Propositions 2.5 and 4.1 we may assume (see the outline of proof of Theorem 2.2 for the details) that $h$ is bounded in $\mathbb{R}^N$ and satisfies condition (A). As a result of this assumption, we see that $h \in \text{BUC}(\mathbb{R}^N)$.

Recall that the function

$$w(z,t) := |z|^N + Nt \quad \text{for} \quad (z,t) \in \mathbb{R}^N \times [0,\infty)$$

is a viscosity supersolution of (L). For each $\varepsilon \in (0,1)$ there is a constant $B_\varepsilon > 0$ such that

$$|h(z) - h(\zeta)| \leq \varepsilon + B_\varepsilon |z - \zeta|^N \quad \text{for all} \quad z, \zeta \in \mathbb{R}^N.$$

Define the function $f \in \text{USC}(\mathbb{R}^N \times [0,\infty))$ by

$$f(z,t) = \inf\{h(\zeta) + \varepsilon + B_\varepsilon w(z - \zeta,t) \mid \zeta \in \mathbb{R}^N, \varepsilon \in (0,1)\}.$$

Observe that for each $\delta \in (0,1)$, the function $f$ is bounded on $\mathbb{R}^n \times [0,\delta^{-1}]$ and hence for some $B > 0$ and for all $(z,t) \in \mathbb{R}^N \times [\delta,\delta^{-1}]$,

$$f(z,t) = \inf\{h(\zeta) + \varepsilon + B_\varepsilon w(z - \zeta,t) \mid \zeta \in \mathbb{R}^N, \varepsilon \in (0,1), B_\varepsilon \leq B\}.$$

Thus we see that $f \in \text{BUC}(\mathbb{R}^N \times [\delta,\delta^{-1}])$ for all $\delta \in (0,1)$. Furthermore, since $h(z) \leq f(z,t) \leq h(z) + \varepsilon + NB_\varepsilon t$ for all $(z,t) \in \mathbb{R}^N \times [0,\infty)$ and $\varepsilon \in (0,1)$, and $h \in \text{BUC}(\mathbb{R}^N)$, we see that $f \in \text{BUC}(\mathbb{R}^N \times [0,T])$ for all $T \in (0,\infty)$.

Since $h$ satisfies condition (A), so does the function $f$.

Note that $v(z,t) := h(z)$ is a viscosity subsolution of (L).

Now, set

$$u(z,t) = \sup\{v(z,t) \mid v \text{ is a viscosity subsolution of (L)},$$

$$h(\zeta) \leq v(\zeta,s) \leq f(\zeta,s) \quad \text{for} \quad (\zeta,s) \in \mathbb{R}^N \times [0,\infty)\}$$

for $(z,t) \in \mathbb{R}^N \times [0,\infty)$. 
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Then \( u \in \text{USC}(\mathbb{R}^N \times [0, \infty)) \) and \( h(z) \leq u_*(z,t) \leq u(z,t) \leq f(z,t) \) for \((z,t) \in \mathbb{R}^N \times [0, \infty)\). By Proposition 2.4, \( u \) is a viscosity subsolution of (L) and \( u_* \) is a viscosity supersolution of (L). By Theorem 2.6, we see that \( u \leq u_* \) in \( \mathbb{R}^N \times (0, \infty) \), from which follows that \( u \in C(\mathbb{R}^N \times [0, \infty)) \). It is now clear that \( u \) has all the required properties.

\[ \square \]

Appendix

We present a lemma which explains the relation between the function \( G \) in (L) and the Gauss curvature of level sets.

**Lemma A.** \( \varphi \in C^2(\mathbb{R}^N), \varphi(0) = 0, D\varphi(0) \neq 0, G(D\varphi(0), D^2\varphi(0)) > 0 \). Then there is an \( \varepsilon > 0 \) such that the set \( M = \{ z \in \mathbb{R}^N \ | \ |z| < \varepsilon, \varphi(z) = 0 \} \) is a \( C^2 \) hypersurface, and for each \( z \in M \) all the principal curvatures \( \kappa_1, \ldots, \kappa_n \) at \( z \) of the hypersurface with respect to the normal \(-D\varphi(z)\) are positive and the Gauss curvature \( \kappa_1 \cdots \kappa_n \) at \( z \) is given by

\[
|D\varphi(z)|^{-1}G(D\varphi(z), D^2\varphi(z)).
\]

**Outline of proof.** By the implicit function theorem, if \( \varepsilon > 0 \) is a small constant, then \( M = \{ z \in \mathbb{R}^N \ | \ |z| < \varepsilon, \varphi(z) = 0 \} \) is a \( C^2 \) hypersurface.

Fix \( \hat{z} \in M \). We choose an orthonormal basis \( \{ f_i \}_{i=1}^N \) such that \( f_N = -D\varphi(\hat{z})/|D\varphi(\hat{z})| \). We may assume that \( M \) can be represented by the graph of a function \( g : U \to \mathbb{R} \) in the new coordinate system, where \( U \) is a neighborhood of 0 in \( \mathbb{R}^n \).

That is, if \( \xi = (\xi_1, \ldots, \xi_N) \in \mathbb{R}^N \) and \( z = \xi_1 f_1 + \cdots + \xi_N f_N \), then

\[
z \in M \quad \text{if and only if} \quad (\xi_1, \ldots, \xi_N) \in U, \quad \xi_N = g(\xi_1, \ldots, \xi_n).
\]

By translation, we may assume that \( \hat{z} = 0 \). With this notation, the principal curvatures are the eigenvalues of \( D^2g(0) \) by definition.

Differentiating

\[
\varphi(\xi_1 f_1 + \cdots + \xi_n f_n + g(\xi_1, \ldots, \xi_n) f_N) = 0
\]

twice, we deduce that

\[
D^2 g(0) = \frac{1}{|D\varphi(0)|} E^T D^2 \varphi(0) E,
\]

where \( E = (f_1, \ldots, f_n) \) is understood as an \( N \times n \) matrix and \( E^T \) denotes the transposed matrix of \( E \).
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Set $A = D^2 \varphi(0)$ and $F = (E, f_N)$. We calculate that
\[ F \begin{pmatrix} E^T AE & 0 \\ 0 & 1 \end{pmatrix} F^T = (I - f_N f_N^T) A (I - f_N f_N^T) + f_N f_N^T. \]

From this we see that
\[ A > 0 \quad \text{if and only if} \quad (I - f_N f_N^T) A (I - f_N f_N^T) + f_N f_N^T > 0, \]
and that
\[ \det E^T AE = \det \{ (I - f_N f_N^T) A (I - f_N f_N^T) + f_N f_N^T \}. \]

Therefore, if $G(D \varphi(0), D^2 \varphi(0)) > 0$, then $A > 0$, which means that the principal curvatures $\kappa_1, \ldots, \kappa_n$ are all positive and moreover
\[ \prod_{i=1}^n \kappa_i = |D \varphi(0)| G(D \varphi(0), D^2 \varphi(0)), \]
which completes the proof. 
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