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Abstract
This paper puts forth a view of graph transformation systems as a useful way to organize the construction activities involved in design – be it the design of engineering artifacts or of any creative endeavor. While the concept of graph grammars has existed for nearly 40 years in an esoteric corner of artificial intelligence research [1], researchers in design automation have realized their worth in encapsulating knowledge and heuristics of a particular problem domain. In this paper, the fundamental challenges for graph transformations are studied especially in the context of design. In particular, the activities of recognizing, choosing, and applying rules are studied and two engineering examples are provided to illustrate the power of this approach in design automation.

1 Introduction
Graph transformation systems, or graph grammars, reside in graph theory research as a way to rigorously define mathematical operations such as addition and intersection of graphs. Mathematicians who have developed the foundations of this research often claim a possible application in adaptable systems, reconfigurable networks [2-4]. Recently, engineering design researchers have appropriated the concept of graph transformations and graph grammars to formalize the creation of complex engineering systems [5]. Electric circuits, truss structures, and chemical process plants are just a few of the artifacts of engineering design activities that are easily represented by graphs.

Obviously such artifacts are difficult to design, and yet in retrospect, we can consider an artifact’s development from its inception as mere specifications through to its final configuration as a series of additions and modifications. The initial specifications can be represented as a simple graph in which the desired inputs and outputs are cast as arcs and nodes of the “to be designed” artifact or possibly as a single node which represents the foundation of the design. From this initial specification, the design process can be viewed as a progression of graph transformations that lead to the final configuration.

Readers familiar with only engineering design research or only graph transformation research may be puzzled at why these two very different fields of research should be combined. Clearly, any real-world engineering design problem offers complexities beyond what one can encapsulate within a
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graph. However, simpler mathematical methods—numerical optimization, for example—have utterly transformed engineering design. In optimization, one simply has a vector (fixed array) of decision variables that signify the real parameters of a design. With some metric of a design’s worth, one is able to run an optimization process to find the best values for the set of decision variables. Depending on the accuracy of the metric, the decision variables can be manifest as actual values in the artifact. Generating new candidates in optimization is as simple as placing different values within the vector of the decision variables. It is proposed that with a graph representation of a design as opposed to this simple vector representation, a richer, more varied set of candidates can be created within a computational search for an optimal design.

When viewing the artifact as a graph constructed from an initial simpler graph, one needs to develop a set of rules to capture the valid transformations that can occur. Through the application of each graph grammar rule, the design is brought closer to completion. These rules need to be established prior to the design process as an encapsulation of heuristics for designing. While the majority of research on graph grammars has dealt with only purely mathematical constructs, this view of a grammar as applied to creative systems has several distinguishing traits.

First, there is a distinct three step process: recognize, choose, and apply (as illustrated in Figure 1). While others researchers have indicated this process [6], an automated design system would benefit from systematically executing these three steps. At any stage in the creation of a system, we would like to know all possible changes that can be made. All possible rules should be checked with the graph to determine whether their application conditions allow the rule to be applied. Some rules may not be applicable; some may; and others may be applicable at more than one location in the graph. In Section 3, the details of a generic recognition process for generative systems are described. From this recognition process, a list of choices is concatenated. The decision now rests on a designer or some computational agent to choose the best rule and location from the list of choices. The creative agent must be knowledgeable enough to predict how the design will be affected and judge the benefit in invoking one option over another (see Section 4). Finally, the rule is applied after the choice is made. This application of a rule may introduce new nodes and arcs to the graph, remove nodes and arcs, or simply change qualities within existing nodes and arcs. A discussion of rule application specific to generative systems is shown in Section 5.

In addition to this quality of distinct recognize, choose and apply operations, generative systems also
function on a time-free scale where no parallel transformations are required. The emphasis in these grammars is clearly on the *choice* step. There appears to be no advantage in invoking several rules at once to transform a graph from one state to another in design. If confluence [7] exists amongst several rule choices, and thus the order of application of such rules has no effect on the design, then it is acceptable and recommended to simply apply them in series with the agent kept informed of each graph transformation. This is not to say that time is not important in design, but rather to emphasize the importance of *choice* in generative systems. Given efficient rule recognition and application processes as discussed in the subsequent sections, it is likely that the bulk of time will be spent in deciding which rule to invoke. The creative process in engineering or other disciplines can be viewed as separate from the actual construction of the designed artifact. A plan for a new building is completed through careful analysis and drawings prior to a construction for that building; a construction which may in fact take advantage of parallel and series operations, but the decisions made in the generative process are best executed one at a time, and hence there is no need to determine if rules can be invoked simultaneously in design.

2 Graph Grammar Fundamentals

In graph grammars, a set of rules are devised to capture the complexities of a particular design problem. These rules contain a left hand side of application conditions, $L$, and a right hand side of
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**Figure 2:** An example graph grammar rule is shown five different ways. There is a single node which is common to both the left-hand-side ($L$) and a right-hand-side ($R$). The final two representations have been adopted in this research.
resulting graph transformations, \( R \). In general, \( L \) and \( R \) share some common elements; nodes and arcs which provide the context for a rule application. This intersection of \( L \) and \( R \) is referred to as \( K \) and it is crucial to indicate the overlap in the representation of grammar rules. Graphically, as in Figure 2a, it may not be clear what elements \( L \) and \( R \) share. Spatially, one can move the common elements to a particular region of a diagram, and delineate the \( K \) elements via the cut-and-paste-diagram approach [8, 9] (Figure 2b) or a Venn diagram (Figure 2c). Additionally, Figure 2d shows a representation that is often preferred in this research where the left-hand-side of the rule is delineated by the inequality symbols, “<” and “>” and the right-hand-side by square brackets, “[” and “]”. In this way, \( L \) and \( R \) can be shown separately with the symbol “[” dividing out the \( K \) elements in \( L \) and the symbol “>” dividing those elements in \( R \). Finally, in the implementation of this research, it has proven easier to simply draw separate \( L \) and \( R \) graphs and indicate the common elements by a predefined color (the orange elements in Figure 2e are common to both \( L \) and \( R \)).

As discussed in the introduction, many engineering systems use graph-based representations in both the design and analysis of complex systems. In Figure 3, five example engineering graphs are shown. One of the interesting aspects shared by some of these graphs is the violation that the arcs of the graphs reference exactly two nodes. The use of dangling or unconnected arcs is often used; however, this is not supported in traditional graph transformation systems. The development of a generic graph transformation system described here is the first to support these dangling arcs.

![Figure 3: Examples of graphs used in engineering design and analysis: a) an electrical circuit, b) a chemical processing diagram, c) an exploded view, d) a function structure, and e) a bond graph.](image-url)
In addition, to the use of graphs to represent the artifacts of engineering, we can also use a specialized graph to represent the design process. As is often done in computational search and problem solving, the search tree can be used to capture the space of the design process. At the top of the tree, the seed graph of the problem is specified. The graph grammar's recognize, choose, and apply cycle is used to fulfill the successor or transforming functions of the search process. Figure 4 shows an illustration of this design process for the creation of an electric circuit. The three steps of the grammar system of Figure 1 implicitly provide the representation for this tree. The recognition function determines all the possible options that can be invoked from a state in the tree, the choice commits to invoking one of the options, and the apply provides the instructions to modify the state into a new state. In this way, graph grammars can be seen as a methodology for the transition functions in state-space search [10]. Clearly, one of the benefits of state-space search is that it is independent of the representation of states and their transitions, but since so many problems are representable by graphs, a fundamental approach to their transformations is welcome.

The view of grammar rules has proven to have uses in some domains purely as a way of organizing human thought and without taking advantage of computational development. Stiny [11] has adopted the grammar concept as a way to encapsulate the design of architectural structures. This work has spawned an enthusiastic community of researchers in architecture and engineering that create shape grammars for a variety of creative systems such as the design of traditional Turkish houses [12], Chinese lattices [13], and coffee makers [14]. Research by Krishnamurthy [15] have provided fundamental computational research for implementing the recognition and application steps on two- and three-dimensional shapes represented by building on the vertices and edges of spatial graphs. However, this research has yet to result in a comprehensive shape grammar implementation. An important classification scheme offered by Chase [16] defines grammars by their level of implementation. As is shown in Figure 5 (adapted from Chase), an additional task is offered to the recognize, choose, and apply steps of the grammar, which is the actual development of the grammar rules. Of these four tasks, we may have a designer developing a set of rules to guide or restrict their own creative process (Scenario 1), a separate human developer and designer (Scenario 2), or some combination of human developer, human designer, and computational agent. Many of the works that classify specific architectural styles or engineering systems rarely pass the
second scenario as the research is focused primarily on the construction of rules. Indeed, these rules are so cleverly constructed that one could “play designer” and essentially create a Hepplewhite chair [17] or Frank Lloyd Wright prairie house [18], by simply *choosing to apply* successive rules that are *recognized* on previous states. This is to essentially traverse down the search tree of solutions in a controlled way such that the final result is purely the creative act of an uninformed designer, but is also indistinguishable from the original master!

The results from these human-driven grammars provides a strong motivation for implementing a fundamental graph grammar (and a shape grammar) tool to allow for the easy development of rules, and the automatic recognition, application, and perhaps even choosing of rules to launch a new era of design automation. In the remaining sections of this paper, we discuss the foundations of a graph grammar framework and show examples of rules that can be created.

### 3 Subgraph Recognition

The act of recognizing when a rule can be applied is to identify a subgraph within the host that matches with the graph depicted as the left hand side of the rule (as shown in Figure 6). In the larger mathematical community, this is referred to as subgraph isomorphism. Additionally, we adopt the view that the act of *matching* a node or arc to one in the host is that the labels must be a subset. When more labeling is used to qualify the elements of L, the number of possible subgraphs that are recognized reduces drastically. The labels within both the graph L and the graph, Host, in Figure 6 constrain the recognition to a single subgraph (node 2 and arc 10). This subgraph is recognized even though the matching location contains more labels than L. If all of the labels are removed in L, then there will be 16 possible subgraphs that match to L (two for each arc).
3.1 Subgraph Booleans

For generative systems, rules are likely constructed to model or contain particular heuristics or design guidelines. Label rich recognition can be interpreted as, “if a state of the design contains all the characteristics of a particular rule, then that rule is applicable.” However, there are cases when rules may not be easily represented by subsets of labels. It is for this reason that we additionally equip each node and arc within the left hand side graphs with a Boolean, `containsAllLocalLabels`. If this Boolean is set to true then the set of labels is enforced to be identical in both rule and host. In this case, the rule shown in Figure 6 will not be recognized within the host at all. If all the labels were removed in the L graph and this Boolean is set to true, then we would find only one location (node 5 and arc 14) as opposed to the 16 discussed above.

It is clear from this example that by setting the label matching as “equal to” as opposed to subset, the number of recognized locations may be reduced significantly. In addition to this restriction, there are a number of additional Booleans that can be implemented to better capture the intended rule recognitions. For each node, one can limit the number of arcs that are connected to it. In our implementation, a Boolean called `strictDegreeMatch` is created. This essentially means that a node in a rule’s L will match only with a node in the host that has the same number of arcs connecting to it. In the preceding example of Figure 6 with the labels removed from L and the `strictDegreeMatch` set to true, there are only two locations that are properly matched (node 1 and arc 8, and node 6 and arc 12) as opposed to the 16.

For the arcs, we can provide an additional criterion on the direction of the arc with the Boolean, `directionIsEqual`. When this is set to false, we assume that undirected arcs can be matched with...
directed arcs or doubly-directed arcs in the host. When set to true, the Boolean limits matching undirected only with undirected, directed only with other directed with the same sense, and doubly-directed with doubly-directed. Furthermore, an additional Boolean related to arcs handles the dangling nature of arcs. The L in Figure 6 only includes a single node and a single arc; however, many approaches to graph theory disallow arcs from having an unspecified or dangling end. In the development of the methodology and implementation presented here, this dangling nature is addressed. In the examples that have played out from Figure 6, the missing node at the bottom of L is treated as a wildcard that matches with any node regardless of its characteristics. If one creates a rule that seeks to match an arc to similar dangling arcs in the host, then this would prevent the rule from recognizing any legitimate subgraphs within the host. In the following implementation a Boolean, called danglingMatch, is created that prevents the rule from matching with arcs that are defined between two nodes.

Finally, the ambiguity in defining the true nature of subgraph can result in the graph-wide Booleans, induced and spanning. A spanning subgraph is one that contains all the nodes of the host graph but not necessarily all the arcs. Clearly, this results in no recognition in the previous example since the host contains more nodes. When the induced Boolean is set to true the subgraph is required to be an induced subgraph within the host. This means that L must contain all arcs that exist between the recognized nodes in the host. These subgraph Booleans are commonly accepted as fundamental to graph theory [19, 20]. Graphs can also be assigned labels similar to those in the nodes and arcs. As a result, we create a final Boolean that relates to the global labels being a proper subset or equivalent to those in the host. A summary of these subgraph Booleans are shown in Table 1. While some of these have existed before in past graph theory literature, we have expanded the set to include all possible ambiguities in what is meant by a subgraph. Since a graph can be defined as an interacting set of sets (e.g. set of labels, sets of arcs, and sets of nodes) the Booleans allow us to independently define how the subsets are determined for each of these components.

### 3.2 Recognition Procedure

As part of employing graph grammars in generative systems, a basic recognition function is developed based on the actions that we, as humans, easily but tediously perform in the prior exercises of Figure 6. On the most general level this recognition takes two inputs: the L of a rule,
and the host graph. What is expected to result is a list of subgraphs where L is found in the host. For a particular rule and host, there may be no subgraph, one subgraph, or many subgraphs. These resulting subgraphs are often referred to as partial graph morphisms of L or how L is mapped into the host. It has been shown that performing such subgraph matching (also known as subgraph isomorphism in mathematical literature) is computationally intensive for large unlabelled graphs. In the past, it has erroneously been labeled an NP-complete problem [21] but realistically, a system with a rich set of labels and conditions as discussed above, will lead to a very quick recognition process of matching subgraphs. Tests have been performed within the implemented environment that show the recognition process does take a long time when the graphs are unlabelled, undirected, and have 100 or more nodes.

The approach developed in our implementation is a recursive search starting with a single node in L. The first node in L is checked to see if it matches (in the sense of the subset descriptions discussed in Section 3.1) with each of the nodes in the host. For those in which it is a successful match, a modified depth-first-search (DFS) is invoked. Through the DFS, valid subgraph matches are found at the bottom of the search tree where matching elements (both nodes and arcs) from the host are uniquely mapped to elements of L. There are several important but subtle facts to draw from this recursive implementation. First, while the matches that the first L node makes with the host are the starting points, some of these might not result in a valid mappings while others may in fact lead to more than one unique mapping. Second, the fact that all nodes in the L graph match with a unique node in the host is an assumption explicitly stated in some literature as the identification criteria [22]. In Figure 7a, a rule’s L specifies that two nodes and one arc are to be found within the host (recognized locations exist at <2, 10, 4> and <7, 13, 4>). If the identification criterion is relaxed the rule can be matched with <node 7, arc 15, and node 7> of the host in Figure 6b as well. This is likely not the intention of the rule and the implementation is limited to enforcing the identification criteria to increase recognition efficiency. Third, creators of the grammar rules can affect the efficiency of this process by altering the order in which the nodes are presented. A computational

\[
\text{L} \quad \begin{array}{c}
\text{Rule Recognition} \\
\text{when ordered (I, II, III)}
\end{array}
\]

I: matches with <2> and <7> …of these
II: matches with <2, 9>, <2, 10>, <7, 13>, <7, 15> …of these
III: matches with <2, 10, 4> and <7, 13, 4>.

\[
\text{Rule Recognition} \\
\text{when ordered (III, II, I)}
\]

III: matches with <1>, <2>, <4>, <6>, and <7> …of these
II: matches with <2, 9>, <2, 10>, <4, 10>, <4, 12>, <4, 13>, <6, 12>, <7, 13>, <7, 15> …of these
III: matches with <4, 10, 2> and <4, 13, 7>.

Figure 7: An example for the procedure of recognition: a) an example rule, b) nodes ordered from most restrictive to least are more efficient as there are fewer opportunities to store and expand at each level of the depth first search, c) a poor ordering of nodes leads to twice as many candidate subgraphs being expanded before the same two are found (note: that the ordering is different in b to correspond to the order that they are presented).
structure for a graph will necessarily store the set of nodes as a list of elements. In graph theory the order is of no consequence as the relationships provided by the arcs is the true defining quality of the nodes. However, by placing the most restrictive node (the node that is hardest to match) first in the list of nodes one can eliminate wasted search that would occur if a less restricted node is presented first. An example of this is shown in Figure 7. The node I in L is more restrictive than node III and therefore, the amount of search required to arrive at the same mappings is affected. The order of expansion is shown in Figure 7b and c wherein the order shown in Figure 7c requires three times the number of expansions. The depth-first-search proves to be a more efficient approach to recognition both in computational speed and memory. A more brute force method is to first find all permutations that the set of nodes within L match with the set of nodes in the host, and then remove those that are not connected in a similar manner. The DFS approach is efficient but offers variable recognition times depending on the constraints (labels and Booleans) and the size of L.

As a final recognition example, two rules are provided in Figure 8 which differ only by the addition of a single arc. As we follow their recognition in the host shown in Figure 6b, we start with node I being recognized with all nodes (<1>, <2>...<7>) in the host. This expands to 15 potential locations at the second level with the matching of arc II (it is important to note that DFS does these one at a time, but for explanation purposes, we consider the levels of each search expanding all at once, which is more akin to breadth-first search). As the search progresses to elements III, IV and V, the number of possible locations changes to 14, 16, and 16 respectively. For the rule shown in Figure 8a, these are the 16 mappings that are returned, but for rule shown in Figure 8b, the “bottom” of the search tree includes a final arc, arc VI, which is unmatched in any of the 16 previous mappings. Thus, the computation spent finding a match is fruitless.

An additional item to note in these mappings is that locations including the same nodes and arcs are identified multiple times. For example, the first and fourth locations in the example (Figure 8a) represent the same subgraph in the host, but the L elements are mapped to different elements (<2,8,1,9,3> and <2,9,3,8,1>) in the host. This is because the overall recognize-choose-apply requires that we uniquely match each node and arc to one in the host. This becomes more apparent...
Choosing: The true creative task

From subgraph recognition, we can enumerate all possible rules that can be invoked on a particular host graph. This enumeration is not simply a list of which rules from a set of rules are recognized but a three-tuple list that includes a unique identifier known as the option number, the rule, and the rule’s recognized location with the host. The resulting options are presented to the creative agent as input for the choice activity as shown in Figure 9. The output of choose is simply a selection from this list of options.

The creative decisions in the design process are reduced to this simplicity, a matter of decision-making. In this regard the intricacies of this process no longer become the purview of graph theory but rather decision sciences, psychology, or engineering design. Representation of the options and the choice, which can be viewed as a simple integer identifying the preferred option number, are straightforward. Furthermore, the list of choice integers (Figure 9b) that results from choose can be seen as a recipe for creating the system. One can view this list of integers as the path to follow through the search tree (Figure 4) to obtain a particular graph. This helpful reduction of a graph to a meaningful list of integers may prove useful in combining this representation with nonlinear integer programming [23] to generate candidate decision integer recipes. In such a case, the creative agent may be encapsulated in an optimization process.

5 Application

Over the past thirty years, two separate fundamental approaches to application have been developed. This section describes how the two approaches are combined to handle all possible graph changes. The two approaches have been distinguished from one another as: algebraic versus
algorithmic, gluing versus connecting, or context-sensitive versus context-free. Figure 10 shows an overall flowchart for the application procedure adopted here. At first glance, the procedure appears overly complex for what would seem to be a straight-forward graph operation, but this flowchart captures in a rigorous way all graph transformations that may occur; addition, subtraction, or modification to nodes, arcs, and labels. The thick dotted line in the figure shows the algorithmic path of the application procedure while the long ‘U’ shaped lines indicate subgraphs or partial graph morphisms, where \( A \subset B \) indicates that \( A \) is a subgraph of \( B \). The input to application includes the three items on the left of Figure 10. The rule and the L-mapping (or partial graph morphisms, or locations) are the result of the previous choose function. These along with the host graph, \( G \), represent the first elements of what is commonly referred to as the Double-Pushout method [24], which is discussed in detail in the following subsection. Following the pushout that removes elements from the host (Step 1 in Figure 10); a second pushout adds new elements to the graph (Step 2 in Figure 10). This concludes the traditional algebraic approach to graph transformation; however, for completeness, a third step is implemented to accomplish Free-Arc Embedding of possible dangling arcs. This third step (Step 3 in Figure 10) is based on a previous approach referred to as edge-directed Neighborhood Controlled Embedding [25] and is further illuminated in Section 5.2.

5.1 The Algebraic Double Pushout Method
The transformation of a graph from an initial state \( G \) (in Figure 10) to a new state \( H \) is accomplished by the Double Pushout Method. Fundamentally, the approach first removes any unwanted elements, followed by a connection of new elements. In Section 2, a description of grammar rules is provided that describes how the L and R of a rule may have some overlap. This overlap is referred to as the context graph, \( K \), and indicates what parts of the L-mapping are to be kept through the rule application. Any elements (nodes, arcs, or labels therein) that are to be deleted in this rule transformation are therefore stored in L but not in K. One could view the DPO method as a function:
$H = G - (L - R) + (R - L)$

where the parts of $L$ that are not in $R$ are first deleted ($L - R$), followed by the addition of elements in $R$ but not in $L$ ($R - L$). To clarify the graph subtraction functions, $K$ should be represented either explicitly or implicitly. Of course, the rule itself does not change but rather it provides the change through the morphism, $L$-mapping. Figure 11 illustrates the Double Pushout approach through an example.

A smaller graph, $D$, is created through the deletion of elements in $G$. Just as $K$ is both a subgraph of $L$ and $R$, the graph $D$ is a subgraph of both $G$ and $H$. Furthermore, $K$ is a subgraph of $D$ which is important because $K$ is needed to provide the context for how the new elements are to be added. In the second part of Equation 1, the elements that are in $R$ but not in $L$ are added to the graph. This prevents us from re-adding the elements of $K$ but allows us to attach the new elements in a general way to a host (see example in Figure 11). This method of adding elements via graph transformation is sometimes referred to as the 'gluing' method or the context-sensitive method. One final change that can be made in this part of application is to modify the labels in the $K$ elements. This modification happens in a similar way to the overall rule operation but is applied on a set as opposed to a graph. Within each element in $K$, we identify the labels that exist when in $L$ that are no longer stated when in $R$ and delete them. This is then followed by adding the new labels that are in $R$ but not in $L$; the common labels are left alone. In terms of implementation, we represent $L$ and $R$ as independent graphs. As such there is no explicit representation of the intersection graph $K$ that
results. What is done to represent the $K$ elements is to define the arcs and nodes with identical ‘names’ in $L$ and $R$ as the same element (this is shown in Figure 2e), when the user constructs a rule. It is important to note that this name is separate from labels which are used to represent important qualities in the graph. Name is an implementation fix to storing $K$ elements in two separate instances, which is essential to capture the aforementioned modification of $K$ labels.

5.2 The Algorithmic Free Arc Embedding

The second approach to graph application is often referred to as the “algorithmic approach” or the “connecting approach”. In some instances this approach and the DPO approach are able to perform the same graph modifications, and in general the DPO method is preferred for its straightforward representation. The algorithmic methods [26] is an earlier graph transformation method and is so termed because it is easier to implement than the algebraic approach. Furthermore, approaches like this are ‘context-free’ which on a low-level relates to the lack of a common or context graph, $K$, but on a higher-level means that the rules can be applied in more generic way.

Consider the example in Figure 12. The three nodes of the left hand side, $L$, are removed leaving two dangling arcs. These elements are replaced by two new nodes and a single connecting arc. The two dangling arcs are then connected following a condition that informs the transformation process of where these arcs are to be connected. This approach is similar to the edge-directed Neighborhood Controlled Embedding or edNCE approach [27]. In edNCE, nodes that are connected to the nodes that are removed in the deletion of $L$ are referred to as a neighborhood. These neighborhood nodes are then checked to see if they match the labels of the edNCE production rules. If a match is made then a new arc is added between the matching neighborhood node and one of the new nodes added by $R$. These productions repair or connect the new nodes of the graph with the nodes in the host remaining after the deletion of $L$ (graph $D$). The productions in edNCE are represented in the form:

$$(\mu, d; \delta, d')$$

(2)
where \( \mu \) is a label that must exist in the neighbor node for a correct match, \( \delta \) is the name of the node added by R, and \( d \) and \( d' \) are the old and new directions respectively of the arc that attaches the host to the new R nodes. Even though the number of nodes that exist in the neighborhood of the rule transformation is unlimited, a limited number of rules such as the single one shown in Figure 12 may produce any number of new arcs, thus allowing for more generic graph transformations.

The new approach developed here is referred to as Free Arc Embedding and takes advantage of our ability to handle dangling arcs. In traditional DPO, a condition is enforced that prevents dangling arcs from resulting in a rule (this condition along with the identification condition mentioned earlier are typically enforced in DPO but not in the simpler Single Pushout Method [28]). Following the algebraic approach (see Figure 10), we gather the dangling arcs that were connected to the nodes deleted in the first part of DPO and check them with specific embedding conditions of the form:

\[
\text{if free arc } \mu \text{ AND } \lambda \text{ AND } \eta \text{ AND } d \text{ THEN connect to node } \delta \text{ in the direction of } d'.
\]

This expands the representation of the embedding rules from that shown in Equation 2 to

\[(\mu, \lambda, \eta, d; \delta, d')\] (4)

Figure 12: An example of Free Arc Embedding. With no context elements (K is null) to define how to connect the new elements with the remaining parts of the host, an embedding rule is used to connect the dangling arcs. In the example a single rule simply specifies that any dangling arcs are to connect to the new node, III.
and provides more control and possibilities for connecting the host to R. Any of the first four elements of this rule representation may be left blank to specify that the rule is not concerned about a particular quality. In fact, if the second and third elements are left blank, we recapture the edNCE model shown in Equation 2. If none of the first four qualities of the rule are specified, then the rule will be a valid transformation for all free arcs that exist. This is seen in the example of Figure 12 where all dangling arcs are connected to node, III. Any free arcs that meet none of the conditional rules are deleted as a final step in creating the new host, H'.

This embedding system differs by reconnecting the free arcs as opposed to creating new arcs as is done in edNCE – another benefit in allowing dangling arcs to exist in a graph. At first, this approach appears to lack the generality of the earlier edNCE system that can create any number of new arcs in the neighborhood of the L deletion. However, the addition of a seventh quality, $D$ gives the new approach the ability to create more arcs than what is originally contained in the host by creating duplicate free arcs to connect to the new elements added by the rule.

It is important to note that in some instances the order of the free arc rules is important. Any combination of embedding rules can be used to identify a free arc. If two rules are “recognized” with the same free arc only the first one will modify it, as the arc will no longer be ‘free’ after the rule is applied; however, in cases when $D$ is set to true, a copy of the free arc will remain for the other rules to operate on it. As a result, when a rule duplicates an arc in this way, it does not prevent further rules from being recognizing the free arc.

Essentially, this approach to applying the embedding rules only on free arcs is equivalent to the approach of applying embedding rules on the neighborhood nodes, since the neighborhood nodes are defined by any nodes that had been attached to deleted nodes through such arcs. There is discussion in the literature to extend the edNCE method to capture more global affects. This would allow new arcs to be established between the new R nodes and others within the host that are not neighbors. For generative systems, we are doubtful that any transformations would require this global effect, thus this application approach (as summarized in Figure 10) is limited to establishing only local connections with each rule application. Of course, one could envision complex engineering systems as having far-reaching or system-wide phenomena such as heat transfer, or radiation that might suggest the connecting of new arcs in such a way. But in the creation of some schematic, network, exploded view, or manufacturing process, all arcs simply provide connectivity between elements and not a description of far-reaching physical behaviors. Furthermore, the developer of engineering design rules is unlikely to intend a single rule to reach out to elements outside of the immediate connection of the newly added elements. Examples of such engineering design grammars are provided in the next section.

6 Example Grammar Systems
To date, the aforementioned methodology has been used to create over 300 grammar rules. The storage of graphs and rules is accomplished through XML where properties within the node and arc objects are easily managed. Rules are simply stored as two separate graphs, a left-hand side and a right-hand side, and a number of Booleans as is discussed in Section 3.10. Two applications
implemented thus far are shown below. In addition to these, a sheet metal grammar [29], a function structure grammar [30], and several test problems [31] have been implemented.

6.1 Neural Networks

Neural Networks have existed now for two decades as an approach to model data or learn appropriate actions for a fixed set of inputs [32]. The typical network contains at least the nodes or neurons that represent the distinct inputs and outputs, and any number of hidden nodes arranged in layers. The arcs or dendrites between the neurons must not create any loops in the graphs (feed-forward graph), and should provide at least one connection to each of the inputs and the outputs. The typical approach to creating a neural network is to define a fixed topology and use an optimization method to tune the weights and biases within the network. There has been some published attempts to determine the topology as well [33, 34]. These approaches essentially and unwittingly define a grammar for defining such graphs like that shown here.

Figure 15 shows the four grammar rules defined for neural networks. The first rule (Figure 15a) simply adds arcs to ensure that no inputs or outputs are left unconnected. In the left hand side of the rule, the \textit{induced} Boolean is set to true preventing its recognition when the two nodes are already connected by an arc. The remaining rules are used to add additional hidden nodes and arcs to the network. In Figure 14, two example neural networks are shown that have been created by randomly invoking rules and transitioning from an initial seed of input and output nodes. The choosing can be done randomly, through a dialog with the user, or through a search process. In Figure 13, a dialog is shown that provides a user with the list of recognized rules and their locations. Notice that rule #2 is shown nine times where each is a unique morphism in the host graph to the right. In the future, the grammar rules can be chosen via an optimization method to
Figure 13: On the left, a list of options is presented to the user to choose which rule and its location to apply to the host shown to the right. In the center, the location of option 5 is shown for arc, cb.

Figure 14: Two example neural networks created by invoking the rules from Figure 13 randomly.

Figure 15: Four grammar rules implemented to create the space of feasible neural networks.
test and synthesize topologies for a specific set of data. Using a best first search combined with a hybrid optimization algorithm, we are able to find optimal topologies for various meta-modeling problems [35]. Results shown therein are more promising than previous attempts to automate the creation of neural network topologies.

6.2 Mechanical Concept Generator

In this second example, researchers at University of Texas at Austin and at University of Missouri-Rolla are capturing the ways components are used in small consumer products to fulfill particular functions [36, 37]. To date, the researchers have input data from over 23 devices and derived 189 grammar rules for changing a function structure into a configuration of components. In Figure 16, an example seed graph is shown for this problem. The graph, known as a function structure, is common in conceptual mechanical design [38] as it shows the interactions and dependencies of functions required in the product. In Figure 18, four grammar rules from the set of 189 are shown that transform the function structure into a configuration by replacing the function blocks with one or more components.

These rules are defined based on the dissection of real devices and hence the relationship between them is unpredictable but they lead to feasible (and meaningful, in most cases) solutions. From a particular function structure, we have systematically invoked grammar rules in a breadth first search to create over fifty-thousand topologies from a single function structure. One of these configurations is shown in Figure 17. Note in this example that the size of the graph does not necessarily increase from seed to final topology. This graph grammar simply transforms the graph by removing as many nodes as it adds. However, in generative systems such transformations usually results in a more complex graph.

Figure 16: The starting point for the mechanical concept generator grammar is a function structure which is a conceptual design tool comprised of functional blocks and connecting energy, material or signal flows.
Validation of Approach

As discussed above, the graph grammar approach is ideal for problems where the solution is not known in advance. Unlike a path-planning algorithm where the start and end are known in advance, design is all about finding an end, ideally an optimal end or solution to the problem at hand. As has been noted [39], rule-based systems naturally work in a forward-chaining manner building on previous states. Backward chaining is essentially impossible in design since nothing is known of the final artifact in advance. Rules are constructed to define a tree of possible solutions that is either infinite (in the case of the neural network example) or prohibitively large. Proof for this approach's
validity would need to prove that a set of grammar rules (like those shown in Section 6), or the formalism for recognizing and applying the grammar rules (as shown in Sections 3, 4, and 5) properly captures all possible valid designs. Imagine the different grammar rule sets or formalisms that define three different regions, A, B, and C in Figure 19. Clearly the grammar defining Region B is better than A and C. But in cases where B is not available, C is preferred even though a search method would be required to distinguish between feasible and infeasible solutions. It is even possible that in the absence of B and C, A would be accepted even though it only defines a portion of the design space. In the case of the five rule neural network grammar rule set, it is unclear what portion of feed-forward neural networks can be created. The authors of that work feel confident that all feasible feed-forward neural networks can be created, but a proof for this has yet to be devised.

The validity of this formal approach for recognizing and applying grammar rules (as shown in Sections 3, 4, and 5) could be validated as complete if it were capable of generating all possible graphs. More specifically, the formalism should be capable of transforming any valid graph into any other graph. This has been accomplished on multiple occasions, but the results are uninteresting. There are an infinite set of possible graphs, and when labels are considered the space is even larger. Given that any number of grammar rules can be created to make the arbitrary transformation, we find the exercise arduous and the results unsatisfying.

Perhaps a “first principles” approach would be more successful than an empirical one, but one has yet to be devised. Simply, grammar rules can be created to add or remove arcs, nodes and/or labels. On a controlled and limited domain, it can be shown that a single rule (shown in Figure 20a) can create all possible graphs between a seed of \( n \) unconnected nodes and the complete graph. The rule in Figure 20a adds an arc between any two unconnected nodes (the \textit{induced} Boolean discussed in Section 3.1 qualifies that nodes 1 and 2 are not connected for the rule to be valid). For a seed of six nodes (as shown in Figure 20b), the complete graph can be reached by consecutively invoking the rule exactly fifteen times. After this point, the rule is no longer valid and no more transformations can be performed. In Figure 20c, the search tree is illustrated. The first level has fifteen possible states, but the branching factor reduces all the way to one at the second-to-last level. Within this tree, there are nearly 73 million unique graphs – all of which are reachable from the seed through application of the single grammar rule.
The validity of the formalism discussed here or the validity of a particular grammar rule set seems to be, at best, application specific. Given the large search spaces that will likely result, researchers in design may be happy to produce designs which appear optimal for a set of needs. In a way, the pursuit of a valid approach or sufficient representation is akin to nonlinear optimization where algorithms are developed and compared empirically. Essentially, the proof or guarantee that a global optimal solution is found is impossible without visiting each solution in the infinite set.

As a result, this method selectively combines published theoretical computer science accomplishments \[6, 7, 22\text{ and G. Rozenberg, } 24, 25, 27, 28, 40-42\] to create a practical foundation for open-ended design problems. The graph grammar concept is beneficial in that it empowers researchers to create algorithms capable of creating and comparing solutions that range in complexity as opposed to traditional representation approaches where an array of parameters restricts the variability of the solution space. In the future, comparison to traditional representations should show that a grammatical approach can create a richer, more varied set of solutions.

8 Conclusions

This paper has presented the development of a graph grammar framework for generative systems. The research brings together advances from theoretical computer science \[42\], engineering design theory \[38\], artificial intelligence \[10\], and shape grammar research \[11\]. The holistic view of graph transformations offered in this paper allows researchers to develop and test rules easily. Unlike many artificial intelligence methods and the representations offered therein to capture a particular problem domain, the graph grammar approach is particularly useful for design or synthesis. This is
because design produces unknown entities of arbitrary complexity. The most famous automated synthesis approach is likely the XCON system [43] developed to create custom computer systems for Digital Equipment Corporation’s VAX systems. This system is in fact rule-based where hundreds of production rules are used to build feasible computer systems. There is no coincidence that the approach endorsed in this paper and the approaches used in past generative systems are rule-based. As has been noted [39], rule-based systems naturally work in a forward-chaining manner building on previous states. Backward chaining is essentially impossible in design since nothing is known of the final artifact in advance.

The methodology presented in this paper has been implemented in a software tool known as GraphSynth [31] which represents the first publicly available graph grammar system created specifically for generative systems (shown in Figures 2e, 13, 14, 15, 16, 17, and 18). While there have been numerous computational implementations of specific graph transformation systems, this approach captures a wide variety of transformations (see Figure 10) so that the rules, and the graphs can be stored as static XML files. The procedures for graph recognition and application follow the methods discussed in Sections 3 and 5 which combine the state of the art of graph grammar systems into an efficient implementation. In the future, the implementation may be extended to hypergraphs [44] in which the arcs may connect to more than two nodes or extended to hierarchical graphs where nodes may contain an entire graph within themselves. For many application domains, the computational structures defined in GraphSynth for nodes and arcs may be insufficient in terms of the data and methods stored therein. One can however define subclasses of the node and arc of GraphSynth to represent additional details. This has in fact been the approach adopted in the examples shown in Section 6.

In Figure 4, it is shown how the recognition, choose, and apply functions can be successfully invoked to create a search tree of candidate solutions. This begs the question about how the tree should be searched to identify the best candidate. In the example in Section 6, simple tree traversal methods are used (breadth first and best first), but for larger design spaces, it is likely that specific search methods will need to be developed. Of course, for a given domain the construction of a meaningful heuristic and transition cost function has also an obvious effect on the choice of search as well as the size of the search tree.

Furthermore, values of non-discrete parameters within a graph would seem to mandate a need for real number linear or non-linear programming methods. Optimization has been used throughout the design of complex systems (one could argue that it was developed to do just that). In optimization, a space of valid solutions is searched to find the candidate with the best performance or objective function. Optimization functions on the basis that the design problem is representable by a fixed set of numbers (either integer or real). This provides a clear motivation for the creation of new methods that can search a more open-ended space of candidates in which those candidates are not bound by traditional optimization but rather are organized by the transitions presented in a set of rules that define the space of solutions. Current research [45] is being undertaken to establish these new search methods that borrow from both optimization and tree-searching methods.
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