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1 Introduction

To date, many representations have been devised for modeling solids. Of these, the boundary representation technique is most widely used. A boundary representation (BRep) models a solid by explicitly encoding the bounding surfaces of the solid as a collection of vertices, edges and faces. Such BReps are frequently modified using regularized union, $\cup^*$, intersection, $\cap^*$, and difference, $\setminus^*$. The operators provide a conceptually simple method to construct complex solids by combining simpler ones.

The basic approach for performing regularized set operations on two boundary representations can be separated into four distinct steps:

1. Impose respect on the faces; that is, partition every face of one solid, $A$, by the boundary of the other solid, $B$, so that each of the resulting faces in its entirety is either inside, outside or on the boundary of $B$.

2. Classify the faces; that is, identify which faces of one solid are inside the other solid, which faces are outside the other solid, and which faces lie on the boundary of the other solid.

3. Assemble the appropriate faces to produce the result of the desired set operation.

4. Topologically reduce the result to a minimal boundary representation.

Of the above four steps, the first step—imposing respect—is the most difficult. In this paper, we present a divide-and-conquer method for imposing respect, based on the use of recursive spatial decomposition. We also prove the correctness of this method. The presented solution has several appealing properties:

- It directly manipulates boundary representation models without requiring intermediate hierarchical data structures.

- The approach is purely face-based, so an implementation needs only to keep track of the partitions of the faces. This greatly simplifies or entirely eliminates the use of intermediate data structures.

- The approach handles all solids uniformly, without making non-manifolds the exceptions.

- The classification sets produced by the method allow the simultaneous creation of the union, the intersection and the difference without the need to copy and reclassify the original boundaries for each operation in turn.

- The approach allows space to be decomposed either in a regular or in a non-regular manner. A hybrid method that utilizes both decomposition methods improves efficiency.
Presently, spatial decomposition methods are used by various hierarchical data structures for representing solids and for manipulating solids by set operations. These data structures include polytrees[Car87], binary space partition trees[TN87, NT88], and extended octrees[ABN85, Nav86, Nav87, NFB87]. Although similar, our approach utilizes spatial decomposition methods to manipulate boundary representation models directly.

Section 2 defines solids and their boundaries. Section 3 gives a detailed outline of the four steps for performing the set operations. The first step and its algorithm are then given in detail in Section 4. Section 5 discusses the performance of an implementation of the algorithm. Section 6 contains concluding remarks.

2 The Modeling Domain

A commonly used class of solids is the class of compact 3-D manifolds whose boundaries are planar polyhedra. Solids in this class are three-dimensional objects that have a finite interior and a boundary that is a closed two-manifold[Req80]. This class of solids is not closed under regularized Boolean operations because performing a set operation on two solids with two-manifold boundaries may not result in a solid with a two-manifold boundary[Req77, RV77, TR80]. Therefore, we work with a domain which also includes nonmanifolds. We call this larger class of solids the modeling domain $\mathcal{M}$ (see Definition 1). Let $\mathcal{H}$ be the class of all half-spaces bounded by a plane. That is, each half-space $H$ is defined as the point set

$$H = \{(x, y, z) \in \mathbb{R}^3 \mid ax + by + cz + d \leq 0\}$$

for some numbers $a, b, c, d$. We consider all finite intersections of half-spaces in $\mathcal{H}$ such that the resulting point set is compact. Then define the class $\mathcal{C}$ of simple convex polyhedra. The class $\mathcal{M}$ is now defined as the set of polyhedra obtained from convex polyhedra by a finite number of regularized Boolean operations, $\cup^*$, $\cap^*$, and $-^*$. Note that this class includes nonmanifold objects as considered by Weiler [Wei86] and by Hoffman, Hopcroft and Karasick [HHK87].

Definition 1 The class of solids $\mathcal{M}$ is defined as follows:

1. If $S \in \mathcal{C}$ then $S \in \mathcal{M}$.

2. If $S_1$ and $S_2$ are in $\mathcal{M}$ and $(\text{op})^*$ is one of the regularized Boolean operations $\cup^*$, $\cap^*$, and $-^*$, then $S_1(\text{op})^*S_2 \in \mathcal{M}$.

3. Nothing else is in $\mathcal{M}$.

The boundary of any solid in $\mathcal{M}$ can be partitioned into a set of faces, edges and vertices. The faces can be defined in terms of maximal faces which are uniquely given by the half-spaces of $\mathcal{H}$ that form the solids of $\mathcal{M}$.
Figure 1: The maximal face determined by the half-space $H$ is $f_{\text{max}} = f_1 \cup f_2 \cup f_3$. Face $f_4$ is the maximal face for half-space $c^*H$.

**Definition 2** A maximal face of $S$ at $H$, where $S \in \mathcal{M}$ and $H \in \mathcal{H}$, is

$$f_{\text{max}}(H, S) = r^\circ \left( r^\circ((S \cap r^\circ H) \cap bS) \right),$$

where $r^\circ$ and $i^\circ$ are the regularization and the interior operators in the relative topology of $bH$, and $bS$ is the boundary of $S$.

Each maximal face consists of one or more connected components called the maximally connected faces. A minimal boundary description is a triple $\sigma_{\text{min}}$ consisting of a set of vertices $V(\sigma_{\text{min}})$, a set of maximally connected edges $E(\sigma_{\text{min}})$, and a set of maximally connected faces $F(\sigma_{\text{min}})$, defined as follows:

**Definition 3** Let $S \in \mathcal{M}$. Then the minimal boundary description of $S$ is the triple $\sigma_{\text{min}} = (V, E, F)$ such that:

$$F = \{ f_{\text{cmax}} \mid (\exists H \in \mathcal{H})(f_{\text{cmax}} \subseteq f_{\text{max}}(H, S)) \text{ and } f_{\text{cmax}} \text{ is maximally connected} \}; \quad (4)$$

$$E = \{ e_{\text{cmax}} \mid (\exists f_1, f_2 \in F(\sigma_{\text{min}})) e_{\text{cmax}} \subseteq r^\circ(r^\circ f_1 \cap r^\circ f_2) \text{ and } e_{\text{cmax}} \text{ is maximally connected} \}; \quad (5)$$

$$V = \{ v \mid (\exists e \in E(\sigma_{\text{min}})) v \in b^\circ e \}. \quad (6)$$

The maximal faces and the maximally connected faces have definitions similar to the definitions of C-faces and M-faces given by Silva[Sil81]. The difference is that Silva assumes faces that are closed sets, but for us the faces of $F(\sigma_{\text{min}})$, as well as the edges of $E(\sigma_{\text{min}})$, are open sets. Therefore, the faces, edges and vertices are pairwise disjoint point sets. As an illustration, Figure 1 shows a closed half-space $H$ whose boundary contains the four faces $f_1, \ldots, f_4$. Of these four faces in $bH$, only $f_1, f_2$ and $f_3$ have the same orientation as $H$, and so the maximal face $f_{\text{max}}$ in $H$ is $f_1 \cup f_2 \cup f_3$. Within this maximal face there exist three maximally connected and open faces, namely $f_1, f_2$ and $f_3$.  
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Definition 7 Let $S \in \mathcal{M}$. Then $\sigma = (V, E, F)$ is a valid boundary description for $S$ if:

1. for every face $f \in F$, there is a maximally connected face $f_{\text{max}} \in \sigma_{\text{min}}$ such that either $f = f_{\text{max}}$ or $f$ is the interior of the intersection of $f_{\text{max}}$ with a convex region;
2. for every edge $e \in E$, there are $f_1, f_2 \in F$ such that $e \subseteq i^\circ(f_1 \cap f_2);$
3. for every vertex $v \in V$, there is an $e \in E$ such that $v \in b^\circ e;$
4. $F$, $E$ and $V$ are finite sets;
5. the members of $F$, $E$, and $V$ are pairwise disjoint;
6. the union of all the faces, edges and vertices is the boundary of $S$, i.e.,

$$bS = V \cup E \cup F.$$ 

$\mathcal{B}(S)$ is the set of all valid boundary descriptions for $S$. If $\sigma \in \mathcal{B}(S)$ is a valid boundary description, then $V(\sigma)$, $E(\sigma)$, and $F(\sigma)$ are the vertices, edges, and faces of $\sigma$, respectively.

Consider the various boundary descriptions of a specific tetrahedral solid $T$. Figure 2 shows graphically four different descriptions of the boundary of $T$. Each face set, along with the corresponding edges and the vertices, is one of the valid boundary descriptions in

$$\mathcal{B}(T) = \{\tau_{\text{min}}, \tau', \tau'', \tau'''\ldots\}.$$ 

In the following, lower case Greek letters, with exceptions to $V$, $E$, and $F$, denote the actual solids. Furthermore, lower case Roman letters are arbitrary variables, which are defined appropriately.

3 Outline of the Algorithm for the Boolean Operations

Consider the spatial locations occupied by two solids $S$ and $T$, where $S = T$ is allowed. Given $\sigma \in \mathcal{B}(S)$ and $\tau \in \mathcal{B}(T)$, we ask whether the boundaries described by $\sigma$ and $\tau$ penetrate or touch each other, and if so, where? If they do, the penetrating faces are subdivided so that they do not penetrate each other. In consequence, the construction of the result is simplified. Recall the four basic steps needed for computing the set operations given on Page 1.
Figure 3: All allowed singularities: vertex-on-edge, vertex-on-face, edge-on-face, edge-on-edge

- We will say that a boundary description respects a solid if each face of the boundary description is homogeneous in relation to the other solid. A face of $F(\sigma)$ is homogeneous in relation to solid $T$ if the face is entirely inside $T$, outside $T$, or on the boundary of $T$. That is, no face of $F(\sigma)$ is both inside and outside, or partially on $T$.

In the first step, $\sigma$ and $\tau$ are used to derive new boundary descriptions $\sigma' \in B(S)$ and $\tau' \in B(T)$ that respect each other's solids. The function that performs this is

$$\text{Respect}(\sigma, \tau) \rightarrow [\sigma', \tau'].$$

When $\sigma$ respects $T$, for example, the faces and the edges of $\sigma$ are homogeneous almost everywhere in relation to $T$. Here “almost everywhere” means that singularities such as those shown in Figure 3 are allowed. Thus, a face or an edge is homogeneous with a few allowed exceptions.

The following property establishes one of the four conditions necessary for a face to be homogeneous (almost everywhere) in relation to another solid:

**Property 8** Let $\sigma \in B(S)$, and $\tau_{\min} \in B(T)$ where $S, T \in \mathcal{M}$. Then a face $f \in F(\sigma)$ is homogeneous (almost everywhere) in relation to $T$ if one and only one of the following relations holds true:

- $f_{\text{in}T}$ iff $f \subseteq \left( T - \bigcup F(\tau_{\min}) \right)$
- $f_{\text{out}T}$ iff $f \subseteq \left( e^*T - \bigcup F(\tau_{\min}) \right)$
- $f_{\text{with}T}$ iff $\exists f' \in F(\tau_{\min})(f \subseteq k^0 f')$ and $\forall p \in (f \cap f') (N_S(p) = N_T(p))$
- $f_{\text{anti}T}$ iff $\exists f' \in F(\tau_{\min})(f \subseteq k^0 f')$ and $\forall p \in (f \cap f') (N_{e^*S}(p) = N_T(p))$;

$N_X(p)$ is the regularized neighborhood of point $p$ with respect to the solid $X$; it describes the local region around $p$.

Relation $f_{\text{in}T}$ holds when the face is inside $T$ with the exception of some boundary points of $T$—namely, some vertices or some edges. Relation $f_{\text{out}T}$ holds when the face
Figure 4: (a) shows two solid touching, (b) shows two solids overlapping.

$f$ is outside $T$ with the exception of some boundary points of $T$. If only manifolds were being considered, then the conditions could simply be stated as $f \subset iT$ and $f \subset cT$. Since however, nonmanifolds are part of the modeling domain $\mathcal{M}$, the singularities are tolerated.

Relations $\text{fWITHT}$ or $\text{fANTI}$ hold when the face lies completely on the boundary of $T$—with some exceptions. The two relations distinguish between the two solids touching along the face, or overlapping each other along the face. Refer to Figure 3.

So, if exactly one of the relations hold for each face of a boundary description and some solid, then the boundary description is said to respect the solid. Given that $\sigma$ respects $T$ does not imply that $\tau$ respects $S$. From Property 8, we can say that $\sigma \in B(S)$ and $\tau \in B(T)$ respect each other if and only if $\sigma$ respects $T$ and $\tau$ respects $S$.

- In the second step of the Boolean operation, the faces of one boundary description are classified in relation to the other solid. The face classification process partitions the faces $F(x)$ of each boundary description $x$, in relation to solid $y$. This produces four classification sets $F_{xy}(x)$, $F_{yx}(x)$, $F_{wy}(x)$, and $F_{yw}(x)$. The notation $F_R(x)$ is chosen to resemble the notation used for a fragment (defined later) where $R$ is a region containing a subset of $F(x)$.

In the first step, Respect returned $\sigma'$ and $\tau'$. Because $\sigma'$ respects $T$ and $\tau'$ respects $S$, each face of one solid along with the other solid belongs to exactly one of the four relations of Property 8. Specifically, the Relations (1)-(4) of Property 8 correspond to the relations that hold for faces of the four classification sets. That is, the eight-way classification of $\sigma$ and $\tau$—that respect each other’s solids—is given by

$$
\text{Classify}([\sigma, \tau]) = \{F_{CT}(\sigma), F_{IT}(\sigma), F_{wT}(\sigma), F_{sT}(\sigma), F_{cs}(\tau), F_{is}(\tau), F_{ws}(\tau), F_{as}(\tau)\},
$$

where

- $F_{IT}(\sigma) = \{f \in F(\sigma) \mid f \text{INT}\}$
- $F_{sT}(\sigma) = \{f \in F(\sigma) \mid f \text{INT\}}$
- $F_{IT}(\sigma) = \{f \in F(\sigma) \mid f \text{OUT\}}$
- $F_{sT}(\sigma) = \{f \in F(\sigma) \mid f \text{OUT\}}$
- $F_{wT}(\sigma) = \{f \in F(\sigma) \mid f \text{WITHT\}}$
- $F_{ws}(\tau) = \{f \in F(\tau) \mid f \text{WITH\}}$
- $F_{sT}(\sigma) = \{f \in F(\sigma) \mid f \text{ANTI\}}$
- $F_{as}(\tau) = \{f \in F(\tau) \mid f \text{ANTI\}}$.
Figure 5: (a) shows the union of two boxes, $\sigma$ and $\tau$. The faces of the classification sets $F_{cs}(\tau)$, $F_{CT}(\sigma)$, $F_{ws}(\tau)$ and $F_{wT}(\sigma)$ needed for the union are shown in (b).

Thus,

$$F(\sigma') = F_{CT}(\sigma') \cup F_{T}(\sigma') \cup F_{wT}(\sigma') \cup F_{sT}(\sigma'),$$
$$F(\tau') = F_{cs}(\tau') \cup F_{is}(\tau') \cup F_{ws}(\tau') \cup F_{as}(\tau').$$

These sets roughly correspond to Tilove's classification sets $XOUTS$, and $XINS$, and the two cases for $XONS$. They can be thought of as the in, out, with and anti sets.

As an example of face classification, Figure 5 shows the union of two cubes, and face classification of each face. The six faces of each cube are made to respect the other cube by splitting the top, the front, the right, and the back faces of the lower cube, and splitting the left, the bottom, the front and the back faces of the upper cube. In consequence, each cube will have ten homogeneous faces. Of these, six faces are outside, two faces are on, and two faces are inside the other cube. The two on faces belong to $F_{wy}$ sets.

- Once the eight-way face classification is done, we construct a boundary description of the result of a regularized Boolean operation $(op)^*$, $\zeta = \sigma'(op)^*\tau'$, namely,

$$\text{Create}\left((op), [F_{CT}(\sigma'), \ldots, F_{as}(\tau')])\right) \rightarrow \zeta,$$

where, $\zeta \in B(C)$ of some solid $C = S(op)^*T$. $\zeta$ describes the boundary of $C$ and consists of the faces in either $F(\sigma')$ or $F(\tau')$. The faces of $F(\zeta)$ are all the faces of exactly three of the eight classification sets of $\text{Classify}([\sigma', \tau'])$. Which three depends only on the set operation, as shown in Table 1. The appropriate face sets are indicated by the symbols $\oplus$ and $\ominus$.

When constructing the BRep $\zeta$, the face normals of certain faces must be complemented. For the difference operation, $\zeta = \sigma - \tau$, the faces comprise the set $F_{is}(\tau')$ or $F_{T}(\sigma')$. A complemented face covers the same area, but the solid which is on one side of the face is on the other side of its complement. In the table, the sets with faces that need to be complemented are indicated by the symbol $\ominus$. 
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Table 1: The relevant sets of faces for each set operation are indicated by $\oplus$ and $\ominus$. $\ominus$ signifies faces that should be complemented.

<table>
<thead>
<tr>
<th></th>
<th>$\sigma$</th>
<th>$\tau$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$F_{cT}$</td>
<td>$F_{IT}$</td>
</tr>
<tr>
<td>$\sigma \cup^*$ $\tau$</td>
<td>$\oplus$</td>
<td>$\ominus$</td>
</tr>
<tr>
<td>$\sigma \cap^*$ $\tau$</td>
<td>$\ominus$</td>
<td>$\ominus$</td>
</tr>
<tr>
<td>$\sigma -^* \tau$</td>
<td>$\ominus$</td>
<td>$\ominus$</td>
</tr>
<tr>
<td>$\tau -^* \sigma$</td>
<td>$\ominus$</td>
<td>$\ominus$</td>
</tr>
</tbody>
</table>

- The created boundary description $\zeta$ resulting from Create is fragmented. That is, $\zeta$ is not necessarily minimal. In the fourth step of the set operation algorithm, function Reduce maps $\zeta$ to a minimal boundary description $\zeta_{\text{min}}$:

$$\text{Reduce}(\zeta) \rightarrow \zeta_{\text{min}}.$$ 

This mapping is called topological reduction. Coplanar faces that have at least one common edge are merged into a single maximally connected face, and adjacent collinear edges are merged into a single maximally connected edge.

It is now possible to express the composition of functions to compute a set operation. Given $\sigma \in B(S)$ and $\tau \in B(T)$, along with a binary set operation $\langle \text{op} \rangle$, the result of applying the set operation to $\sigma$ and $\tau$ is

$$\sigma \langle \text{op} \rangle \tau = \text{Reduce} \left( \text{Create} \left( \langle \text{op} \rangle, \text{Classify} \left( \text{Respect} \left( \sigma, \tau \right) \right) \right) \right).$$

4 Obtaining Boundaries with Respect

Establishing respect requires the partitioning of existing faces and edges, and the introduction of new edges and vertices. Whenever a face does not satisfy one of the four relations of Property 8, the face must be subdivided into two or more faces, so that each face does satisfy one of the four relations. Instead of viewing the problem as one of partitioning two boundary descriptions in relation to each other, it can be viewed differently as a problem of partitioning two boundary descriptions in relation to common regions of space. This way, a face of one boundary description is compared only to some common region of space and is not directly compared to the other solid.

Regions, as used here, are point sets that have an interior, a boundary and an exterior, however, unlike solids, regions need not be closed sets. A region, $R$, is the intersection of a finite number of open or closed half-spaces with planar boundaries. The boundary of $R$ is $bR = rR - iR$, and so, portions of the boundary of $R$ do not necessarily belong to $R$. 
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If, for some \( \sigma \in B(S) \) and some region \( R \), each face of \( F(\sigma) \) is either completely in the region or completely outside the region, then \( \sigma \) respects \( R \).

**Definition 9** \( \sigma \) respects a region \( R \) if \((\forall f \in F(\sigma)) (f \subseteq R \text{ or } f \subseteq cR)\).

If \( \sigma \) respects \( R \), a fragment is the set of all faces of \( F(\sigma) \) that lie in \( R \), written \( F_R(\sigma) \), where

\[
F_R(\sigma) \subseteq F_{E^3}(\sigma) = F(\sigma).
\]

Observe that a face of \( F(\sigma) \) lying on \( bR \) may or may not be in the fragment \( F_R(\sigma) \), since \( R \) need not be neither open nor closed. Similarly, since a face is an open set, the edges and the vertices of a face lying in \( R \) may or may not be in \( R \). Formally, we define fragments as follows:

**Definition 10** For a nonempty region \( R \) and a \( \sigma \) that respects \( R \), the fragment of \( \sigma \) in \( R \) is

\[
F_R(\sigma) = \{ f \in F(\sigma) \mid f \subseteq R \}.
\]

It is not hard to see that the faces of \( F_R(\sigma) \) and the faces of \( F(\tau) - F_R(\tau) \) are pairwise disjoint. That is, the faces of \( F(\sigma) \) within \( R \) cannot intersect any of the faces of \( F(\tau) \) that are not in \( R \), and vice-versa. In consequence, an algorithm for imposing respect can be based on the divide-and-conquer paradigm [Ben80]. A partitioning of space into the two regions \( R \) and \( cR \), divides the problem into two smaller subproblems.

Consider a finite set of \( n \) convex regions \( \mathcal{R} = \{R_1, \ldots, R_n\} \), that are pairwise disjoint and together cover \( E^3 \) along with some \( \sigma \) and \( \tau \) that both respect each of the \( n \) regions. The \( n \) regions of \( \mathcal{R} \) partition the faces into \( n \) fragments,

\[
F(x) = F_{R_1}(x) \cup F_{R_2}(x) \cup \cdots \cup F_{R_n}(x),
\]

for \( x \) either \( \sigma \) or \( \tau \). The problem of imposing respect on \( \sigma \) and \( \tau \) consists of \( n \) subproblems of imposing respect on each of the two fragments of the \( n \) regions independently.

We wish to specify an algorithm that obtains respect by splitting regions and fragments. In particular, the algorithm should produce a sequence

\[
(\sigma_1, \tau_1, \mathcal{R}_1), (\sigma_2, \tau_2, \mathcal{R}_2), \ldots, (\sigma_n, \tau_n, \mathcal{R}_n), \ldots
\]

(11)

in which the \( n \)th triple is known to contain \( \sigma_n \) and \( \tau_n \) that respect each other, and where the \( i \)th triple, for \( 1 \leq i < n \), does not. To map the \( i \)th triple to the \((i + 1)\)th triple, three operations are needed:

1. Select some region \( R \in \mathcal{R}_i \) for decomposition,
2. select some splitting plane \( \mathcal{P} \) that intersects \( R \), and
3. partition \( R \) and subdivide the faces of \( F_R(\sigma_i) \) and \( F_R(\tau_i) \) by \( \mathcal{P} \), producing \( \sigma_{i+1} \) and \( \tau_{i+1} \).

The operations are now as follows:
First, we select a region. Any region of $\mathcal{R}$ which contains a nonhomogeneous face needs to be further decomposed and must be eventually selected. The order in which such regions are selected is arbitrary.

The ideal action is to select a region that has nonhomogeneous faces and not to select a region that has homogeneous faces. However, distinguishing between such regions is computationally expensive, and so it is not done. Instead, a region is selected unless it is plainly obvious that all the faces it contains are homogeneous. The following function checks four different conditions to determine the existence of respect within a given region $R$:

$$\text{FRel}(F_R(\sigma), F_R(\tau)) = \begin{cases} 
1 & \text{if } F_R(\sigma) = \emptyset \text{ and } F_R(\tau) = \emptyset \\
2 & \text{if } F_R(\sigma) = \emptyset \text{ and } F_R(\tau) \neq \emptyset \\
3 & \text{if } F_R(\tau) = \emptyset \text{ and } F_R(\sigma) \neq \emptyset \\
4 & \text{if } F_R(\sigma) = \{f\}, F_R(\tau) = \{f'\} \text{ and } k^o f = k^o f' = k^o R \\
0 & \text{otherwise}
\end{cases}$$

$\text{FRel}$ checks the number of faces of both fragments in the region. Conditions one through three hold when $R$ is nonplanar and one or both of the fragments is empty. Condition four holds when $R$ is planar and contains two coplanar and equal faces, one face from each solid. A zero value indicates that based on the four conditions, the two fragments are not known to contain homogeneous faces.

Next, we select a splitting plane for the chosen region. Any violations of respect occur along the boundaries of either solid. Subdividing the faces of one solid by a plane that contains a face of the other solid is a step in the right direction, and suggests a selection strategy in which a face of either solid determines the splitting plane.

Because regions can be either planar or nonplanar, the selection strategy must account for the region planarity. For a nonplanar region, a splitting plane should contain one of the faces. For a planar region, a splitting plane should be perpendicular to one of the faces and pass through one of the edges. This in effect is analogous to cutting polygons in 2D by splitting lines.

To achieve respect with a finite number of cuts requires a careful selection of a face. Some faces in a region take priority over other faces. For example, faces that lie on the boundary of a nonplanar region should not be chosen as long as other faces exist in the interior of the region. Doing so would result in ill-formed regions that violate the correctness of this method (this will be demonstrated). This shows that only a subset of the faces constitutes a set of candidate faces from which a single candidate face can be chosen. Consequently, four issues have to be considered in devising a splitting plane selection strategy:

1. Given a fragment, what are its candidate faces?
Table 2: The face-region and edge-region relations.

| \( f \Delta_1 R \) | The face is inside the nonplanar region \( R \)—although the edges of the face lying on the convex hull of the face may lie on the boundary of the region. |
| \( f \Delta_2 R \) | The face lies on the border of the region, and the region is below the face. |
| \( f \Delta_3 R \) | The face lies on the border of the region, and the region is above the face. |
| \( f \Delta_4 R \) | The face is in but not equal to the planar region; i.e., \( f \subset R \). |
| \( f \Delta_5 R \) | The face is equal to the planar region; i.e., \( k^{\circ} f = k^{\circ} R \). |
| \( e \Lambda_1 R \) | The edge is inside the region; i.e., \( e \subset iR \). |
| \( e \Lambda_2 R \) | The edge lies on the boundary of \( R \); i.e., \( e \subset b^0 R \). Note that \( f \Delta_5 R \) if and only if \( \forall e \in E(f) e \Lambda_2 R \), where \( E(f) \) are the edges adjacent to \( f \). |

2. Given that both fragments have nonempty sets of candidate faces, which fragment should contribute a candidate face?

3. Given all the candidate faces, which is the most desirable face?

4. How should the splitting plane be oriented in relation to the candidate face?

To address these issues, we must first establish the relationship between a face and its containing region, and an edge and its containing region. We define five face-region relations \( \Delta_1 \) through \( \Delta_5 \), and two edge-region relations \( \Lambda_1 \) and \( \Lambda_2 \). The relations are defined in Table 2. The five face-region relations are pairwise disjoint, and so for any region \( R \) and any face \( f \) in \( R \), \( f \Delta_i R \) and \( f \Delta_j R \) imply that \( i = j \). The same holds for the two edge-region relations. Let the face-region index and the edge-region index be the subscripts of \( \Delta_i \) and \( \Lambda_i \) respectively. Using the face-region indices, the faces in a region can be grouped into five sets. Similarly, the edges can be grouped into two sets based on the edge-region indices. The value of \( I_R(\sigma, \tau) \) is then the smallest face-region index of any face in that region, where

\[
I_R(\sigma, \tau) = \min \left\{ i \mid f \Delta_i R \text{ for } f \in (F_R(\sigma) \cup F_R(\tau)) \right\}.
\]

The subset of all the faces in \( R \) having the smallest face-region index is called the set of candidate faces, \( C_R(\sigma, \tau) \), defined as:

\[
\left\{ f \in (F_R(\sigma) \cup F_R(\tau)) \mid f \Delta_{I_R(\sigma, \tau)} R \right\}.
\]  

With the set of candidate faces, the splitting plane selection function can now be stated. The oriented splitting plane selected to split a region \( R \) containing the fragments \( F_R(\sigma) \)
and \( F_R(\tau) \), not both empty, is

\[
\text{Choose}(F_R(\sigma), F_R(\tau)) = \begin{cases} 
\text{Plane}(f) & \text{if } f \Delta_1 R \text{ or } f \Delta_2 R \\
-\text{Plane}(f) & \text{if } f \Delta_3 R \\
\text{Perp}(f, e) & \text{if } f \Delta_4 R \text{ and } e \Delta_1 R, \text{ for } e \in E(f),
\end{cases}
\]

where

1. \( f \in C_R(\sigma, \tau) \) is the candidate face,
2. \( \text{Plane}(f) \) is the plane containing \( f \), and oriented so that the plane’s normal vector points away from the solid, and
3. \( \text{Perp}(f, e) \) is a plane perpendicular to \( \text{Plane}(f) \) where
   - (a) \( e \) is some edge of \( E(f) \), the set of edges adjacent to face \( f \), and
   - (b) \( e \) does not lie on a boundary of \( R \).

The orientation of the plane \( \text{Perp}(f, e) \) is arbitrary.

This finishes the discussion on two of the four issues, namely, what are the candidate faces and how should the splitting plane be oriented in relation to the selected candidate face. These two issues address correctness. The other two issues, namely, what fragment to choose a face from and what is the best candidate face, address efficiency. In this paper, only the correctness issue is dealt with. Details pertaining to efficiency can be found in Vanecek’s thesis[Van89b].

- Finally, we partition the selected region and subdivide the faces of the region by the selected splitting plane.

Given the plane \( \mathcal{P} \) as the tuple \((a, b, c, d)\), where the components are real,

\[
\mathcal{P}_> = \{(x, y, z) \in \mathbb{R}^3 \mid ax + by + cz + d > 0\}
\]

is the open half-space above \( \mathcal{P} \), and \( \mathcal{P}_< \) is the open half-space below \( \mathcal{P} \). Analogously, \( \mathcal{P}_\geq = \mathcal{P}_> \cup \mathcal{P} \) and \( \mathcal{P}_\leq = \mathcal{P}_< \cup \mathcal{P} \) are the appropriate closed half-spaces.

A plane \( \mathcal{P} \) that intersects a region \( R \) can partition \( R \) into regions \( R \cap \mathcal{P}_\geq \) and \( R \cap \mathcal{P}_< \), referred to as the region on or above, and the region below \( \mathcal{P} \), and labeled \( R_\geq \) and \( R_< \) respectively.

The subdividing is performed by a function

\[
\text{Cut}(x, R, \mathcal{P}) \rightarrow x',
\]

where \( x \) is a boundary description that respect the region \( R \), and \( \mathcal{P} \) is the selected splitting plane intersecting \( R \). \( x' \) is the resulting boundary description that in addition to respecting \( R \) also respects the regions \( R_\leq = R \cap \mathcal{P}_< \) and \( R_\geq = R \cap \mathcal{P}_\geq \). That is,

\[
F_R(x') = F_{R_\leq}(x') \cup F_{R_\geq}(x').
\]
The faces of \(F(x')\) are those of \(F(x)\), except for the faces of \(R\) which are cut by \(\mathcal{P}\) (a face \(f\) of \(R\) that crosses \(\mathcal{P}\) transversely is indicated by \(f \mathcal{P} = (f \cap \mathcal{P} \text{ and } f \not\subset \mathcal{P})\), namely:

\[
\begin{align*}
(F(x) - F_R(x)) \cup \\
\{f \in F_R(x) \mid f \cap \mathcal{P} = \emptyset\} \cup \\
\{f \in F_R(x) \mid f \subset \mathcal{P}\} \cup \\
\{f' \subset (f - \mathcal{P}) \mid f \in F_R(x), f \mathcal{P}, \text{ and } f' \text{ is maximally connected}\}.
\end{align*}
\]

(15)

In the fragment \(F_R(x')\), none of the faces cross \(\mathcal{P}\). The three sets indicated in Eq. (15) are the faces of \(F_R(x)\) that do not cross \(\mathcal{P}\), the faces that lie in \(\mathcal{P}\), and the faces that result from subdividing the faces that cross \(\mathcal{P}\). Each face that crosses \(\mathcal{P}\) results in two or more new surfaces in \(F_R(x')\).

In addition to changing the face set of \(x\), the edge and the vertex sets are also changed. The edges that cross \(\mathcal{P}\) and that are adjacent to the subdivided faces get cut and new edges are created from the portions of the faces that lie on \(\mathcal{P}\). Let \(E_R(x)\) be the subset of the edge set \(E(x)\) with edges that are adjacent to the faces of \(F(x)\). The new edge set \(E(x')\) is

\[
\begin{align*}
(E(x) - E_R(x)) \cup \\
\{e \in E_R(x) \mid e \cap \mathcal{P} = \emptyset \text{ or } e \subset \mathcal{P}\} \cup \\
\{e' \subset (e - \mathcal{P}) \mid e \in E_R(x), E \cap \mathcal{P} \neq \emptyset, e \not\subset \mathcal{P} \text{ and } e' \text{ is maximally connected}\} \cup \\
\{e \subset (E \cap \mathcal{P}) \mid f \in F_R(x), f \mathcal{P}, \text{ and } e \text{ is maximally connected}\}.
\end{align*}
\]

The vertices of \(V(x')\) consist of the original vertices of \(V(x)\) and the vertices created by subdividing the edges of \(E_R(x)\), namely,

\[V(x) \cup \{e \cap \mathcal{P} \mid e \subset E_R(x) \text{ and } e \mathcal{P}\}.
\]

With the three operations, the \(i\)th triple of Sequence (11) can be mapped to the \((i + 1)\) triple by a function \(h\), as follows:

\[
h((\sigma, \tau, \mathcal{R})) = \begin{cases} 
(\sigma, \tau, \mathcal{R}) & \text{if } (\forall R \in \mathcal{R}) (F \mathcal{R}(\sigma), F \mathcal{R}(\tau) \neq 0) \\
(\sigma', \tau', \mathcal{R}') & \text{otherwise}
\end{cases}
\]

(16)

where

\[
\begin{align*}
R & \in \{R' \in \mathcal{R} \mid F \mathcal{R}(\sigma), F \mathcal{R}(\tau) = 0\}, \\
\mathcal{P} & = \text{Choose}(F \mathcal{R}(\sigma), F \mathcal{R}(\tau)), \\
\sigma' & = \text{Cut}(\sigma, R, \mathcal{P}), \\
\tau' & = \text{Cut}(\tau, R, \mathcal{P}), \text{ and} \\
\mathcal{R}' & = (\mathcal{R} - \{R\}) \cup \{R_\subset, R_\supset\}, \text{ s.t. } R_\subset = R \cap \mathcal{P}_\subset \text{ and } R_\supset = R \cap \mathcal{P}_\supset.
\end{align*}
\]
Figure 6: An example of an ill constructed region. (a) shows two solids $A$ and $B$ in a region marked by dashes and cut by a plane $P$. (b) shows the region on and above $P$. (c) shows a planar region lying both inside and outside $B$ and containing the right face of solid $A$.

In term of the Function $h$, Respect is defined as the pair $[\sigma_n, \tau_n]$ corresponding to the triple $(\sigma_n, \tau_n, R_n)$, with the smallest integer $n$ for which all regions of $R_n$ contain fragments that have a nonzero FRel value. That is,

$$\text{Respect}(\sigma, \tau) = \min_{n>0} \left\{ [\sigma_n, \tau_n] \mid \langle \sigma_n, \tau_n, R_n \rangle = h^n(\langle \sigma, \tau, \{E^3\} \rangle) \text{ and} \right. $$

$$(\forall R \in R_n) \left( \text{FRel}(F_R(\sigma_n), F_R(\tau_n)) > 0 \right) \right\},$$

where $h^n(y)$ denotes $n - 1$ compositions of $h$.

We will now show that for all $\sigma$ and $\tau$ there is an $n$ at which $\sigma_n$ and $\tau_n$ respect each other.

What needs to be shown first is that for any $R \in R_i$ constructed by $h$, $F_R(\sigma) = \emptyset$ implies that $R \subseteq iS$ or $R \subseteq cS$ almost everywhere. Given any region $R$ that is not necessarily constructed by $h$,

$$(F_R(\sigma) = \emptyset) \Rightarrow (\forall f \in F(\sigma))(f \cap R = \emptyset),$$

namely, an empty fragment means that none of the faces of $F(\sigma)$ lie in $R$. However, $F_R(\sigma) = \emptyset$ implies nothing about the relation of $R$ and $iS$. One can contrive an $R$ such that $\sigma$ respects $R$, $F_R(\sigma) = \emptyset$, and yet $R$ lies both inside and outside $S$ (recall that the faces are open sets).

Such an ill-formed region is constructed in Figure 6. The figure shows the projections of two blocks $A$ and $B$, and two cuts necessary to create the desired region (shown in Figure 6(c)). The ill-formed region is a planar region that resulted from choosing splitting planes other than those given by Choose.

**Theorem 17** If $h^i(\langle \sigma, \tau, \{E^3\} \rangle) = \langle \sigma_i, \tau_i, R_i \rangle$ for any $i > 1$, then for any $R \in R_i$,

$$F_R(\sigma) = \emptyset \Rightarrow \left( R \subseteq S - \bigcup F(\sigma_i) \right) \text{ or } \left( R \subseteq c^iS - \bigcup F(\sigma_i) \right), \text{ and}$$

$$F_R(\tau) = \emptyset \Rightarrow \left( R \subseteq T - \bigcup F(\tau_i) \right) \text{ or } \left( R \subseteq c^iT - \bigcup F(\tau_i) \right).$$
Theorem 17 states that a region of $\mathcal{R}$ that is constructed by $h$ cannot be both inside and outside a given solid if the solid's fragment in the region is empty. Once it is clear that an empty fragment indicates that the region is entirely inside or outside a given solid, it is easy to show the relation of the faces to the solids.

**Corollary 18** If $h^i((\sigma, \tau, \{E^3\})) = (\sigma_i, \tau_i, \mathcal{R}_i)$ for any $i > 1$, then for any $R \in \mathcal{R}_i$,

1. if $F_R(\tau) = \emptyset$ and $F_R(\sigma) \neq \emptyset$ then $(\forall f \in F_R(\sigma)) f_{\text{INT}}$ or $(\forall f \in F_R(\sigma)) f_{\text{OUT}}$, 

2. if $F_R(\sigma) = \emptyset$ and $F_R(\tau) \neq \emptyset$ then $(\forall f \in F_R(\tau)) f_{\text{INS}}$ or $(\forall f \in F_R(\tau)) f_{\text{OUTS}}$.

For solids with coplanar and touching faces, a region containing the touching faces cannot be completely decomposed into regions satisfying Corollary 18. Instead, $h$ produces a planar and convex region that contains two of the touching faces.

**Lemma 19** If $h^i((\sigma, \tau, \{E^3\})) = (\sigma_i, \tau_i, \mathcal{R}_i)$ for any $i > 1$, then for any $R \in \mathcal{R}_i$, if $F_R(\sigma) = \{f\}$, $F_R(\tau) = \{f'\}$ and $k^5 f = k^5 f'$ then $(f_{\text{WITH}} T$ and $f'_{\text{WITH}} S)$ or $(f_{\text{ANTI}} T$ and $f'_{\text{ANTI}} S)$.

It remains to be shown that $h$ converges, namely that,

$$(\exists n > 0) (\forall i \geq n) (h^i(x) = h^{i+1}(x)).$$

At first thought, it appears that the size of a candidate-face set $C_R(\sigma_{i+1}, \tau_{i+1})$ can be larger than the candidate-face set $C_R(\sigma_i, \tau_i)$ of its parent region $R \supseteq R'$. This suggests that the child region $R'$ can have more choices of splitting planes that the parent region $R$, and that fragmentation increases not only the total number of faces but also the number of possible splitting planes. However, this is not the case. $C_R(\sigma_{i+1}, \tau_{i+1})$ may contain several faces that belong to the same maximal face. The number of candidate splitting planes obtainable from $R'$ is bounded by the number of maximal faces that cross $R'$ and not by the number of faces in the region. The actual number of the unique planes obtainable from the candidate face set is the same as the number of maximal faces that intersect the region, and is

$$N_R(\sigma, \tau) = \sum_{f \in \mathcal{F}_{\text{MAX}}} \begin{cases} 1 & \text{if } (\exists f \in \mathcal{F}) f \subseteq f_{\text{MAX}} \text{ and } f \Delta f_{\mathcal{F}(\sigma, \tau)} \subseteq R \\ 0 & \text{otherwise,} \end{cases}$$
where $F = F_R(\sigma) \cup F_R(\tau)$ and the sum is over all maximal faces $f_{\text{max}}$ of $S$ and $T$ that also intersect $R$.

In the case that $R$ is a planar region, the splitting planes are taken to be perpendicular to the region and are determined from the edges in the region rather than from the faces. As such every face is a candidate face. The actual number of splitting planes is the number of maximal edges that intersect the interior of the region. Thus, for planar regions,

$$N_R(\sigma, \tau) = \sum_{e_{\text{max}}} \begin{cases} 1 & \text{if } (\exists e \in E) e \subseteq e_{\text{max}} \text{ and } e \subset i^* R \\ 0 & \text{otherwise,} \end{cases}$$

where $E = E_R(\sigma) \cup E_R(\tau)$ and the sum is over all maximal edges $e_{\text{max}}$ of $S$ and $T$ that also intersect the interior of $R$.

It is important to note that a face with a face-region index $i$ resulting from the subdivision of a face with a face-region index $j$ implies that $j \leq i$. This is portrayed in Figure 8 which shows three regions $R_1$, $R_2$, and $R_3$, such that $R_3 \subset R_2 \subset R_1$, and three faces $f_1$, $f_2$, $f_3$. Given that those faces have $f_1 \Delta_1 R_1$, $f_2 \Delta_j R_2$, and $f_3 \Delta_k R_3$, their face-region indices are nondecreasing, $i \leq j \leq k$.

**Lemma 20** Let $f \in F_R(\sigma_k)$ and $f' \in F_R'(\sigma_{k+1})$ where $R \supseteq R'$ and $f \supseteq f'$, and where $f \Delta_i R$ and $f \Delta_j R'$. Then $i \leq j$.

We can now show that as more and more regions are created, the amount of work reduces in that the face-region indices increase, as the number of possible splitting planes decreases.

**Theorem 21** Given the sequence $\langle \sigma_1, \tau_1, R_1 \rangle, \langle \sigma_2, \tau_2, R_2 \rangle, \ldots$ then for all $i \geq 1$ and for all $R \in R_i$, one of the following two conditions hold:

1. $R \in R_{i+1}$, $I_R(\sigma_i, \tau_i) = I_R(\sigma_{i+1}, \tau_{i+1})$, and $N_R(\sigma_i, \tau_i) = N_R(\sigma_{i+1}, \tau_{i+1})$; or
2. \( R \not\in \mathcal{R}_{i+1} \) and \( \exists R_1, R_2 \in \mathcal{R}_{i+1} \) where \( R = R_1 \cup R_2 \), such that for \( x = 1, 2 \) exactly one of the following conditions hold:

(a) \( F_{R_x}(\sigma_{i+1}) = \emptyset \) and \( F_{R_x}(\tau_{i+1}) = \emptyset \);

(b) \( (I_R(\sigma_1, \tau_1) = I_{R_x}(\sigma_{i+1}, \tau_{i+1}) \) and \( N_R(\sigma_1, \tau_1) > N_{R_x}(\sigma_{i+1}, \tau_{i+1}) \) \); or

(c) \( I_R(\sigma_1, \tau_1) < I_{R_x}(\sigma_{i+1}, \tau_{i+1}) \).

Each region in \( \mathcal{R}_i \) either appears in \( \mathcal{R}_{i+1} \) in which case nothing changed (condition (1)), or is split (condition (2)). If the region \( R \) is split into \( R_1 \) and \( R_2 \), three possibilities arise for each \( R_x \), where \( x = 1, 2 \):

2a) \( R_x \) contains no faces. Thus, \( R_x \in \mathcal{R}_j \), for all subsequent \( j \).

2b) The smallest face-region index in \( R_x \) remains the same as in \( R \). In this case, the number of possible splitting planes diminished from that of \( R \).

2c) The smallest face-region index in the \( R_x \) is higher than in the \( R_x \).

This suggests that at some point, the splitting of regions must stop as the decomposition process runs out of splitting planes and all regions become homogeneous. It follows, then, that from any \( \sigma \) and \( \tau \), we can derive some \( \sigma_n \) and \( \tau_n \) that respect each other.

**Theorem 22** Given \( \sigma \in \mathcal{B}(S) \) and \( \tau \in \mathcal{B}(T) \) for \( S, T \in \mathcal{M} \),

\[
\exists n > 0 \left( \langle \sigma_n, \tau_n, \mathcal{R}_n \rangle = h^\alpha(\langle \sigma, \tau, \{E^3\} \rangle) \text{ and } (\forall R \in \mathcal{R}_n) \left( F_{\text{Rel}}(F_R(\sigma_n), F_R(\tau_n)) > 0 \right) \right).
\]

The proof follows directly from Theorem 21.

### 5 Implementation and Testing

The algorithm described in this paper has been implemented in Protosolid, a solid modeler written in Common Lisp, which runs on TI/Explorer and Symbolics Lisp machines. A description of the details of this implementation is beyond the scope of this paper, but this section briefly discusses the performance of the implemented algorithm.

Protosolid is a BRep modeler which uses the fedge-based data structure[Van89b, Van89a] to represent the boundaries of solids. Protosolid's user interface allows the user to build complex solids as combinations of parameterized primitives, using set operations. These set operations were implemented using the non-regular decomposition method described in this paper.

In the implementation, we found that the most efficient performance was obtained by a hybrid approach which combines the non-regular decomposition strategy described in the preceding sections with the regular decomposition strategy described below. The hybrid approach uses regular decomposition for the first few levels of the divide-and-conquer algorithm, with non-regular decomposition at all subsequent levels.
The regular decomposition strategy simply partitions an axis-aligned parallelepiped region into two equal-sized parallelepiped subregions, irrespective of the locations of faces within a region. The initial region is taken to be the smallest such parallelepiped that encloses both solids (i.e., easily determined from their extents). For a region \( R = [x_{\text{min}}, x_{\text{max}}] \times [y_{\text{min}}, y_{\text{max}}] \times [z_{\text{min}}, z_{\text{max}}] \) having the dimensions \((\delta x, \delta y, \delta z) = (x_{\text{max}} - x_{\text{min}}, y_{\text{max}} - y_{\text{min}}, z_{\text{max}} - z_{\text{min}})\), and the center point \( c = (\text{min} + \text{max})/2 \), the splitting plane selection function based on regular decomposition can be defined as

\[
\text{Choose}_2(R) = \begin{cases} 
(1, 0, 0, -z_c) & \text{if } \delta x \geq \max(\delta y, \delta z) \\
(0, 1, 0, -y_c) & \text{if } \delta y \geq \delta z \\
(0, 0, 1, -z_c) & \text{otherwise.}
\end{cases} \tag{23}
\]

The hybrid decomposition method is controlled by two parameters, \( c_1 \) and \( c_2 \). \( c_1 \) controls the maximum depth that regular decomposition may proceed to, and \( c_2 \) controls the minimum size of the fragment pairs that can be decomposed by regular decomposition. The overall performance can be tuned by setting these parameters globally. The hybrid selection strategy can be expressed as the following function:

\[
\text{Choose}(F_R(\sigma), F_R(\tau)) = \begin{cases} 
\text{Choose}_2(R) & \text{if depth}(R) < c_1 \text{ and } \\
\text{Choose}_1(F_R(\sigma), F_R(\tau)) & \text{otherwise},
\end{cases}
\]

where \( \text{Choose}_1 \) is the function defined in Eq. (13), and \( \text{Choose}_2 \) is the function defined in Eq. (23). In practice, \( c_1 = 15 \) and \( c_2 = 20 \) were found to give good overall performance. That is, it worked well to use regular decomposition on regions that contained more than 20 faces and were a result of at most 14 such previous cuts, and non-regular decomposition on all other regions.

5.1 Robustness

To examine the robustness of the algorithm, we ran it on an example proposed in [HHK87]. The following steps were performed repeatedly, starting with \( n = 0 \) and with a unit cube \( S_0 \) centered at the origin:

1. Increment \( n \). Let \( S_n = S_{n-1} \cap^* S'_{n-1} \), where \( S'_{n-1} \) is a copy of \( S_{n-1} \) which has been rotated 45° around the \( x \)-axis.
2. Increment \( n \). Let \( S_n = S_{n-1} \cap^* S'_{n-1} \), where \( S'_{n-1} \) is a copy of \( S_{n-1} \) which has been rotated 45° around the \( y \)-axis.
3. Increment \( n \). Let \( S_n = S_{n-1} \cap^* S'_{n-1} \), where \( S'_{n-1} \) is a copy of \( S_{n-1} \) which has been rotated 45° around the \( z \)-axis.
Figure 9: An approximation of a sphere, generated by twelve successive rotations and intersections of a unit cube. The solid has 3034 faces, 8236 edges and 5204 vertices.

These steps were performed repeatedly for a total of 12 intersections, resulting in successively closer approximations of a sphere.

Figure 9 shows the BRep of the solid $S_{12}$ resulting from 12 intersections. To appreciate the size of this example, the amount of storage used to create $S_{12}$ included $S_{12}$ itself along with two fragmented copies of $S_{11}$, for a total of 24,500 faces, 55,066 edges, 109,912 directed edges, and 30,523 vertices. In addition, 16,135 points and 3,065 planes were needed. This is a total of 239,201 topological and geometrical entities. Although our Explorer II could handle $S_1$ through $S_{11}$ without problems, it thrashed during the creation of $S_{12}$, taking about half its time swapping. For this reason, we did not attempt to compute $S_{13}$.

The results of the 12th intersection matched those produced by Karasick's robust algorithm [HHK87]. The good performance of our algorithm on this problem was due to careful implementation and the inherent properties of the decomposition process, not through enumerating the singularities as was done in [HHK87]. For example, we used the standard techniques of rounding and epsilon comparison, and in addition we separated the geometry from the topology so that all the solids shared a common, consistent global geometry. We are currently involved in further research on the issue of robustness.

5.2 Efficiency

There is no agreed-upon method for testing the efficiency of geometric algorithms dealing with three-dimensional solids. This is partly due to the lack of a good notion of how to generate random polyhedra for average-case performance measurements. Worst-case performance mea-
Table 3: Computation of the solids $S_i$ through $S_n$. Classification was done using hybrid decomposition with $c_1 = 15$ and $c_2 = 20$. The table gives the sizes of the solids, and the times (in seconds) for the classification, reconstruction and topological reduction steps.

<table>
<thead>
<tr>
<th>$n$</th>
<th>Time to classify</th>
<th>After classification:</th>
<th>Time to reconstruct</th>
<th>Time to reduce</th>
<th>Resulting solid ($S_n$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Faces</td>
<td>Edges</td>
<td>Vertices</td>
<td>&lt; 0.1</td>
</tr>
<tr>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.5</td>
<td>22</td>
<td>44</td>
<td>24</td>
<td>&lt; 0.1</td>
</tr>
<tr>
<td>2</td>
<td>0.5</td>
<td>38</td>
<td>70</td>
<td>34</td>
<td>&lt; 0.1</td>
</tr>
<tr>
<td>3</td>
<td>1.7</td>
<td>82</td>
<td>158</td>
<td>78</td>
<td>0.2</td>
</tr>
<tr>
<td>4</td>
<td>3.8</td>
<td>150</td>
<td>303</td>
<td>155</td>
<td>0.4</td>
</tr>
<tr>
<td>5</td>
<td>5.9</td>
<td>222</td>
<td>450</td>
<td>230</td>
<td>0.8</td>
</tr>
<tr>
<td>6</td>
<td>9.8</td>
<td>365</td>
<td>749</td>
<td>386</td>
<td>1.3</td>
</tr>
<tr>
<td>7</td>
<td>19.7</td>
<td>674</td>
<td>1390</td>
<td>718</td>
<td>2.7</td>
</tr>
<tr>
<td>8</td>
<td>33.4</td>
<td>1182</td>
<td>2428</td>
<td>1248</td>
<td>4.8</td>
</tr>
<tr>
<td>9</td>
<td>62</td>
<td>1797</td>
<td>3838</td>
<td>2043</td>
<td>9.6</td>
</tr>
<tr>
<td>10</td>
<td>116</td>
<td>3312</td>
<td>7175</td>
<td>3865</td>
<td>19.5</td>
</tr>
<tr>
<td>11</td>
<td>208</td>
<td>5550</td>
<td>12096</td>
<td>6548</td>
<td>53</td>
</tr>
<tr>
<td>12</td>
<td>826</td>
<td>9553</td>
<td>20983</td>
<td>11432</td>
<td>832</td>
</tr>
</tbody>
</table>
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Figure 10: The top faces of two fragmented 4-fingered fans after boundary classification. Fan (a) resulted from the use of non-regular decomposition, and Fan (b) resulted from hybrid decomposition with $c_1 = 15$ and $c_2 = 20$.

Measurements are generally easier to obtain. Below, we examine the performance of our method on problems which present two different kinds of worst cases.

The first example is the problem of computing the solids $S_1, S_2, \ldots, S_{12}$ described in Section 5.1. This is a worst-case problem for non-regular decomposition, because the problem decomposition produced by splitting along the faces of these solids results in unbalanced subproblems.

Table 3 shows how much time the hybrid algorithm took to produce each solid $S_n$, along with the number of faces, edges, and vertices of $S_n$. These numbers do not include the time required to perform the rotation, nor the time required to delete and garbage-collect the old solids. All time values indicate real time.

The second example is a case where the union of two solids contains a quadratic number of faces—so that achieving respect requires at least quadratic time regardless of what algorithm is used. The solids used were two $n$-fingered fans, positioned in the $z = 0$ plane in such a way that every finger of one fan intersected every finger of the other. Pairs of $n$-fingered fans were generated and unioned using both the non-regular decomposition method (i.e., $c_1 = 0$ and $c_2 = \infty$) and the hybrid decomposition method with $c_1 = 6$ and $c_2 = 15$. To see how differently the two methods fragment the faces, Figure 10 shows the top faces of two 4-fingered fans after boundary classification. Fan (a) resulted from the non-regular decomposition method, while Fan (b) resulted from the hybrid decomposition method.

The performance measurements for this problem are given in Tables 4 and 5. In this case,
Table 4: Computation of the union of two $n$-fingered fans. Classification was done using non-regular decomposition (i.e., $c_1 = 0$ and $c_2 = \infty$). The table gives the sizes of the solids, and the times (in seconds) for the classification step.

<table>
<thead>
<tr>
<th>$n$</th>
<th>Before classification:</th>
<th>Time to classify</th>
<th>After classification:</th>
<th>Result of union:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Faces</td>
<td>Edges</td>
<td>Vertices</td>
<td>Faces</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>12</td>
<td>8</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>12</td>
<td>8</td>
<td>39</td>
</tr>
<tr>
<td>3</td>
<td>8</td>
<td>18</td>
<td>12</td>
<td>1.87</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>18</td>
<td>12</td>
<td>81</td>
</tr>
<tr>
<td>4</td>
<td>10</td>
<td>24</td>
<td>16</td>
<td>2.98</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>24</td>
<td>16</td>
<td>139</td>
</tr>
<tr>
<td>5</td>
<td>12</td>
<td>30</td>
<td>20</td>
<td>4.67</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>30</td>
<td>20</td>
<td>213</td>
</tr>
<tr>
<td>6</td>
<td>14</td>
<td>36</td>
<td>24</td>
<td>6.96</td>
</tr>
<tr>
<td></td>
<td>14</td>
<td>36</td>
<td>24</td>
<td>304</td>
</tr>
<tr>
<td>7</td>
<td>16</td>
<td>42</td>
<td>28</td>
<td>9.55</td>
</tr>
<tr>
<td></td>
<td>16</td>
<td>42</td>
<td>28</td>
<td>409</td>
</tr>
<tr>
<td>8</td>
<td>18</td>
<td>48</td>
<td>32</td>
<td>13.10</td>
</tr>
<tr>
<td></td>
<td>18</td>
<td>48</td>
<td>32</td>
<td>531</td>
</tr>
<tr>
<td>9</td>
<td>20</td>
<td>54</td>
<td>36</td>
<td>16.80</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>54</td>
<td>36</td>
<td>669</td>
</tr>
<tr>
<td>10</td>
<td>22</td>
<td>60</td>
<td>40</td>
<td>21.61</td>
</tr>
<tr>
<td></td>
<td>22</td>
<td>60</td>
<td>40</td>
<td>824</td>
</tr>
<tr>
<td>11</td>
<td>24</td>
<td>66</td>
<td>44</td>
<td>26.94</td>
</tr>
<tr>
<td></td>
<td>24</td>
<td>66</td>
<td>44</td>
<td>993</td>
</tr>
<tr>
<td>12</td>
<td>26</td>
<td>72</td>
<td>48</td>
<td>33.78</td>
</tr>
<tr>
<td></td>
<td>26</td>
<td>72</td>
<td>48</td>
<td>1179</td>
</tr>
</tbody>
</table>
Table 5: Computation of the union of two n-fingered fans. Classification was done using hybrid decomposition with $c_1 = 6$ and $c_2 = 15$. The table gives the sizes of the solids, and the times (in seconds) for the classification step.

<table>
<thead>
<tr>
<th>n</th>
<th>Before classification:</th>
<th>Time to classify</th>
<th>After classification:</th>
<th>Result of union:</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Faces</td>
<td>Edges</td>
<td>Vertices</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>12</td>
<td>8</td>
<td>0.79</td>
</tr>
<tr>
<td></td>
<td>6</td>
<td>12</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>8</td>
<td>18</td>
<td>12</td>
<td>4.05</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>18</td>
<td>12</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>10</td>
<td>24</td>
<td>16</td>
<td>6.22</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>24</td>
<td>16</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>12</td>
<td>30</td>
<td>20</td>
<td>16.50</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>30</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>14</td>
<td>36</td>
<td>24</td>
<td>22.00</td>
</tr>
<tr>
<td></td>
<td>14</td>
<td>36</td>
<td>24</td>
<td></td>
</tr>
</tbody>
</table>

straight non-regular decomposition has no difficulty producing balanced subproblems, so it performs better than the hybrid decomposition method. However, this is a worst case for both decomposition methods, because the subproblems have to be decomposed all the way down to the bottom in order to produce the quadratic number of faces in the resulting solid. Both methods do better in cases where the resulting solid has fewer faces.

6 Conclusion

Regularized set operations as can be thought of as involving four basic steps, of which the first (and most difficult) is to impose respect. In this paper we have presented a divide-and-conquer method for achieving respect, based on non-regular decomposition of space. This method has the following major features:

1. The method is purely face-based. Only face sets need to be manipulated. This is a direct consequence of partitioning a region into two subregions, called a two-way decomposition method, rather than into three regions, called a three-way decomposition method.

For non-manifold objects, the use of the two-way decomposition method provides respect almost everywhere, in the sense that the obtained boundary descriptions contain faces that are homogeneous in relation to the other solid except possibly at finitely many points. At such points, it cannot be consistently determined if an edge or a vertex that touches the other solid is going to be incorporated into the touching face or not. This is illustrated
Figure 11: Both figures show a cone and a block. In (a), the left face of the block is merged with the apex of the cone. In (b), it is not.

Figure 12: Solid circles indicate where a vertex is merged into a face. An open circle indicates where a vertex is not merged.

graphically in Figure 11. This figure shows two examples of a cone touching a block. In the first example, the splitting plane causes the left face of the block to lie in the same region as the cone, and so the left face of the block is subsequently made homogeneous in relation to the cone. But the second example shows that a split can cause the block and the cone to separate so that the left face of the block does not merge with the apex of the cone.

The example of Figure 11 suggests that a more informed splitting plane selection strategy that properly chooses a splitting plane might be capable of producing respect everywhere. However, this is not possible. Consider a similar example shown in Figure 12. Both orientations of the splitting plane prevent one of the two faces lying in the splitting plane from merging with the touching vertex. The open circles mark the vertices that are not merged into the touching face.

As a consequence, for non-manifolds the two-way decomposition method provides respect everywhere except at finitely many points, and requires a post-processing step to merge
the four singular cases illustrated in Figure 3. This post-processing step can be done efficiently by using the plane-sweep method [PS85].

2. With the use of a nonmanifold boundary representation such as the edge-based data structure [Van89b], all solids are handled uniformly.

3. The eight-way classification allows the nondestructive construction of \( A \cup^* B \), \( A \cap^* B \), \( A -^* B \), and \( B -^* A \) simultaneously without reclassifying for each operation.

4. As discussed in Section 5, the splitting plane selection strategy used in Choose can be augmented with a simple regular-decomposition method. Initial cuts can be selected so that a minimal rectilinear region enclosing both solids is successively cut in half without affecting the correctness of the method. This is illustrated in Figure 13. Note that by itself, regular-decomposition is not sufficient for imposing respect. Nevertheless, mixing regular-decomposition with the input-directed method in general reduces the number of generated regions. Paterson and Yao demonstrated that while a binary partition that restricts every splitting plane to contain a face can be quadratic in size, a binary partition without the restriction may exist that is only linear in size [PY89, Example II].

Appendix: Proofs

Proof: [of Theorem 17] The proof is given only for \( \sigma_i \), since the proof for the second implication (i.e., \( \tau_i \)) is identical.

Suppose by way of contradiction that the implication is false, and let \( F = \bigcup F(\sigma_i) \).

Then

\[
\neg(F_\sigma(\sigma_i) = \emptyset \Rightarrow (R \subseteq S - F) \lor (R \subseteq c^* S - F)) \\
\Rightarrow \neg(F_\sigma(\sigma_i) \neq \emptyset \lor (R \subseteq S - F) \lor (R \subseteq c^* S - F)) \\
\Rightarrow \neg F_\sigma(\sigma_i) = \emptyset \land (R \nsubseteq S - F) \land (R \nsubseteq c^* S - F) \\
\Rightarrow F \cap R = \emptyset \land (R \cap (cS \cup F)) \neq \emptyset \land (R \cap (iS \cup F)) \neq \emptyset \\
\Rightarrow F \cap R = \emptyset \land (R \cap cS) \neq \emptyset \land (R \cap iS) \neq \emptyset.
\]
That is, \( R \) does not contain any of the faces, but it is simultaneously inside and outside \( S \). This can hold only if \( R \) crosses the boundary of \( S \) (i.e., \( R \cap bS \neq \emptyset \)). However, since \( F \cap R = \emptyset \), \( R \) can cross \( bS \) only through edges or vertices. Now, since \( R \) is a convex region, it can only cross \( bS \) at only one vertex or at only one edge. If \( R \) crosses \( bS \) at a vertex, \( R \) must be a subset of a line passing through the point coincident with the vertex. If \( R \) crosses \( bS \) at an edge, \( R \) must be a subset of a plane passing through the line containing that edge.

So suppose without loss of generality that \( R \notin \mathcal{R}_{i-1} \). Then there must exist some region \( R' \in \mathcal{R}_{i-1} \) for which

- \( F_{\mathcal{R}}(F_{R'}(\sigma_{i-1}), F_{R'}(\tau_{i-1})) = 0 \); and
- \( R = R' \cap \mathcal{P}_< \) or \( R = R' \cap \mathcal{P}_2 \), where \( \mathcal{P} = \text{Choose}(\{F_{R'}(\sigma_{i-1}), F_{R'}(\tau_{i-1})\}) \).

Now consider the two possible ways that \( R \) can cross \( bS \):

1. \( R \) is a subset of a line. Clearly, \( R' \) is a subset of a plane (i.e., a planar region) since \( R' \) contains faces. Furthermore, at least one face in \( R' \) contains an edge \( e \) for which \( e \Delta_1 R' \), since otherwise, every face \( f \) would be \( f \Delta_5 R' \), and \( R' \) would no longer be a candidate for decomposition. Since \( R' \) is planar, to get \( R \) to be a subset of a line means that \( R = R' \cap SP_2 \), and \( \mathcal{P} = \text{Perp}(f, e) \), where \( e \) lies on the border of \( R' \), namely, \( e \Delta_2 R' \). But this is contradicts the condition of \text{Choose}, and so \( R \) cannot be a subset of a line.

2. \( R \) is planar. Without loss of generality, assume that \( R' \) is non-planar. Clearly, \( R \) is the result of \( R' \cap \mathcal{P}_2 \), and since \( R' \) is non-planar than the face-region index of each face in \( R' \) is less than four. To get the desired region \( R \), the candidate face \( f \) in \( R' \) must have the face-region index equal to two or three, and there must be other faces lying in the interior of \( R' \) (i.e., with a face-region index of one). However, this contradicts the definition of \text{Choose} which uses a candidate face from the candidate face set consisting of faces with the minimal face-region index.

The above two cases (based on the premise that the implication of the theorem is false) derive contradictions thereby showing that the implications of the theorem are true. \( \square \)

**Proof:** [of Corollary 18] From Theorem 17,

\[ F_R(\tau) = \emptyset \Rightarrow \left( R \subseteq T - \bigcup F(\tau) \right) \text{ or } \left( R \subseteq c^*T - \bigcup F(\tau) \right). \]

Since \( F_R(\tau) \neq \emptyset \), then all its faces must be contained entirely in \( R \). So using Property 8, consider in turn, the two disjuncts of the above consequent:

\[ \forall f \in F_R(\sigma)(f \subseteq R) \Rightarrow \forall f \in F_R(\tau)(f \subseteq T - \bigcup F(\tau)) \]

26
\[ \forall f \in F_R(\sigma) \cap \text{IN}_\tau, \text{ or } \forall f \in F_R(\sigma) (f \subseteq R) \Rightarrow \forall f \in F_R(\sigma) (f \subseteq c^\ast T - \bigcup F(\tau)) \Rightarrow \forall f \in F_R(\sigma) \cap \text{OUT}_\tau, \]

which completes the proof. \qed

**Proof:** [of Lemma 19] Assume the antecedent. Since \(k^\circ f = k^\circ f', \) then \( f \subseteq k^\circ f', \) and \( f' \subseteq k^\circ f, \) which means that

\[ \forall p \in f \cap f'(N_S(p) = N_T(p)), \text{ or } \forall p \in f \cap f'(N_{e^\ast s}(p) = N_T(p)). \]  \hspace{1cm} (24) \hspace{1cm} (25)

Now, if Eq. (24) holds, then \( f \text{WITH}_\tau \) and \( f'\text{WITH}_\sigma. \) Otherwise, if Eq. (25) holds, then \( f \text{ANTI}_\tau \) and \( f'\text{ANTI}_\sigma. \) \qed

**Proof:** [of Lemma 20] Since \( x_{k+1} = \text{Cut}(x_k, R, \mathcal{P}), \) \( F_R(x_{k+1}) \) is either \( F_R(x_{k+1}) \cap \mathcal{P}_< \) or \( F_R(x_{k+1}) \cap \mathcal{P}_>. \)

Assume the former. From Eq. (14), the region on or above \( \mathcal{P} \) consists of the faces of three sets, that are correspondingly the faces that do not cross \( \mathcal{P}, \) that lie in \( \mathcal{P}, \) and that result from faces crossing \( \mathcal{P}. \) Of these, only the faces lying on \( \mathcal{P} \) change their face-region index when they become part of \( R_>. \) The others, not lying on \( \mathcal{P} \) are not affected, and so their face-region index does not change. Therefore, \( i = j. \)

For the faces that do lie on \( \mathcal{P}, \) they migrated from the interior to the boundary. Therefore, \( i < j. \)

Assume the latter. The same line of reasoning follows as the former case with the exception that there are no faces on \( \mathcal{P}. \) Therefore, each face of the region below \( \mathcal{P} \) maintains the same face-region index. \qed

**Proof:** [of Theorem 21] Proof by strong induction on the regions of \( \mathcal{R}_i \).

**Base Case:** For \( i = 1, \) \( \mathcal{R}_1 = \{E^3\}. \) So, \( E^3 \not\subseteq \mathcal{R}_2, \) and \( E^3 = R_< \cup R_\geq \) for some \( R_< \subseteq R_\geq \subseteq \mathcal{R}_2. \) Now, the candidate face \( f \in C_{E^3}(\sigma_1, \tau_1) \) has \( f \Delta_1 E^3 \) and lies on \( \mathcal{P}. \) This means that \( f, \) as well as all the other faces lying on \( \mathcal{P}, \) fall in \( R_\geq. \) Now assume, without loss of generality, that the candidate face \( f \) is in \( F(\sigma_2). \) It needs to be shown that condition two holds for both regions \( R_< \) and \( R_\geq. \)

First, consider \( R_<. \) Since \( S \) is a solid (with finite volume), \( S \cap R_< \neq \emptyset, \) which means that \( F_{R_<}(\sigma_2) \neq \emptyset. \) According to Lemma 20 \( I_{E^3}(\sigma_1, \tau_1) = I_{R_<}(\sigma_2, \tau_2). \) However, \( f \) is in \( R_\geq, \) so the candidate-face set for \( R_< \) is smaller by at least one choice of splitting plane. Therefore, condition two holds for \( R_<. \)

Second, consider \( R_\geq. \) Since \( f \Delta_2 R_\geq, \) then according to Lemma 20, either \( I_{E^3}(\sigma_1, \tau_1) = I_{R_\geq}(\sigma_2, \tau_2) = 1 \) and so there are some faces that are not contained in \( \mathcal{P} \) which
means that the candidate-face set for $R_\geq$ is smaller by at least one choice of splitting plane, or the face $f$ (or other faces on $P$) is the only face in $R_\geq$ and so $I_{E^2}(\sigma_1, \tau_1) = 1 < I_{R_\geq}(\sigma_2, \tau_2) = 3$. Therefore, condition two holds for $R_\geq$.

**Induction Hypothesis:** Assume that for some $k$, $k > 1$, and for all $j$, $1 \leq j < k$, the two conditions of the theorem hold.

**Induction Step:** Given the sequence of triples $\{(\sigma_k, \tau_k, \mathcal{R}_k)\}_{i=1}^k$, the next triple in the sequence is defined by choosing some region $R \in \mathcal{R}_k$ for which $F_{\text{Rel}}(F_R(\sigma_k), F_R(\tau_k)) = 0$, selecting some splitting plane $P$ by Choose, and creating the regions $R_\prec = R \cap P_\prec$ and $R_\geq = R \cap P_\geq$ along with the appropriate fragments.

If there is no region $R$ for which $F_{\text{Rel}}$ is zero, nothing changes. That is, $\mathcal{R}_{k+1} = \mathcal{R}_k$, and by the induction hypothesis condition one holds for all $R \in \mathcal{R}_k$.

So suppose that there is some region $R \in \mathcal{R}_k$ for which $F_{\text{Rel}}$ is zero.

All the other regions $R' \in (\mathcal{R}_k - R)$ appear unchanged in $\mathcal{R}_{k+1}$ so condition one holds for each region $R'$.

Since $R$ is split into $R_\prec$ and $R_\geq$, $R \notin \mathcal{R}_{k+1}$, so it remains to be shown that condition two holds for $R$.

First, consider the region below $P$, namely $R_\prec$, and take each of the three conditions in turn:

(a) Since the candidate face lies on $P$, it belongs to $R_\geq$ and not $R_\prec$. If there all other faces lie in $R_\geq$, the region $R_\prec$ is void of any faces.

(b) Given that the region $R_\prec$ contains some faces, Lemma 20 states that each face must have the same face-region index as its parent face in $R$. Thus, $I_R(\sigma_i, \tau_i) = I_{R_\prec}(\sigma_{i+1}, \tau_{i+1})$. Furthermore, since all the faces of $R$ that lie on $P$ belong to $R_\geq$, the maximally connected faces on $P$ do not intersect $R_\prec$. Thus, $N_R(\sigma_i, \tau_i) > N_{R_\prec}(\sigma_{i+1}, \tau_{i+1})$.

(c) Lemma 20 shows that this condition cannot occur.

Second, consider the region on and above $P$, namely $R_\geq$, and take each of the three conditions in turn:

(a) Since the candidate face of $R$ lies on $P$, the face belongs to $R_\geq$, and so the region contains at least one face. Therefore, this condition cannot occur.

(b) For this condition to hold, not all the faces with the smallest face-region index (i.e., faces of $C_R(\sigma_k, \tau_k)$) can be coplanar. Since if not, than no matter what face is selected,

$$C_{R_\geq}(\sigma_{k+1}, \tau_{k+1}) \subset C_R(\sigma_k, \tau_k) \quad \text{and} \quad C_{R_\geq}(\sigma_{k+1}, \tau_{k+1}) \neq \emptyset.$$
(c) For this condition to hold, all the faces in \( R \) with the smallest face-region index (i.e., faces of \( C_R(\sigma_k, \tau_k) \)) are coplanar and lie on \( \mathcal{P} \). All the other faces (i.e., those not in \( C_R(\sigma_k, \tau_k) \)) must have a larger face-region index. The faces lying on \( \mathcal{P} \) all increase their face-region index in \( R_2 \). Therefore, all the faces of \( R_2 \) have a face-region index larger than \( I_R(\sigma_k, \tau_k) \).

This proves that the two conditions hold for all \( i \geq 1 \) and for all \( R \in \mathcal{R}_i \). \( \square \)
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