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Abstract

Objective: To infer the neural mechanisms underlying tonic transitions in the electroencephalogram (EEG) in 11 adolescents diagnosed

with attention deficit hyperactivity disorder (ADHD) before and after treatment with stimulant medication.

Methods: A biophysical model was used to analyse electroencephalographic (EEG) measures of tonic brain activity at multiple scalp sites

before and after treatment with medication.

Results: It was observed that stimulants had the affect of significantly reducing the parameter controlling activation in the intrathalamic

pathway involving the thalamic reticular nucleus (TRN) and the parameter controlling excitatory cortical activity. The effect of stimulant

medication was also found to be preferentially localized within subcortical nuclei projecting towards frontal and central scalp sites.

Conclusions: It is suggested that the action of stimulant medication occurs via suppression of the locus coeruleus, which in turn reduces

stimulation of the TRN, and improves cortical arousal. The effects localized to frontal and central sites are consistent with the occurrence of

frontal delta–theta EEG abnormalities in ADHD, and existing theories of hypoarousal.

Significance: To our knowledge, this is the first study where a detailed biophysical model of the brain has been used to estimate changes in

neurophysiological parameters underlying the effects of stimulant medication in ADHD.

q 2004 International Federation of Clinical Neurophysiology. Published by Elsevier Ireland Ltd. All rights reserved.
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1. Introduction

The most common form of treatment for attention deficit

hyperactivity disorder (ADHD) is the use of stimulant

medications (Kube et al., 2002; Rowland et al., 2002; Wilens

and Spencer, 2000), typically dextroamphetamine (Dexe-

drine) or methylphenidate (Ritalin) (Connor, 2002; Pliszka

et al., 2000; Smucker and Hedayat, 2001). These medications

are believed to improve ADHD symptoms by increasing

arousal and alertness of the central nervous system through the

stimulation of the noradrenergic (NA) and dopaminergic (DA)

systems (Biederman and Spencer, 1999; Pliszka et al., 1996).
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Scalp recordings of the electroencephalogram (EEG), as an

index of neural activity, have been a useful measure for

assessing the effects of stimulant medications (Chabot et al.,

1999; Clarke et al., 2002b; Satterfield et al., 1973). These

studies have shown that those individuals who best respond

to treatment have an abnormally high level of delta–theta

EEG power, and low skin conductance level, suggesting a

condition of cortical hypoarousal. Other studies have

indicated that stimulant medications can act to normalize

the theta and beta EEG abnormalities in children with ADHD

(Clarke et al., 2002a, 2003; Loo et al., 1999; Lubar et al.,

1999). However, the above studies have been unable to

determine explicit mechanisms underlying such abnormal-

ities or the neurophysiological effects of stimulant

medications.

In a previous study it was argued that cortical

hypoarousal in ADHD occurs due to increased activity of
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cortical networks involving inhibitory neurons, including

those in the thalamic reticular nucleus (TRN) (Rowe et al.,

2004a,c). Other researchers (McCormick, 1989; Sherman

and Guillery, 2001; Steriade et al., 1991) and recent work

using the same biophysical model of the cortex (Robinson et

al., 2001b, 2004; Rowe et al., 2004b) have shown that

increased inhibitory activity from the TRN in particular, is

directly involved in the generation of delta–theta activity

during reduced states of arousal. These findings motivated a

previous study exploring the occurrence similar neural

mechanisms underlying cortical dysfunction and the delta–

theta EEG abnormalities in ADHD subjects (Rowe et al.,

2004a,c). In this work, the same biophysical model was used

to fit and replicate the EEGs from 54 adolescent

unmedicated ADHD subjects and age- and sex-matched

healthy controls. In the ADHD group, the results confirmed

an abnormal increase in the activity of short range inhibitory

and excitatory stellate cells and neurons in the TRN (Rowe

et al., 2004a). These results were also associated with

findings showing a significant slowing of dendritic

responses, consistent with the smaller synapto-dendritic

rate constants of inhibitory GABA type neurons (particu-

larly GABAB) compared with excitatory AMPA (Thomson,

1997; Thomson et al., 1996). In another prior study, activity

in the intrathalamic network involving the TRN was also

found to be positively correlated with increases in delta–

theta EEG power (Rowe et al., 2004b), consistent with the

delta–theta abnormalities in ADHD. In conclusion, over-

activity in the intrathalamic network was suggested to occur

due to a tonic over-stimulation of the TRN by the locus

coeruleus (LC) NA projections. This proposal is consistent

with studies showing LC neurons can increase TRN activity

(Destexhe et al., 1994; McCormick, 1989; Sherman and

Guillery, 2001), and other work suggesting a LC overdrive

in ADHD, and the proposed antagonistic effects of stimulant

medication upon LC activity (Konrad et al., 2003; Pliszka

et al., 1996; Solanto, 1998).

In Rowe et al. (2004a,c) the possible neural mechanisms

underlying the signal processing deficits found in ADHD

was also examined (Pliszka et al., 1996; Volkow et al.,

2001). The results from the modelling EEGs in the ADHD

subjects indicated an overactivity in cortical networks,

particularly relating to local inhibitory and excitatory

interneurons or stellate cells (Rowe et al., 2004a). It was

concluded that an overactivity of cortical neurons may

occur due to a deficit in the activation of NA and cholinergic

metabotropic receptor activity, and this may interfere with

signal processing. Activation of these receptors normally

suppresses the firing activity of their target neurons by

reducing neurotransmitter release (Curet et al., 1992;

Hasselmo and Fehlau, 2001; Koós and Tepper, 2002;

Murakoshi, 1995). Therefore, these studies suggest that

stimulant medications can assist signal processing functions

in ADHD by increasing extracellular norepinephrine (NE)

levels and activating NA metabotropic receptors, thereby

suppressing the firing activity of cortical neurons.
In this study, the aim is to confirm the effect of stimulant

medications, and their possible effects upon reversing the

abnormal activity of primary neural populations in ADHD

that was found in a previous study (Rowe et al., 2004a,c).

Since stimulant medications are known to reduce the

activity of the LC (Pliszka et al., 1996; Solanto, 1998),

and the LC is known to stimulate the TRN (Destexhe et al.,

1994; McCormick, 1989; Sherman and Guillery, 2001), it is

predicted that stimulant medications will indirectly result in

a reduction in intrathalamic activity involving the TRN. In a

second hypothesis, given the affect of NA receptors upon

reducing the activity of cortical neurons it is also predicted

that stimulant medications will decrease the activity of

cortical neurons, by increasing cortical NE levels, and

activating NA receptors. A third hypothesis predicts a

general decrease in dendritic response times, consistent with

the reduced activity of inhibitory neurons and improved

arousal. To test these hypotheses, the same biophysical

model from prior EEG studies (Robinson et al., 2001b;

Rowe et al., 2004a,b,c) is used to model tonic measures of

EEG across multiple scalp sites before and after medication

in 11 ADHD individuals, thereby providing values for key

neurophysiological parameters in each condition.
2. Method

2.1. Overview of the model

The structure of the model is reflected in a modest

number of neurophysiological parameters, which must lie

within plausible physiological limits (Robinson et al.,

2004). Variation outside these limits leads to high mismatch

between model and experiment, and/or seizure like activity

in the waveforms (Robinson et al., 2002). Such variations

are thus not relevant to the clinical subjects of interest and

are not considered here.

The model parameters appear in the expression for the

theoretical EEG spectrum used in inverse modelling of

experimental EEG data (Rowe et al., 2004b). For brevity the

equations and numerical details have been omitted. These,

including the complete methodology are summarized in Rowe

et al. (2004b), while the full mathematical analysis is also given

elsewhere (Robinson et al., 1997, 2001a,b). The physiological

features used in the model have also been justified in previous

studies (Rennie et al., 2002; Robinson et al., 1997, 2001a,b;

Rowe et al., 2004b). In this study, the focus is on the ability of

the model to provide physiological insight into tonic changes in

EEG spectra due to stimulant medications, and whether the

results are consistent with known physiology and the

pharmacological effects of these drugs.

2.1.1. Neurophysiology—mass action—macroscopic

approach

The neurophysiology of the model is shown in Fig. 1.

Action potentials from various neurons, represented as



Table 1

Typical parameter values for the EEG and electromyogram (EMG)

theoretical model spectrum as described in text. The neural gains Gab

reflect the input/output response characteristics of the respective neural

populations, while other parameters reflect dendritic and axonal delays,

power normalization and filtering properties of the scalp. The EMG

parameter A, independent of the EEG model, is a normalization factor,

which corrects for pericranial muscle artefact according to an EMG

algorithm

Model Parameter Description Typical

value

EEG

Model

ge Cortical damping rate (v/re) 130 sK1

a Dendritic decay rate 75 sK1

b Dendritic rise rate 4.0/a

t0 Conduction delay through thal-

amic nuclei and projections

0.084 s

Gee Excitatory gain in pyramidal

cells

5.4

Gei Local intracortical gain (net

inhibitoryKstellate cells

K7.0

Gese Cortico-thalamocortical gain via

SRN

5.6

Gesre Cortico-thalamocortical gain via

TRN

K2.8

Gsrs Intrathalamic gain K0.6

k0re Volume conduction filter par-

ameter

3.0

re Characteristic pyramidal axon

length

0.08 m

P0 Overall power normalization

(mV2/Hz)

Calculated

from data

EMG A Power normalization 0.5 mV2/

Hz

Fig. 1. The basic neuronal physiology incorporated by the EEG model is

shown in a cortical neuron showing (a) synaptic connections at the dendritic

tree originating from pulse-rate fields fb (bZi,e,s), (b) the somatic

membrane potential Va (aZe,i) at the cell body with resultant impulse firing

rate Qa, and (c) spread of action potentials as the field fa along axons.
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neural pulse-rate fields fbZfe,fi,fs (cortical excitatory,

intracortical inhibitory, and TC relay, respectively) arrive at

the dendritic tree (Fig. 1a) inducing perturbations in the

membrane potential Va, which varies according to the net

effect of all inhibitory and/or excitatory inputs, including

characteristic rate constants. The temporal spread and

conduction delay of these signals within the dendritic tree

are parameterized by the dendritic rate constants b and a,

representing the typical rise and decay rates, respectively, of

the soma response to incoming action potentials at the

synapse. This is characteristic of the low-pass response

characteristics of neurons including synaptic delays associ-

ated with receptor dynamics (Robinson et al., 2004).

The mean firing rate Qa (or pulse density) of the neuron

(Fig. 1b) is assumed to vary according to a typical

nonlinear sigmoid function, such as that found in the

McCulloch-Pitts neuron (Anderson, 1995; Fausett, 1994).

The sigmoid relates the firing rate to the average membrane

potential Va, and resembles a smoothed step function

(Freeman, 1975). However, if we treat the EEG signal as

being due to small perturbations about a steady state, we

can linearize the sigmoidal response by replacing it by its

steady-state slope ra and combining this with the number

Nab and response strength sb of synapses to give the neural

gains GabZraNabsb listed in Table 1 (Robinson et al.,

1997, 2001b). These gains parameterize the differential

number of neural pulses out per pulse in and describe the

effect of input perturbations from the various afferent

neural fields fb on the firing rate Qa of excitatory and

inhibitory neurons (aZi,e).

Action potentials propagate away from cells in a given

region along multiple axons, forming average pulse density
fields fa (Fig. 1c). The potentials propagate at an average

velocity vaZ10 m sK1 depending on axonal myelination

(Bullier and Henry, 1979; Dinse and Kruger, 1994). The

pulse density fields have reduced effects at greater distances

due to decreasing terminal density. This effect is incorpor-

ated in the model via the damping rate gaZva/ra, where ra is

the characteristic range of type a axons and va is the velocity

(Jirsa and Haken, 1996; Robinson et al., 1997). This

function is incorporated in a continuum approach, where the

equations describe a continuum of points having the average

properties of typical neurons, as described above. This also

uses a two-dimensional continuum, which is justified by the

relative thinness of the cortex and the scale of neural

modelling and experimental measures (Robinson et al.,

1997, 2001b).
2.1.2. Cerebral connectivity

The axonal range of intracortical inhibitory and excit-

atory stellate cells (riw0.1 mm) is significantly shorter than

the axons of pyramidal cells (rew80 mm) and significantly

smaller than the minimum scale of EEGs (10–50 mm for

scalp recordings; Braitenberg and Schüz, 1991; Nunez,

2002). This permits two simplifications to the model

equations: the inhibitory field fi can be taken as approxi-

mately equal to mean firing rate Qi; and the time constant
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1/gi (very large gi), relating to the inhibitory fields, can be

approximated by zero (Robinson et al., 1997, 2001b). A

further simplification described in Robinson et al. (1997) is

that on average the number of synapses are proportional to

the number of neurons involved, and it is argued that

GeezGie and GeizGii.

The pyramidal cells, as well as having intracortical and

corticocortical connections Gee, also have subcortical

projections (Fig. 2). Here, the various pathways have

gains Gab, where additional subscripts r and n refer to the

TRN and external sources, respectively. The pyramidal cells

fe synapse with thalamic relay nuclei (SRN, Gse), which

then project to the cortex via fs (gain Ges). The total gain of

this pathway GeseZGesGse is positive since it involves

excitatory glutamatergic neurons. There is also a negative

feedback pathway GesreZGesGsrGre where corticothalamic

collaterals synapse with the inhibitory TRN (gain Gre),

which in turn projects to thalamic relay nuclei (Gsr), and

back to the cortex. An intrathalamic loop, with overall gain

GsrsZGrsGsr is also present, comprising reciprocal connec-

tions between TC relay nuclei and the TRN. Both Gsrs and

Gesre are negative since the TRN consists of inhibitory

GABAergic neurons. The axonal transmission through Gese
Fig. 2. Schematic of pathways and connections in the model, and their

anatomical significance. Open circles represent excitatory neurons and

inhibitory neurons are shown with solid circles. Long-range projections are

depicted by solid arrows and short-range projections by bars. (i) Local

intracortical loops are formed by inhibitory and excitatory stellate cells, and

pyramidal types as Gei, with the spatial extent of projections confined

within the minicolumns (dashed). (ii) Corticocortical projections from

pyramidal cells extend both locally and across the cortex as Gee. (iii) These

cells also project fe to the thalamus where signals may propagate via (a) the

TRN then SRN with gain GesreZGesGsrGre, or (b) directly via SRN as gain

GeseZGesGse. (iv) TC afferents returning from the SRN project activity fs

to the cortex as gain Ges. (v) Within the thalamus, intrathalamic loops

GsrGrs comprise reciprocal projections between the inhibitory TRN and

excitatory SRN. (vi) Cortical activation or sensory input occurs via fN and

fs with gain GesGsn. (vii) Additional small delays are induced by dendritic

filtering.
or Gesre also induces a signal delay time t0z0.085 s, in

addition to small delays from dendritic filtering. The activity

of these gains, transmission delays, and dendritic filtering

exert specific and interdependent effects on the spectral

properties of the EEG (Rennie et al., 2002; Robinson et al.,

2001b, 2002) and are used to interpret variance in the

measures in this study.
2.1.3. Independent parameters

The preceding parameters with their typical parameter

values are listed in column 4 of Table 1. These values were

obtained from obtained from group averages of parameters

generated from fits to eyes-closed spectra of 100 healthy

controls during earlier previous experimental work (Robinson

et al., 2004; Rowe et al., 2004b). The values serve as the

initial parameter values at the commencement of the fitting

procedure, and are consistent with independent sources

and physiological measures (Nunez, 1995; Rall, 1967;

Robinson et al., 1997, 2004; Shwedyk et al., 1977; Stulen

and DeLuca, 1981; van Boxtel, 2001). Varying the initial

parameter values before the fitting procedure has also been

found to yield the same spectral fit and end parameter

values to within their uncertainties1 (Rowe et al., 2004a,b).

Recent work by Robinson et al. (2004) using a Monte Carlo

fitting routine on the same EEG model has also been found

to produce nominal parameter values that are consistent

with those found in Table 1, Rowe et al. (2004b).

Some parameters in Table 1 are independent of the

spectral shape, but are important factors when simulating

EEG. First, k0re is a fixed parameter and is introduced to

approximate the filtering of high spatial frequencies (Rk0)

due to volume conduction by the cerebrospinal fluid, skull

and scalp (Robinson et al., 2001b). The overall power

normalization parameter P0 (Table 1) is calculated from the

experimental data and is related to the model parameters

GesGsn, fn and re, and is adjusted during fitting according to

the overall power of the experimental spectrum (Rowe et al.,

2004b).

The electromyogram (EMG) power normalization

parameter A is part of an EMG correction algorithm

(Rowe et al., 2004b) that was developed from the EMG

modelling work of van Boxtel (2001) and Shwedyk et al.

(1977). During the fitting procedure the EMG parameter A is

adjusted to correct for high frequency pericranial muscle

artefact and does slightly effect the amplitude of the high

frequency (O25 Hz) component of the spectra (Rowe et al.,

2004b). This is consistent with observations by us and

others of enhanced spectral power at high frequencies

(O25 Hz) during conditions of jaw clenching, frowning,

and other facial movements (Rowe et al., 2004b; Shwedyk

et al., 1977; van Boxtel, 2001).
1 This refers to the smallest possible change in a parameter for a given

data set that will cause a significant deviation (or c2 error) between the

theoretical and experimental spectra.
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2.2. EEG data acquisition and scoring

EEG data were acquired using the recording protocol in

Lazzaro et al. (1999). The focal recording sites of interest in

this study were F3, C3, P3, Fz, Cz, Pz, F4, C4, and P4.

During the recording subjects were awake and non-drowsy

and EEGs were acquired continuously for 2 min during a

resting eyes-closed condition. Ocular artefacts were cor-

rected offline according to the method of Gratton et al.

(1983). For each EEG recording the average experimental

power spectrum Pexp from 0.24 to 49.8 Hz (204 data points)

was calculated for 27 successive 4 s epochs using a fast

Fourier transform analysis.

2.3. EEG data fitting

For model fitting, loge of the sum Pest of the theoretical

EEG and EMG spectra was fitted to loge Pexp (experimental

spectra) measured at a single site. Logarithms were taken to

permit each frequency decade to be weighted roughly equally,

thereby maintaining fits based on spectral detail rather than

the number of data points (Rowe et al., 2004b). To minimize

noise Pexp was also smoothed over a full width of 1.0 Hz, as

this has been found to reduced uncertainty in the model

parameters (Rowe et al., 2004b). The error between Pest and

Pexp was reduced by parameter optimization using the

Levenberg–Marquardt method (Press et al., 1992), in which

c2 Z
XN

IZ1

½logeðPexpðfiÞÞK logeðPestðfiÞÞ�
2

s2
i

was minimized (Rowe et al., 2004b).

The data fitting procedure was identical to those detailed

in Rowe et al. (2004b), with the following exceptions: (i) a

stopping criterion was set at c2!25 to ensure a good fit,

(ii) siZ0.2 was assumed on the basis of relatively even

fluctuations in log P(f) versus frequency, and (iii) ge was

constrained within the limits 5210 sK1. Previous work

implied that ge should be within this range since 89% of

values for ge converged within these limits, 8% converged

within the following broader limits, 210!ge!400 or 35!
ge!50, and only 3% failed to converge (Rowe et al.,

2004b). Furthermore, axonal velocity of myelinated neurons

in the mammalian cortex is also expected to be within

10 m sK1 (Bullier and Henry, 1979; Dinse and Kruger,

1994), and axonal range re within 0.00.1 m (Braitenberg and

Schüz, 1991; Nunez, 1981). Therefore, given geZve/re,

broad limits of 5–210 sK1 for ge can be determined that

approximate experimental findings (Rowe et al., 2004a,b).
3. Subjects

EEG recordings were obtained from 11 adolescent males

diagnosed with ADHD (mean ageZ14.1 years; SDZ1.5;

age rangeZ12–17 years) with the appropriate ethical
clearances and informed consent (Lazzaro et al., 1999).

All subjects were required to have had no history of

neurological disorder or substance abuse. The patients were

referred by pediatricians, clinical psychologists and psy-

chiatrists who considered them to have a diagnosis of

ADHD. All patients were further categorized according to

DSM-IV criteria (APA, 1994) using a semi-structured

interview (Lazzaro et al., 1999). Most subjects were of the

Combined Type, one subject was predominantly Hyper-

active-Impulsive Type and another was predominantly

Inattentive Type. These subjects were included to maintain

experimental power, although additional analysis is pro-

vided without these subjects in the results section.

In the unmedicated condition, subjects were withdrawn

from stimulant treatment for a period of 2 weeks or longer

prior to testing. At this time each patient was rated using the

Conners’ Parent (48-item) and Conners’ Teacher (28-item)

Rating Scales (Conners, 1989), and the Achenbach Child

Behavior Check List for parents (Achenbach, 1991a) and

Teacher’s Report Form (Achenbach, 1991b). Subjects were

included in the study where their measures deviated 1.5 SDs

above published norms for the Conners’ Teaching Ratings and

1.0 SDs above the norm for the Conners’ Parent Rating. The

subjects were also evaluated for intellectual ability using the

assessment protocols described in Lazzaro et al. (1999, 2001)

and were required to have an IQ estimate of 75 or greater.

After the initial EEG testing, subjects recommenced

medication and then returned for EEG recordings 1–2

months later while still on stimulant medication; 7 were

being prescribed Dextroamphetamine, 4 Methylphenidate.

Dosage was of a typical amount for the treatment of ADHD

with a dosage of 130 mg daily in divided doses and

medication was administered 1 h prior to recordings.

3.1. EEG data acquisition and scoring

The EEGs at various sites were acquired as part of a

battery of electrophysiological tests using the same recording

protocols as in Lazzaro et al. (1999). The focal recording sites

of interest in this study were F3, C3, P3, Fz, Cz, Pz, F4, C4,

and P4. During the recording, subjects were awake and non-

drowsy with EEGs acquired continuously for 2 min during a

resting eyes-closed condition. Ocular artefacts were cor-

rected offline according to the method of Gratton et al.

(1983). For each EEG recording the average experimental

power spectrum Pexp from 0.24 to 49.8 Hz (204 data points)

was calculated for 27 successive 4 s epochs using a Fast-

Fourier transform.
4. Results

4.1. Quantitative EEG (qEEG) analyses

Relative and absolute qEEG power in the Delta (1.25–

3.5 Hz), Theta (3.5–7.5 Hz), Alpha (7.5–12.5 Hz), and Beta



Fig. 3. Mean values of power calculations (log10; C2 standard error, SE,

bar) across scalp site are shown for (a) relative theta power and (b) relative

alpha power. The light grey bars represent the unmedicated condition and

the dark grey bars represent the medicated condition.
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(12.5–25.0 Hz) bands were computed for each subject

across site and condition. Since the focus of this study are

the physiological model parameters, for brevity full details

and discussion of the qEEG analysis and results has been

omitted, as similar studies are described in references.

However, the statistical procedure follows the same method
Fig. 4. Sample of model fits for one subject selected at random for the eyes-closed

medicated conditions. Each frame compares the subject’s experimental spectra (–

corresponding c2 value that reflects goodness of fit.
as the Model parameter analyses and data screening section,

as described below, with the exception of log transformation

of the data. A summary of the qEEG results is provided to

show changes due to medication and to permit comparison

with ADHD subjects from other studies. Although, there

were no significant results, possibly due to the small sample

size, there was a trend showing a reduction in relative theta

and alpha power in the medication condition, as shown in

Fig. 3(a) and (b), which was significant (P!0.05) using an

independent samples ANOVA.
4.2. Model parameter analyses and data screening

In Fig. 4, two examples chosen at random illustrate the

high accuracy of the model fits obtained for most subjects.

The model is shown to closely match the characteristic

spectral properties of the EEG, and with such spectra the

model provided robust parameter values.

In a limited number of cases (see below), outliers

occurred where spectra did not contain sufficient infor-

mation to fit the complete set of physiological parameters

accurately, possibly due to noise and/or featureless spectra.

These cases had very wide basins (flat valleys) of attraction

in parameter space, which caused parameters to be widely

scattered, with some values becoming abnormally large.

Following the convention in brain imaging studies, outliers

(w8% of data points) were accounted for by removing

outlying data points (medianG2.0 SD or more) in

parameters of interest, a, Gei, Gee, Gese, Gesre, and Gsrs

and replacing these with the new mean. Each parameter was

then submitted separately to a 2!9 way analysis of variance

with variables referring to repeated-within-subjects factors:

Condition (unmedicated vs. medicated), and Site (F3, C3,

P3, Fz, Cz, Pz, F4, C4, and P4). As the central focus of this

study was medication effects, main effects of site were not

analysed. Significant effects were also explored further with

simple effects analysis using the nonparametric paired-

samples Wilcoxon Signed Ranks Test, given the small

sample size.

Of particular interest were parameters Gsrs, Gei, Gee and

a. In a prior study, these gains were found to be abnormally

high, and the dendritic response time a was abnormally low
state at site Cz showing spectral data and fits for (a) unmedicated versus (b)

) with his modelled spectra (/), and lists the subject’s ID number, site, and
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in unmedicated ADHD subjects (Rowe et al., 2004a,c).

Significant effects of medication for each parameter (with

the exception of Gei) were found that were consistent with a

reversal of the effects found in the prior study, and the

hypotheses stated in the introduction.

Intrathalamic gain Gsrs. A trend indicating a general

reduction in the value of jGsrsj across most sites, due to the

effect of medication, was found (Fig. 5a) with F1,10Z4.40,

PZ0.06, MSeZ0.30. At two sites the mean of KGsrs is a

small negative that is consistent with zero to within

uncertainties. Closer analysis of this result reveals signifi-

cant simple main effects at sites Fz (ZZK2.84, P!0.005)

and F4 (ZZK2.3, P!0.05) due to the effect of medication.

The reduction in jGsrsj at site C3 (Fig. 5a) was also worth

noting (ZZK1.87, PZ0.06).

Intracortical gain Gei. Fig. 5b shows that there was a

general reduction in intracortical gain jGeij at the most sites

in the medication condition; however, these effects were not

significant.

Corticocortical gain Gee. Fig. 5c shows that there was a

significant main effect of medication (F1,10Z5.77, P!0.05,

MSeZ11) for corticocortical gain Gee, with reduced gain at

the most sites in the medication condition.
Fig. 5. Mean values (C2 standard error, SE, bar) across site for parameters: (a) G

intrathalamic gains, and increase in a at specific sites due to the effect of conditi
Dendritic response time 1/a. Fig. 5d shows that the

dendritic response rate a was generally higher at frontal and

central sites in the medication condition, consistent with a

significant medication!site interaction (F8,80Z2.26, P!
0.05, MSeZ239), and significant simple main effects at sites

Fz (ZZK2.13, P!0.05) and C4 (ZZK2.84, P!0.005),

some what coincident with the simple main effects for jGsrsj.

No other significant effects were found at the PZ0.05

level; however, values of the remaining parameters were

within normal limits, as found in a previous study

examining values for ADHD subjects and their age- and

sex-matched controls (Rowe et al., 2004a).

ADHD subtypes. The above analysis was also completed

for the ADHD combined group without the two subtypes. In

this analysis the pattern of results remained the same with

simple effects indicated at F4 (ZZK2.19, P!0.05) and Fz

(ZZK2.55, P!0.05) for jGsrsj, a general reduction in jGeij,

a significant main effect for Gee (F1,8Z5.51, P!0.05,

MSeZ15), and a significant medication!site interaction

for a (F8,64Z2.49, P!0.05, MSeZ183). This suggests the

medication affects on the EEG model in this study were not

particularly sensitive to the ADHD subtypes, although this

may be due to the small sample size.
srs, (b) Gei, (c) Gee, and (d) a showing a general reduction in cortical and

on; unmedicated (light bar) and medicated (dark bar).
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Medication type. The effect of medication type was

assessed by repeating the same analysis on the full 11

subjects, except with medication type (Dextroamphetamine

versus Methylphenidate) entered as a covariate. In this

analysis medication type was not found to significantly

covary with any of the above model parameters.
5. Discussion

In this study a biophysical model of brain activity based

on primary neural properties, cell populations, and net-

works, has been used to infer physiological differences

underlying tonic EEG changes in 11 ADHD subjects before

and after treatment with stimulant medication. The results

confirm the hypotheses listed in the introduction and show

that the model was able to significantly discriminate the

effect of stimulant medication according to the following

parameters: (i) a decrease in intrathalamic gain jGsrsj

involving the TRN, consistent with the first hypothesis, (ii) a

decrease in the gain of excitatory pyramidal cells Gee,

consistent with the second hypothesis (although a compar-

able significant decrease in the gain of local stellate cells

jGeij was not found, see below), and (iii) a decrease in the

dendritic response time 1/a, consistent with the third

hypothesis.

The effect of jGsrsj, Gee, and a was also localized towards

frontal and central sites (Fig. 5a), consistent with studies

showing abnormal delta–theta EEG activity primarily at

similar scalp regions (Lazzaro et al., 1999), and suggestions

of frontal and executive function abnormalities (Barkley,

1997). These results suggest that the effect of stimulant

medication upon intrathalamic activity jGsrsj, cortical

(pyramidal) excitatory activity, and synapto-dendritic

response times a may lead to an improvement in frontal

lobe activity, as a result of reduced Gee, jGsrsj, higher a, and

improved cortical arousal and/or signal processing. This is

consistent with a prior suggestion that individuals with

ADHD may suffer dysfunctional neural activity in specific

cortical networks rather than diffuse dysfunction throughout

the entire cortex (Rowe et al., 2004a,c). More extensive

work on analysing topographical effects of neurophysiolo-

gical parameter variations as a result of medication in

ADHD subjects will elucidate this finding.

In the previous study, applying the same methodology to

a sample of 54 unmedicated ADHD subjects, the results

indicated that patients differed significantly from their

healthy controls in terms of three physiological parameters:

increases in inhibitory intrathalamic gain jGsrsj, intracortical

gain jGeij, and a decrease (slowing) of the dendritic response

rate a (Rowe et al., 2004a,c). These neurophysiological

differences were suggested to indicate: (i) a state of

hypoarousal due to increased intrathalamic activity jGsrsj

involving the TRN. This activity is associated with

increased delta–theta power, and characteristic of reduced

arousal states and sleep. (ii) Interference of sensory
processing due to increased intracortical activity generated

primarily by local inhibitory stellate cells jGeij. (iii) A

slowing of dendritic responses, activity that is consistent

with reduced arousal, and slower GABA receptor activity

(e.g. GABAB), and the increased gain of inhibitory neurons

in the cortex jGeij and the thalamus jGsrsj (Rowe et al.,

2004a,c). Therefore, the effect of stimulant medication on

reducing jGsrsj and increasing a is consistent with reversing

the abnormal high activity of jGsrsj and low value of a found

previously in unmedicated ADHD subjects. There was also

a trend illustrating a reduction in jGeij due to medication

(Fig. 5), consistent with the reversal of the abnormally high

value found in Rowe et al. (2004a,c), although this effect

was not statistically significant it is discussed in more detail

below. Finally, there was also a trend suggesting that these

effects may be associated with a reduction in theta and alpha

power due to medication (Fig. 3), the former consistent with

the findings of theta normalization in previous studies

(Clarke et al., 2002a, 2003; Loo et al., 1999; Lubar et al.,

1999).

5.1. Intrathalamic activity and arousal

The reduction in intrathalamic gain jGsrsj involving the

TRN is consistent with the proposed effects of stimulant

medication upon improving arousal. Stimulant medications

are thought to decrease the baseline tonic firing of the LC

via metabotropic a-2 receptors, which reduce neurotrans-

mitter release in their target neurons (Curet et al., 1992;

Graham and Aghajanian, 1971; Lacroix and Ferron, 1988),

similar to the effects of Clonidine (Pliszka et al., 1996). This

can lead to a reduction in the tonic stimulation of the TRN

by LC afferents, given this effect outweighs the direct effect

of extracellular NE (due to stimulants) upon increasing TRN

and TC relay activity (McCormick, 1989). In turn,

decreased TRN activity leads to less inhibition (hyperpol-

arization) of TC cells (Steriade and Amzica, 1998;

Timofeev et al., 1996). This is characteristic of increased

arousal states, where TC cells become more depolarised and

TRN cells become more hyperpolarized (Steriade, 2000).

Increased activity in TC circuitry (gain Gese) and reduced

activity via the TRN (gain Gesre) can also lead to an increase

in alpha and beta activity (Robinson et al., 2001b; Rowe

et al., 2004b). In contrast, during drowsiness and the early

stages of sleep, the activity of the TRN increases leading to

the hyperpolarization (inhibition) of TC relay cells via

inhibitory GABAergic projections from the TRN (Steriade

and Amzica, 1998). This switches the firing mode of TC

relay cells to a burst or oscillatory mode, which gates the

input of stimuli (Domich et al., 1986). The interaction of the

TRN via the intrathalamic circuit Gsrs and input from

corticothalamic collaterals Gesre can lead to the generation

of spindle oscillations in the EEG (Bal et al., 1995;

Contreras et al., 1996a; Steriade et al., 1987). Further

hyperpolarization of TC cells by the TRN during sleep

eventually leads to enhanced delta–theta oscillations
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(Amzica and Steriade, 1998; Destexhe and Sejnowski,

2002; Dossi et al., 1992).

It is possible that the above neural mechanisms are also

involved in the reduction of arousal and the delta–theta

enhancements in ADHD subjects, consistent with sugges-

tions of corticothalamic hypoarousal in ADHD (Barry et al.,

2003; Defrance et al., 1996; Satterfield and Cantwell, 1974).

As mentioned, previous findings have also found increased

intrathalamic jGsrsj and inhibitory gains jGeij, but lower

dendritic response rates a (larger time constants) in ADHD

subjects (Rowe et al., 2004a,c). Other results have indicated

that intrathalamic activity was also associated with delta–

theta enhancements (Rowe et al., 2004b), reduced arousal

and sleep states (Robinson et al., 2001b). Increased activity

of the inhibitory GABAB receptors is also consistent with

lower dendritic response rates, compared with faster AMPA

receptors of excitatory neurons (Thomson, 1997; Thomson

et al., 1996). These GABAB receptors, in particular, are

known to become increasingly active during reduced

arousal states, particularly in the thalamus, but also in the

cortex (Contreras et al., 1996b; Juhasz et al., 1994; Kim

et al., 1997). In summary, stimulant medications could well

act to suppress the activity of the TRN, thereby increasing

thalamocortical and synaptic activity.

5.2. Cortical activity, norepinephrine (NE) and dopamine

Stimulant medication is known to influence the NA and

DA systems, resulting in changes in the activity of other

primary neural populations, which are modulated by these

secondary systems (Plizka, 2000; Solanto, 1998). In

particular, increased activity of the LC during aroused

states (Berridge and O’Neill, 2001; Trulson and Jacobs,

1979) is thought to reduce the activity of cortical neurons

via a-2 metabotropic NA receptor mechanisms (Curet et al.,

1992; Hasselmo et al., 1997; Segal and Bloom, 1976). This

would suggest that increased extracellular NE levels due to

the administration of stimulant drugs would enhance this

process by increasing NA receptor activation. Consistent

with the current results showing a significant reduction in

the gain Gee of long range pyramidal cells due to the effect

of medication, but not local stellate cell populations jGeij.

In addition to NA effects, stimulant medications are also

known to act as indirect agonists on dopaminergic neurons.

This can also lead to the suppression of pyramidal cells Gee in

layer V of the prefrontal cortex via the activation of

metabotropic D2 receptors (Gulledge and Jaffe, 2001;

Volkow et al., 1997). Consistent with this studies, significant

findings for reduced Gee at frontal and central sites, rather

than parietal ones. It appears some DA and NA agonists may

preferentially target DA and NA receptors on pyramidal

rather than stellate cells (Gulledge and Jaffe, 1998), and in

some cases DA activation can lead to an increase in the

activity of interneurons, particularly inhibitory stellate types

(Gonzalez-Islas and Hablitz, 2001; Seamans et al., 2001).

This may explain why there was not a significant reduction in
jGeij due to the effect of medication, although a significant

increase may have been expected.

It is possible that the design of this study was not

powerful enough to detect a significant change in the

parameter jGeij. In the previous study using unmedicated

subjects with identical diagnoses, jGeij was abnormally

high, and the sample size (nZ54) was much larger (Rowe

et al., 2004a,c). Alternatively, the NA and DA activating

stimulant medications used in this study may not signifi-

cantly alter the activity of these local stellate cell types,

instead having a greater effect on long range pyramidal cells

and subcortical arousal networks involving the LC and

TRN. As discussed in the following section, the cholinergic

system may be more prominent in modulating the activity of

these local circuit neocortical networks. Other more NA

receptor specific drugs which target these local neuronal

types may also be required.

5.3. Intracortical activity and acetylcholine

The above results suggest that other mechanisms may

also account for and/or contribute to cortical abnormalities

in ADHD. Recent evidence suggests that individuals with

ADHD may have abnormalities in the cholinergic system

(Biederman and Spencer, 2000). This system uses acetyl-

choline (ACh) and other ligands to modulate various

excitatory (e.g. AMPA, NMDA) and inhibitory (GABA)

processes throughout the cortex. Nicotine, which activates

cholinergic nicotinic ACh receptors (nAChRs), has been

found to improve symptoms in individuals with ADHD

(Conners et al., 1996; Levin, 2002), and a strong association

has been found between ADHD diagnosis and nicotine

intake (Milberger et al., 1997; Pomerleau et al., 1995;

Tercyak et al., 2002). The administration of acetylcholin-

esterase inhibitor Donepezil (Ariceptw, an ACh agonist) in

youths (8–17 years) with ADHD has also shown improve-

ments in symptoms (Wilens et al., 2000).

In a previous study it was hypothesized that a

hypoactivity of the cholinergic system could lead to

abnormal cortical activity in ADHD subjects (Rowe et al.,

2004a). Reductions in the activity of this system is also

known to lead to the disinhibition of the TRN due to

deactivation of M2 muscarinic receptors (Hu et al., 1989;

McCormick and Pape, 1988; Sato et al., 1987), and is

considered an important mechanism of reduced arousal

states and slow wave sleep including delta-theta activity

(Rowell et al., 2003). Similar muscarinic receptor types

sensitive to ACh have also been shown to suppress the

activity of cortical interneurons (stellate cells), and this has

been suggested as a mechanism that improves signal

processing activities in cortical circuits (Hasselmo and

Fehlau, 2001; Koós and Tepper, 2002; Murakoshi, 1995). In

contrast, in response to TC input, nAChRs are found to

enhance the activity of TC neurons and their afferent

terminals in layer IV of the neocortex where local stellate

cells Gei are particularly dense and pyramidal cells are
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absent (Gil et al., 1997; Kimura et al., 1999; Lambe et al.,

2003). Thus, through increased ACh, the cholinergic system

decreases intrinsic cortical activity, but enhances external

inputs that are transmitted via TC projections. Therefore,

specific cholinergic agonists, rather than NA ones (includ-

ing stimulants), may serve as better pharmacological agents

for improving signal processing in local cortical circuits,

while NA agonists may be more specific to improving

cortical arousal. However, due to the diffuse and strong

effects of cholinergic agonists on cortical activity (Sarter

and Bruno, 1997; Zaborszky, 2002), future research will

need to focus on pharmacological agents that bind specific

subtypes of nicotinic and muscarinic receptor types (Dani,

2001; Zeng and Wess, 2000) to prevent adverse side effects.

Similarly, newer NA based medications such as atomox-

etine (Stratteraw), which affect more specific receptor

subtypes may be found to better target neural populations

such as local circuit neurons and those in the frontal lobes

that are thought to be involved in executive functions.
6. Conclusion

A biophysical model of the brain has been recently

developed that has been successfully used to fit EEG spectra

from 11 ADHD subjects before and after treatment with

stimulant medication. The change in the EEG as a result of this

medication is characterized by a reduction in intrathalamic

gain jGsrsj involving the TRN, a reduction in excitatory gain

Gee, and a decrease in dendritic response times 1/a. The effects

for jGsrsj and a are consistent with a prior study which shows an

abnormal increase in jGsrsj and an increase in 1/a in ADHD

subjects with similar diagnosis, and is suggested to provide

evidence for corticothalamic hypoarousal. Therefore, stimu-

lant medications may improve corticothalamic arousal in

ADHD subjects by modulating subcortical arousal networks

involving the TRN, and synapto-dendritic activity in the

cortex. The mechanism underlying the reduction in jGsrsj has

been suggested to occur due to the suppression of LC activity

via a-2 NA metabotropic receptor activation. This in turn

reduces the tonic stimulation of the TRN by the LC, thereby

reducing inhibitory actions upon TC activity. Similarly, the

reduction in Gee has been suggested to occur due the

suppressive effects of NA and DA receptors on pyramidal cells.

Other cortical abnormalities have also been proposed in

ADHD. In particular, a hypoactivity of the cholinergic system

can account for increased activity in intracortical neurons due

to a deactivation of mAChRs. These receptor types are

normally activated in response to cholinergic activity, thereby

suppressing the firing of intracortical neurons and possibly

reducing cortical noise and/or spurious neural activities.

These results suggest that individuals with ADHD may have

abnormalities in both the cholinergic and noradrenergic

systems, and the effects of these systems may be inter-

dependent. NA antagonists such as dextroamphetamine and

methylphenidate can improve arousal by reducing the tonic
firing of the LC, thereby reducing the tonic inhibitory action

of the TRN. In contrast, cholinergic agonists such as

donepezil and ACh can activate mAChRs and nAChRs.

The mAChRs can suppress intracortical circuits, as well as

suppressing the activity of the TRN, while the nAChRs can

enhance TC inputs, possibly functioning as a mechanism

which increases signal-to-noise ratio in the cortex.

Of final note is that the sample size used in this study is

relatively small and a more powerful design, which

differentiates subtypes may lead to more significant effects

and additional diagnostic information. The use of a double-

blind placebo experimental design would also provide better

confirmation of the existing results. Despite this, significant

effects have been found which are consistent with the model’s

theoretical predictions and prior results, as well as indepen-

dent theoretical and experimental studies. This has provided

encouraging support for the approach and the design of similar

future studies that can complement more microscopic

techniques, thereby providing links between local and global

physiological mechanisms. Future studies using this method-

ology may best examine the effects of both NA and cholinergic

drug agents in larger samples of ADHD subjects and healthy

controls participating in experimental paradigms measuring

both baseline (tonic) cortical activity and neural flexibility in

response to event-related (phasic) stimulus paradigms.
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Braitenberg V, Schüz A. Anatomy of the cortex: statistics and geometry.

Berlin: Springer; 1991.

Bullier J, Henry GH. Neural path taken by afferent streams in striate cortex

of the cat. J Neurophysiol 1979;42:1264–70.

Chabot RJ, Orgill A, Crawford G, Harris M, Serfontein G. Behavioral and

electrophysiological predictors of treatment response to stimulants in

children with attention disorders. J Child Neurol 1999;14:343–51.

Clarke AR, Barry RJ, Bond D, McCarthy R, Selikowitz M. Effects of

stimulant medications on the EEG of children with attention-deficit/

hyperactivity disorder. Psychopharmacol (Berl) 2002a;164:277–84.

Clarke AR, Barry RJ, McCarthy R, Selikowitz M. EEG differences between

good and poor responders to methylphenidate and dexamphetamine in

children with attention-deficit/hyperactivity disorder. Clin Neurophy-

siol 2002b;113:194–205.

Clarke AR, Barry RJ, McCarthy R, Selikowitz M, Brown CR, Croft RJ.

Effects of stimulant medications on the EEG of children with attention-

deficit/hyperactivity disorder predominantly inattentive type. Int

J Psychophysiol 2003;47:129–37.

Conners CK. Manual for Conners’ rating scales. Conners’ teacher rating

scales, Conners’ parent rating scales. North Tonawanda, NY: Multi-

Health Systems, Inc; 1989.

Conners CK, Levin ED, Sparrow E, Hinton SC, Erhardt D, Meck WH,

Rose JE, March J. Nicotine and attention in adult attention deficit

hyperactivity disorder (ADHD). Psychopharmacol Bull 1996;32:67–73.

Connor DF. Preschool attention deficit hyperactivity disorder: a review of

prevalence, diagnosis, neurobiology, and stimulant treatment. J Dev

Behav Pediatr 2002;23:S1–S9.

Contreras D, Destexhe A, Sejnowski TJ, Steriade M. Control of

spatiotemporal coherence of a thalamic oscillation by corticothalamic

feedback. Science 1996a;274:771–4.

Contreras D, Timofeev I, Steriade M. Mechanisms of long-lasting

hyperpolarizations underlying slow sleep oscillations in cat corticotha-

lamic networks. J Physiol 1996b;494:251–64.

Curet O, De Montigny C, Blier P. Effect of desipramine and amphetamine

on noradrenergic neurotransmission: electrophysiological studies in the

rat brain. Eur J Pharmacol 1992;221:59–70.

Dani JA. Overview of nicotinic receptors and their roles in the central

nervous system. Biol Psychiat 2001;49:166–74.

Defrance JF, Smith S, Schweitzer FC, Ginsberg L, Sands S. Topographical

analysis of attention disorders of children. Int J Neurosci 1996;87:41–61.

Destexhe A, Sejnowski TJ. The initiation of bursts in thalamic neurons and

the cortical control of thalamic sensitivity. Philos Trans R Soc Lond—

Ser B: Biol Sci 2002;357:1649–57.

Destexhe A, Contreras D, Sejnowski TJ, Steriade M. Modeling the control

of reticular thalamic oscillations by neuromodulators. NeuroReport

1994;5:2217–20.

Dinse HR, Kruger K. The timing of processing along the visual pathway in

the cat. NeuroReport 1994;5:893–7.

Domich L, Oakson G, Steriade M. Thalamic burst patterns in the naturally

sleeping cat: a comparison between cortically projecting and reticularis

neurones. J Physiol 1986;379:429–49.

Dossi RC, Nunez A, Steriade M. Electrophysiology of a slow (0.5–4 Hz)

intrinsic oscillation of cat thalamocortical neurones in vivo. J Physiol

1992;447:215–34.

Fausett LV. Fundamentals of neural networks: architectures, algorithms,

and applications. Englewood Cliffs, NJ: Prentice-Hall; 1994.

Freeman WJ. Mass action in the nervous system. New York, NY: Academic

Press; 1975.

Gil Z, Connors BW, Amitai Y. Differential regulation of neocortical

synapses by neuromodulators and activity. Neuron 1997;19:679–86.
Gonzalez-Islas C, Hablitz JJ. Dopamine inhibition of evoked IPSCs in rat

prefrontal cortex. J Neurophysiol 2001;86:2911–8.

Graham AW, Aghajanian GK. Effects of amphetamine on single cell

activity in a catecholamine nucleus, the locus coeruleus. Nature 1971;

234:100–2.

Gratton G, Coles M, Donchin E. A new method for off-line removal of

ocular artifact. Electroencephalogr Clin Neurophysiol 1983;55:468–84.

Gulledge AT, Jaffe DB. Dopamine decreases the excitability of layer V

pyramidal cells in the rat prefrontal cortex. J Neurosci 1998;18:9139–51.

Gulledge AT, Jaffe DB. Multiple effects of dopamine on layer V pyramidal

cell excitability in rat prefrontal cortex. J Neurophysiol 2001;86:586–95.

Hasselmo ME, Fehlau BP. Differences in time course of ACh and GABA

modulation of excitatory synaptic potentials in slices of rat hippo-

campus. J Neurophysiol 2001;86:1792–802.

Hasselmo ME, Linster C, Patil M, Ma D, Cekic M. Noradrenergic

suppression of synaptic transmission may influence cortical signal-to-

noise ratio. J Neurophysiol 1997;77:3326–39.

Hu B, Steriade M, Deschenes M. The effects of brainstem peribrachial

stimulation on perigeniculate neurons: the blockage of spindle waves.

Neuroscience 1989;31:1–12.

Jirsa VK, Haken H. Field theory of electromagnetic brain activity. Phys Rev

Lett 1996;77:960–3.

Juhasz G, Emri Z, Kekesi KA, Salfay O, Crunelli V. Blockade of thalamic

GABAB receptors decreases EEG synchronization. Neurosci Lett 1994;

172:155–8.

Kim U, Sanchez-Vives MV, McCormick DA. Functional dynamics of

GABAergic inhibition in the thalamus. Science 1997;278:130–4.

Kimura F, Fukuda M, Tsumoto T. Acetylcholine suppresses the spread of

excitation in the visual cortex revealed by optical recording: possible

differential effect depending on the source of input. Eur J Neurosci

1999;11:3597–609.

Konrad K, Gauggel S, Schurek J. Catecholamine functioning in children

with traumatic brain injuries and children with attention-deficit/-

hyperactivity disorder. Cogn Brain Res 2003;16:425–33.

Koós T, Tepper JM. Dual cholinergic control of fast-spiking interneurons in

the neostriatum. J Neurosci 2002;22:529–35.

Kube DA, Petersen MC, Palmer FB. Attention deficit hyperactivity

disorder: comorbidity and medication use. Clin Pediatr 2002;41:461–9.

Lacroix D, Ferron A. Electrophysiological effects of methylphenidate on

the coeruleo-cortical noradrenergic system in the rat. Eur J Pharmacol

1988;149:277–85.

Lambe EK, Picciotto MR, Aghajanian GK. Nicotine induces glutamate

release from thalamocortical terminals in prefrontal cortex. Neuropsy-

chopharmacology 2003;28:216–25.

Lazzaro I, Gordon E, Li W, Lim CL, Plahn M, Whitmont S, Clarke S,

Barry RJ, Dosen A, Meares R. Simultaneous EEG and EDA measures

in adolescent attention deficit hyperactivity disorder. Int

J Psychophysiol 1999;34:123–34.

Lazzaro I, Gordon E, Whitmont S, Meares R, Clarke S. The modulation of

late component event related potentials by pre-stimulus EEG theta

activity in ADHD. Int J Neurosci 2001;107:247–64.

Levin ED. Nicotinic receptor subtypes and cognitive function. J Neurobiol

2002;53:633–40.

Loo SK, Teale PD, Reite ML. EEG correlates of methylphenidate response

among children with ADHD: a preliminary report. Biol Psychiatry

1999;45:1657–60.

Lubar JF, White Jr JN, Swartwood MO, Swartwood JN. Methylphenidate

effects on global and complex measures of EEG. Pediatric Neurol 1999;

21:633–7.

McCormick DA. Cholinergic and noradrenergic modulation of thalamo-

cortical processing. Trends Neurosci 1989;12:215–21.

McCormick DA, Pape HC. Acetylcholine inhibits identified interneurons in

the cat lateral geniculate nucleus. Nature 1988;334:246–8.

Milberger S, Biederman J, Faraone SV, Chen L, Jones J. ADHD is

associated with early initiation of cigarette smoking in children and

adolescents. J Am Acad Child Adolesc Psychiat 1997;36:37–44.



D.L. Rowe et al. / Clinical Neurophysiology xx (2004) 1–1212

DTD 5 ARTICLE IN PRESS
Murakoshi T. Cholinergic modulation of synaptic transmission in the rat

visual cortex in vitro. Vision Res 1995;35:25–35.

Nunez PL. Electric fields of the brain: the neurophysics of EEG. New York,

NY: Oxford University Press; 1981.

Nunez PL. Neocortical dynamics and human EEG rhythms. New York,

NY: Oxford University Press; 1995.

Nunez PL. Electric fields of the brain: the neurophysics of EEG, 2nd ed.

Oxford, UK: Oxford University Press; 2002.

Pliszka SR, McCracken JT, Maas JW. Catecholamines in attention-deficit

hyperactivity disorder: current perspectives. J Am Acad Child Adolesc

Psychiat 1996;35:264–72.

Pliszka SR, Browne RG, Olvera RL, Wynne SK. A double-blind, placebo-

controlled study of Adderall and methylphenidate in the treatment of

attention-deficit/hyperactivity disorder. J Am Acad Child Adolesc

Psychiat 2000;39:619–26.

Pomerleau OF, Downey KK, Stelson FW, Pomerleau CS. Cigarette

smoking in adult patients diagnosed with attention deficit hyperactivity

disorder. J Substance Abuse 1995;7:373–8.

Press WH, Teukolsky SA, Vertterling WT, Flannery BP. Numerical recipes

in C, 2nd ed. Cambridge, NY: Cambridge University Press; 1992.

Rall W. Distinguishing theoretical synaptic potentials computed for

different soma-dendritic distributions of synaptic input.

J Neurophysiol 1967;30:1138–68.

Rennie CJ, Robinson PA, Wright JJ. Unified neurophysiological model of

EEG spectra and evoked potentials. Biol Cybernet 2002;86:457–71.

Robinson PA, Rennie CJ, Wright JJ. Propagation and stability of waves of

electrical activity in the cerebral cortex. Phys Rev E 1997;56:826–40.

Robinson PA, Loxley PN, O’Connor SC, Rennie CJ. Modal analysis of

corticothalamic dynamics, electroencephalographic spectra, and

evoked potentials. Phys Rev E 2001a;63:1–13.

Robinson PA, Rennie CJ, Wright JJ, Bahramali H, Gordon E, Rowe DL.

Prediction of electroencephalographic spectra from neurophysiology.

Phys Rev E 2001b;63:1–18.

Robinson PA, Rennie CJ, Rowe DL. Dynamics of large-scale brain activity

in normal arousal states and epileptic seizures. Phys Rev E 2002;65:1–9.

Robinson PA, Rennie CJ, Rowe DL, O’Connor SC. Estimation of

neurophysiological of multiscale neurophysiological parameters by

EEG means. Hum Brain Mapping 2004;23:53–72.

Rowe DL, Robinson PA, Lazzaro I, Williams LM. Biophysical modelling

of tonic measures of cortical activity (EEG) in attention deficit

hyperactivity disorder (ADHD). Int J Psychophysiol 2004a; Submitted.

Rowe DL, Robinson PA, Rennie CJ. Estimation of neurophysiological

parameters from the waking EEG using a biophysical model of brain

dynamics. J Theor Biol 2004b; in press.

Rowe DL, Robinson PA, Harris AW, Felmingham KL, Lazarro I,

Gordon E. Physiologically based mean-field modelling of tonic cortical

activity in post-traumatic stress disorder (PTSD), chronic shizophrenia,

first episode schizophrenia (FESz) and attention deficit hyperactivity

disorder (ADHD). J Integrative Neurosci 2004c; in press.

Rowell PP, Volk KA, Li J, Bickford ME. Investigations of the cholinergic

modulation of gaba release in rat thalamus slices. Neuroscience 2003;

116:447–53.

Rowland AS, Umbach DM, Stallone L, Naftel AJ, Bohlig EM, Sandler DP.

Prevalence of medication treatment for attention deficit-hyperactivity

disorder among elementary school children in Johnston County, North

Carolina. Am J Public Health 2002;92:231–4.

Sarter M, Bruno JP. Cognitive functions of cortical acetylcholine: toward a

unifying hypothesis. Brain Res Rev 1997;23:28–46.

Sato H, Hata Y, Hagihara K, Tsumoto T. Effects of cholinergic depletion on

neuron activities in the cat visual cortex. J Neurophysiol 1987;58:781–94.

Satterfield JH, Cantwell DP, Proceedings: CNS. function and response to

methylphenidate in hyperactive children. Psychopharmacol Bull 1974;

10:36–77.

Satterfield JH, Cantwell DP, Saul RE, Lesser LI, Podosin RL. Response to

stimulant drug treatment in hyperactive children: prediction from EEG and

neurological findings. J Autism Childhood Schizophrenia 1973;3:36–488.
Seamans JK, Gorelova N, Durstewitz D, Yang CR. Bidirectional dopamine

modulation of GABAergic inhibition in prefrontal cortical pyramidal

neurons. J Neurosci 2001;21:3628–38.

Segal M, Bloom FE. The action of norepinephrine in the rat hippocampus.

IV. The effects of locus coeruleus stimulation on evoked hippocampal

unit activity. Brain Res 1976;107:513–25.

Sherman SM, Guillery RW. Exploring the thalamus. London, UK:

Academic Press; 2001.

Shwedyk E, Balasubramanian R, Scott RN. A nonstationary model for the

electromyogram. IEEE Trans Biomed Eng 1977;24:417–24.

Smucker WD, Hedayat M. Evaluation and treatment of ADHD. Am Family

Physician 2001;64:817–29.

Solanto MV. Neuropsychopharmacological mechanisms of stimulant drug

action in attention-deficit hyperactivity disorder: a review and

integration. Behav Brain Res 1998;94:127–52.

Steriade M. Corticothalamic resonance, states of vigilance and mentation.

Neuroscience 2000;101:243–76.

Steriade M, Amzica F. Coalescence of sleep rhythms and their chronology

in corticothalamic networks. Sleep Res Online 1998;1:1–10.

Steriade M, Domich L, Oakson G, Deschenes M. The deafferented reticular

thalamic nucleus generates spindle rhythmicity. J Neurophysiol 1987;

57:260–73.

Steriade M, Dossi RC, Nunez A. Network modulation of a slow intrinsic

oscillation of cat thalamocortical neurons implicated in sleep delta

waves: cortically induced synchronization and brainstem cholinergic

suppression. J Neurosci 1991;11:3200–17.

Stulen FB, DeLuca CJ. Frequency parameters of the myoelectric signal as a

measure of muscle conduction velocity. IEEE Trans Biomed Eng 1981;

28:515–23.

Tercyak KP, Lerman C, Audrain J. Association of attention-deficit/-

hyperactivity disorder symptoms with levels of cigarette smoking in a

community sample of adolescents. J Am Acad Child Adolesc Psychiat

2002;41:799–805.

Thomson AM. Activity dependent properties of synaptic transmission at

two classes of connections made by rat neocortical pyramidal neurons

in vitro. J Physiol 1997;502:131–47.

Thomson AM, West DC, Hahn J, Deuchars J. Single axon IPSPs elicited in

pyramidal cells by three classes of interneurones in slices of rat

neocortex. J Physiol 1996;496:81–102.

Timofeev I, Contreras D, Steriade M. Synaptic responsiveness of cortical

and thalamic neurones during various phases of slow sleep oscillation in

cat. J Physiol 1996;494:265–78.

Trulson ME, Jacobs BL. Raphe unit activity in freely moving cats:

correlation with level of behavioral arousal. Brain Res 1979;163:135–50.

van Boxtel A. Optimal signal bandwidth for the recording of surface EMG

activity offacial, jaw, oral, and neck muscles. Psychophysiology 2001;38:

22–34.

Volkow ND, Wang GJ, Fowler JS, Logan J, Angrist B, Hitzemann R,

Lieberman J, Pappas N. Effects of methylphenidate on regional brain

glucose metabolism in humans: relationship to dopamine D2 receptors.

Am J Psychiat 1997;154:50–5.

Volkow ND, Wang G, Fowler JS, Logan J, Gerasimov M, Maynard L,

Ding Y, Gatley SJ, Gifford A, Franceschi D. Therapeutic doses of oral

methylphenidate significantly increase extracellular dopamine in the

human brain. J Neurosci 2001;21:RC121.

Wilens TE, Spencer TJ. The stimulants revisited. Child Adolesc Psychiat

Clin N Am 2000;9:573–603.

Wilens TE, Biederman J, Wong J, Spencer TJ, Prince JB. Adjunctive

donepezil in attention deficit hyperactivity disorder youth: case series.

J Child Adolesc Psychopharmacol 2000;10:217–22.

Zaborszky L. The modular organization of brain systems. Basal forebrain:

the last frontier. Progr Brain Res 2002;136:359–72.

Zeng F, Wess J. Molecular aspects of muscarinic receptor dimerization.

Neuropsychopharmacology 2000;23:S19–S31.


	Stimulant drug action in attention deficit hyperactivity disorder (ADHD): inference of neurophysiological mechanisms via quantitative modelling
	Introduction
	Method
	Overview of the model
	EEG data acquisition and scoring
	EEG data fitting

	Subjects
	EEG data acquisition and scoring

	Results
	Quantitative EEG (qEEG) analyses
	Model parameter analyses and data screening

	Discussion
	Intrathalamic activity and arousal
	Cortical activity, norepinephrine (NE) and dopamine
	Intracortical activity and acetylcholine

	Conclusion
	Acknowledgements
	References


