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Abstract—We present a process to automatically generate three-dimensional mesh representations of the complex, arborized cell

membrane surface of cortical neurons (the principal information processing cells of the brain) from nonuniform morphological

measurements. Starting from manually sampled morphological points (3D points and diameters) from neurons in a brain slice

preparation, we construct a polygonal mesh representation that realistically represents the continuous membrane surface, closely

matching the original experimental data. A mapping between the original morphological points and the newly generated mesh enables

simulations of electrophysiolgical activity to be visualized on this new membrane representation. We compare the new mesh

representation with the state of the art and present a series of use cases and applications of this technique to visualize simulations of

single neurons and networks of multiple neurons.

Index Terms—Visualization techniques and methodologies, curve, surface, solid, and object representation, data mapping, neuronal

network visualization.
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1 INTRODUCTION

THERE is a growing interest in biologically detailed brain
simulation and visualization [2], [28], [21]. The principal

information processing cell in the brain—the neuron—is
characterized by remarkably complex arbors of dendrites
(which receive signals from other neurons) and axons (which
send signals to other neurons). Indeed, each neuron is
unique, but many types of neurons can be distinguished by
the distinctive shapes of their dendritic and axonal arbors.
Each neuron is also an electrical entity—converting chemical
synaptic signals into electrical voltage impulses that propa-
gate along the dendritic arbors as part of a complex decision
making process that determines whether a neuron relays an
electrical “spike” along its axon. Therefore, a key challenge in
neuroscience is to relate the structure of neurons to their
electrical activity in order to understand neural function and
information processing in the brain.

Measuring and reconstructing the complex morphology
of an entire neuron is tedious and time consuming. The
detailed shapes of neurons are too minute to be seen by the
human eye and the cells themselves are translucent. When

filled with a stain to make them visible, bright field
microscopy [36] can reveal the detailed anatomy of these
cells at magnification factors of 10-100�, including the soma
and the arborization of the dendrites and axons.

For over a century, the shape of neurons has been
reconstructed using light microscopy. Although previously
hand-drawn on paper, these reconstructions are now
captured with computer-aided digitization by human
operators [13]. Other imaging techniques, such as confocal
[6] and 2-photon [33] microscopy, have the potential to
provide further detailed insights into topological details of
the neuronal membrane, but the techniques are prohibi-
tively costly and slow, making it difficult to acquire many
whole neuron samples [29]. Electron beam (EM) microscopy
[11], [7], [3] is the most accurate imaging technology to date,
but it operates at a smaller scale and is not currently
suitable for whole cell reconstruction.

Digitized light microscopy reconstructions consist of a
set of 3D points and diameters that provide a nonuniform
discrete sampling of neuronal fibers. Although, they
provide an approximate and nonuniform sampling of the
continuous shape of the neuronal membrane, the morpho-
logical points faithfully capture the complex details of the
neuron arborization. This detailed point digitization process
is thus essential to visualize neuron morphologies and these
reconstructions represent the most readily available digital
anatomical data for whole neurons [16].

The essential anatomical features of neurons captured
through morphological reconstruction are then used for
detailed electrophysiological simulations of voltage dy-
namics throughout the 3D structure of the neuron (Neuron
[5], Genesis [39], Neuroconstruct [14]). The visualization of
such spatiotemporal data represents a particular challenge
because of the complexity of neuron morphologies and the
limitations of the morphological point representation.
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. S. Lasserre, S. Hill, F. Schürmann, and H. Markram are with the EPFL -
Blue Brain Project, AAB 201 - station 15, Lausanne 1015, Switzerland.
E-mail: {sebastien.lasserre, sean.hill, felix.schuermann,
henry.markram}@epfl.ch.

. J. Hernando and P. de Miguel Anasagasti are with the CesViMa,
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Neurons are entities with smooth and continuous
membrane surfaces that form complex arborizations and
the morphological point representation does not provide a
continuous surface representation. Here, we present a
simple and general algorithm that generates a continuous
representation of a neuronal membrane surface from a set
of sampled morphological points. This approach provides a
smooth, continuous, and high fidelity representation of
neuron morphologies that can be used for new types of
scientific visualizations (see Fig. 1). In addition, we provide
a mapping method that relates mesh vertices to the original
measured morphology, preserving the link between the
generated mesh and the electrophysiological simulation
data. The algorithms are tested for generality and validity
against a database of nearly 200 biologically measured
neuron morphologies. Finally, we present a series of use
cases that demonstrate the applications of this new mesh
representation to single cell and network simulations.

2 BACKGROUND

The raw data that form the basis of the proposed mesh
generation process is obtained from biological experiments
[16]. An individual neuron in a brain slice preparation
is impaled with a pipette and a chemical dye (e.g., biocytin)
is then diffused throughout the selected neuron to fill the
extent of its dendritic and axonal arborizations. After
chemical staining of the tissue using immunohistochemical
techniques, the stained neuron is visible through increased
optical contrast under bright field microscopy (see Fig. 2a).
It is then possible to trace the 3D contour of a neuron and to
digitally reconstruct the neuronal arbors by means of a
software application such as Neurolucida [13].

The digitization process is carried out manually by a
human operator. The dendritic and axonal shapes are
measured by the operator tracing the fibers with mouse
clicks specifying morphological points (comprised of a 3D
coordinates and a diameter—see Fig. 2b). The accuracy and
sampling interval of the morphological points can therefore
be highly nonuniform and dependent on the individual
operator. On average 8-10,000 morphological points form a
complete description of the neuron morphology.

We refer to this type of neuron reconstruction data as the
morphological point representation or morphological skeleton.
Tracing the structures in order results in a unique spanning
tree—an acyclic graph—of the neuronal morphology. The

root node of the graph is at the cell body (also called the

soma). Two morphological points describe a conical

frustum shaped segment of the neuronal morphology. The

reconstructed neuronal morphology is composed of a

hierarchical arrangement of these segments. An un-

branched sequence of segments comprises a section of the

neuron. Sections join one another at branch points. Different

segments do not intersect (see Fig. 3).
As opposed to the neuronal branches, the soma is

measured by a coarse outline of the maximum size (in

planar projection) rather than a complete description. It is

possible to draw several such “isometric” contours for the

half of the soma toward the microscope to more accurately

capture the shape, but due to the occlusion by the cell body

itself, it is not possible to obtain the same data for the lower
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Fig. 1. Process for 3D continuous neuronal membrane generation. In (a)
the bright field microscopy reveals the detailed anatomy of a stained
neuron. (b) shows the morphological skeleton as captured with
computer-aided digitization by human operators. Starting with this
model of the morphology, we propose an extrusion-based algorithm to
generate a 3D mesh membrane depicted in (c), and we describe how
this new continuous membrane can be used to explore neural function
and information processing in the networks of the brain (d).

Fig. 2. 3D reconstruction of a real neuron. (a) shows bright field
microscopy view of a layer VI pyramidal neuron (left) with a
magnification of a portion of the neuron to show detail of the area
around the cell body (soma) of the same neuron (right). Each
morphological point is represented as a point with 3D location and
diameter. In (b) the hierarchical data describe the morphological points
of the cellular reconstruction.

Fig. 3. Schematic view of the neuronal anatomy. 3D coordinates with an
associated diameter are called morphological points. Conical frusta
defined by two morphological points are called segments. A nonbranch-
ing sequence of segments defines a section while the sequence of
sections following the same path delineates a branch. Child sections are
sections that branch off of the parent sections at the branch point. Each
branch is connected to a parent branch or, in the case of first-order
branches, directly to the cell body of the neuron called soma.



part of the soma. Thus, in practice, the outline of the soma is
often the only characteristic measured. Furthermore, the
occlusion problem extends to the beginning of trees that
originate from the soma but are occluded (in the Z-
dimension). Due to the occlusion problem, it is possible
that some neuronal reconstructions can contain the begin-
ning of branches displaced in the Z-dimension.

3 RELATED WORK

The generation of an accurate closed surface from a skeleton
is a common topic in computer graphics. In this section, we
explore the pros and cons of three different methods to
move from a skeleton representation to a surface represen-
tation: the 3D vector-fields techniques, the representation
from implicit models, and the mesh extrusion techniques.

Traditionally, the 3D vector-field techniques have been
used to quickly and accurately display any measurements
of physical quantities using visual attributes including
color, line width, texture, and orientation [32]. In the
neuroscientific domain, this powerful technique is often
used to visualize dense nervous tissue [19], [22], [25], but
generally it merely represents white matter fiber bundles.
Using these tube-based rendering techniques, the neuronal
morphology can be described using minimum memory and
due to the extensive progress in programmable rendering
on the graphics processing unit (GPU) reasonable rendering
speed is guaranteed. However, these representations do not
provide specific information about the interior or the
exterior of the neuron or about the three-dimensional form
of the soma. In addition, the use of tube-based representa-
tions in combination with transparency induces artifacts at
the junction between successive tubes.

Implicit surfaces have the potential to provide a more
detailed representation of the neuronal morphology. The
scalar field specifies the minimum distance to a shape,
where the distance may be tested (positive or negative) to
distinguish between the interior and the exterior shape. All
the points at a given distance define an isosurface. Implicit
models face two challenges where the faithful definition of
the implicit surface constitutes the first challenge. The
Adaptive Distance Field (ADF) approach can be used, for
example, to benefit from an irregular sampling based on
hierarchical structure or octree [12], [26] to increase the
details while reducing the memory cost. The accurate
sampling of these implicit models and the mesh construc-
tion constitute the second challenge. Different methods use
the sampling result to render isosurfaces. The methods
based on the well-known and robust Marching-Cubes
algorithm [20] have to deal with overtessellated and
nonwater-tight polygonal surfaces. While remeshing tech-
niques can be used as postprocessing operations to simplify
and to improve the quality of the mesh [1], alternatives like
particle-based approaches [23] and advancing front techni-
ques [30] have been developed to directly generate compact
sets of nearly regular triangles and prevent the geometri-
cally and topologically accurate output mesh from becom-
ing unreasonably dense.

Mesh extrusion techniques to build high quality poly-
gonal surfaces constitute another option. These techniques
typically start with a coarse mesh that approximates the

object and incrementally improve the mesh geometry and
triangle quality. These techniques are very flexible [38] and
can produce nonuniform rational basis spline (NURBS)
patches [41] or subdivision surfaces [40] using a nonshrink-
ing algorithm [17], [34]. While NURBS patches are more
efficient in terms of memory, we prefer a subdivided mesh
that has been incrementally refined from a coarse mesh
based on the morphological point representation because it
can be rendered very efficiently taking advantage of current
GPU architectures.

4 NEURON MEMBRANE MESH REPRESENTATION

The process to generate a neuron membrane mesh
representation starts from the morphological point repre-
sentation to extrude a coarse mesh with quadrilateral faces,
which then serves as a control mesh to generate the
subdivided surface that approximates the neuronal mem-
brane surface. The algorithm proceeds in five steps:

1. Branch identification—branches are identified as
sets of sections that form a continuous path;

2. Morphological point resampling—the morphologi-
cal points must be resampled to adjust the density of
morphological points to remove points from over-
sampled portions and increase sampling near branch
points to reduce smoothing artifacts as explained
later;

3. Mesh extrusion—starting from a kernel at the soma
position the algorithm recursively extrudes the
neuronal branches. The soma is then scaled to reach
the first-order branches.

4. Surface subdivision—the mesh is subdivided to
obtain the smooth surface appearance.

While the first two steps use the morphological point
representation as data structure, the mesh extrusion builds
the control mesh as a polygon-based representation with a
list of square-faces referencing four vertices. This coarse
model is subdivided and triangulated into a smooth mesh.
Finally, in order to be able to relate the new mesh
representation to the original morphological point repre-
sentation, a mapping is computed. Specifically, for each
vertex, a section identifier and relative position along that
section are computed. We describe some options for
computing this mapping in Section 4.2 below.

4.1 Mesh Generation Algorithm

4.1.1 Branch Identification

In the morphological skeleton, sections either branch off
from the soma, create a branch point where they join with
other sections, or terminate. To build the mesh representa-
tion of the branch point connections, we employ a branch
construction algorithm to identify which child section
would serve as the most natural continuation of the parent
section. Branches are identified through a recursive
procedure that scans the reconstructed cell data. Starting
with the root nodes as the first order of the hierarchy, the
procedure is called recursively on all child sections of the
current section, until reaching the base case, which is a
section without children. At each branch junction of the
tree, we apply an algorithm to determine which child
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section serves as the best continuation of the current branch.
The remaining child sections start new branches—although
there are typically only two children.

The algorithm prioritizes the section child with the
largest diameter. If this diameter is too small compared to
the parent section, it chooses the child section with the
closest orientation to the parent section (see Fig. 4).

4.1.2 Morphological Point Resampling

The resampling of the original morphological points is
essential to generate accurate meshes with a minimum
number of vertices. Given that the original data are highly
nonuniform, the objective of the resampling is to eliminate
redundant vertices while adding vertices at branching
points where there are abrupt transitions from the parent
to the child sections.

The resampling algorithm handles three conditions (see
Fig. 5): branch junctions, redundant points, and sudden
diameter changes between the end points of a segment. At
branch junctions, three points are necessary to accurately

define the branch connection. First, two points are placed
on either side of the original branch point separated by the
diameter of the parent branch. The original branch point is
then deleted. A third point is added to the child branch at a
distance computed (based on branch diameters and angle)
to ensure that it is not in the parent branch (see Fig. 5a). To
address redundant points, a subsampling algorithm checks
the alignment and the diameter variation to delete
redundant intermediate points (see Fig. 5b). Upsampling
is also necessary when the diameter of one end point from a
segment is significantly larger than the other end). In this
case, we add additional points with interpolated diameter
values to preserve accuracy during subdivision (see Fig. 5c).

The resampling process offers a simple and efficient way
to maintain a reasonable trade-off between the accuracy and
the final triangle count of the resulting mesh. It has a direct
effect on the result of both the branch extrusion and
subdivision algorithms.

4.1.3 Control Mesh Extrusion

In this section, we describe the algorithm that extrudes
the coarse square mesh from the morphological skeleton
(see Fig. 6). This coarse square mesh will be used as a
control mesh for the final subdivision surface. The
algorithm starts by placing a spherical kernel (polygonal
sphere with 36 faces) at the soma. Each first-order branch
is then exclusively associated with a kernel face depend-
ing on the face orientation and the position of the first
point of the branch. This state constitutes the base for the
recursive branch extrusion process. A full branch with all
the sections it comprises is first processed before
proceeding to its children branches.
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Fig. 4. Identification of the primary branching structures in the neuron
morphology. Sections form a branch when either the diameter
conditions in (a) or the diameter and angle conditions in (b) are true.
(c) Depicts how the original hierarchy based on independent sections is
converted into the new hierarchy showing the primary branching
structures. Each branch in (c) is marked to indicate the decision made.

Fig. 5. Sampling of the original morphological points. (a) Adding two
points on the parent branch and one on the child branch to facilitate
branch connection and constrain the subdivision. (b) Subsampling
intermediate morphological point depending on the alignment and the
diameter difference. (c) Oversampling between points to constrain the
diameter variation between two consecutive points.

Fig. 6. Extrusion of the square branches along the morphological
skeleton. At each morphological point, the extruded square face is
scaled to fit the diameter and rotated to become an angle bisector for the
angle defined by the previous and the next segment. For each branch
junction, the algorithm selects from the parent branch a suitable face
oriented toward the child branch and connects it to the new branch.



To build the control mesh for the subdivision surface, we
used a square-faced prismatoid extrusion: the copy of an
initial convex quadrilateral face is translated following the
branch path to the next point and then connected to
the previous face to form a square-faced prismatoid. The
algorithm performs successive extrusions until the morpho-
logical point sequence of the branch is completed. The
diameter of the morphological points is preserved by
performing orientation adjustments and rescaling the ex-
truded face. Once a branch is extruded, the same operation is
recursively applied to the child branches (see Fig. 6).

During the extrusion process, the choice of the initial face
for child branches determines the level of difficulty in
preserving the correct diameter of the proximal part of the
child branch at the connection site. On one hand, starting
from a unit square at the location of the first child point next
to the branch point simplifies the diameter fitting, however,
this implies a proper alignment between the vertices of a
child branch and those from the parent branch.

On the other hand, starting directly from a quadrilateral
face on the parent branch facilitates the connection between
the parent and child branches, but induces a series of
geometrical operations to convert the extruded faces into
the scaled squares that fit the diameters of the morpholo-
gical points. In the current implementation of the algorithm,
the branch is extruded from a unit square located at the
position of the first morphological point of the child after
the branch point, and the vertices of the first child branch
face are connected to a side of the parent branch by
minimizing the torsion of the quadrilateral prism connect-
ing both faces.

Once the control mesh is extruded, the kernel is scaled to
match the actual soma size (see Fig. 7b). To determine the
correct size of the soma, we compute the distance between
the center of the kernel and the closest first-order branch.
This distance is scaled by a weighting coefficient (<1) to
ensure that all branches are outside the final soma shape.

4.1.4 Surface Subdivision

After combining all branches into a single structure and
connecting the first branches to the soma, we arrive at a
complete, yet coarse, polygonal representation of the neuron
with the correct connections between the branches and the
soma. The polygonal surface is closed due to the successive
extrusion maintaining the continuity of the mesh. This mesh
is then used as a control mesh to generate a subdivided
surface. To smooth the mesh surface, we use the first iteration
of Catmull-Clark subdivision [17], which preserves the

diameters of the branches (see Fig. 8c). Other nonshrinking
subdivision techniques could also be used here [34].

Once the smoothing algorithm is completed, a triangula-
tion transform is applied to the quad polygons to facilitate
the texture mapping and the computation of the surface
normals. Triangle strips can then be computed from the
final mesh to reduce memory consumption and potentially
improve vertex cache efficiency of the final mesh. Depend-
ing on the implementation of the smoothing algorithm, the
rendering performance can be greatly improve due to the
lighting calculations and vertex transformations saved [10].

4.2 Mapping Membrane Mesh Vertices Back to the
Morphological Skeleton

The resulting mesh from the process described above is
already sufficient for a wide range of applications, includ-
ing structural visualization and evaluation of spatial
relationships between neurons. However, being able to
relate mesh vertices to the original morphological skeleton
is a requirement for other visualization and simulation
applications. We therefore propose a mapping method that
associates with each vertex, a section identifier (from the
original morphological representation) and a normalized
relative distance into the section. This mapping can be
created either during mesh generation or later, as a
postprocessing step. Fig. 9 shows how these mapping
attributes can be used to map values from a morphologi-
cally based model to the mesh vertices.

To obtain the mapping during the mesh generation it
must be noted that a vertex belongs uniquely to one section,
which is an important consideration for the subdivision
step. Such a process would start assigning initial values to
the morphological points. During the resampling step the
attributes are updated accordingly and at path extrusion,
newly created vertices inherit the attributes from the
originating vertices. Finally, in the surface subdivision step
the attributes need to be interpolated/inferred. As already
pointed out, section identifiers cannot be interpolated;
therefore standard texture coordinate interpolation does
not apply. One possible approach would be to first assign
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Fig. 7. Soma construction. This picture introduces two fundamental
steps in the construction of the soma. In the first part (a), the kernel is
placed and connected to the branches. In the second part (b), the kernel
is scaled to reach the closest branch.

Fig. 8. Starting from the original skeleton of the morphology with
morphological points (a), the algorithm extrudes a square simple shape
(b). The neuronal shape is smoothed using the first iteration of the
Catmull Clark algorithm (c).



attributes to faces by vertex aggregation. In the Catmull-
Clark subdivision, any final quadrilateral can be back-
tracked to a single parent base face. Thus, the section
mapping can be inherited and the relative position
interpolated during subdivision iterations. The final ver-
tices can then be assigned attributes interpolated from the
faces touching them, assigning section identifiers according
to user selected criteria.

Another method for computing the mapping is to do it
independently from the mesh generation as a separate
postprocessing. The decoupling of both calculations pro-
vides flexibility to use existing tools in the implementation
of the mesh generation and also gives freedom for changes.
Since the efficient algorithm based on nearest neighbor
queries using an octree avoids all the issues involving
discrete section identifiers, we choose this approach to
relate mesh vertices to the original morphological skeleton.

Once all the information (vertices locations, triangles
indices, triangle strips, and mapping information) are
computed, the data are combined together into a single
binary file, corresponding to the original morphological
skeleton.

5 RESULTS

Using the methods described in this paper, we have
generated 173 unique neuron membrane meshes. Given the
variety of neuron shapes, we have seen that the mesh
generation algorithm generalizes well to a broad range of
neurons as found in the neocortex (see Fig. 10). Our
algorithm is not only generic enough to be used in a batch
process to correctly generate meshes without adjusting the
parameters, but also robust enough to support inconsisten-
cies in the data like shifted branches or multiple child
sections (up to five child sections at a branch point).
However, the algorithm requires that the sections are
organized hierarchically and does not support cyclic graphs.

5.1 Validation

To validate the generated meshes, we compare the mesh
branches with the original biological measurements. This
validation exploits the mapping information to compare the

position and the diameter of the mesh branches with those
in the original morphology.

Using mesh point clusters—circular groups of vertices
derived from the subdivision process—we compute points
and diameters that correspond to the morphological points
of the original biologically measured skeleton. The center
of mass and the extent of each mesh point cluster provide
the position and diameter information for any given mesh
location, which can then be compared with the original
morphological data (see Fig. 11). Using the mapping and
linear interpolation between the morphological points, we
find an interpolated morphological point for each mesh
point cluster. The mesh point cluster is defined as a set of
mesh points located on a plane perpendicular to the
segment (see Fig. 11b). The difference between the
diameter of the mesh and the diameter of the original
point evaluates the shrinking effect due to the subdivision
algorithm (see Fig. 11a). The results are clustered around
zero with a maximum absolute difference equal to
0.5 percent (see Fig. 11c). The alignment of the mesh
model with morphological skeleton is assessed by comput-
ing the out-of-axis distance of the mesh clusters projected
in a common referential for all the morphological points
(see Fig. 11b). Each center of mass of the mesh point
cluster (for example, c1 and c2) is projected on a plane,
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Fig. 9. Mesh to morphological skeleton mapping. Some types of
structural or functional neuron models are obtained from the morpho-
logical skeleton. The parameters or simulation results of these models
can be applied as rendering attributes such as color onto the mesh. In
order to do so, a mapping from the mesh vertices to the skeleton is
required, which relates a vertex with a section and normalized relative
position within that section.

Fig. 10. Mesh generation for different morphologies. This mesh
generation algorithm can be applied to a wide variety of cortical neuron
types. The mapping information joined with the mesh representation
allows the coloring of vertices depending on electrophysiological
simulations.



perpendicular to the segment direction. The consistency
between the projection planes is maintained by a recursive
rotation starting from the global referential. Thus, if q is
the quaternion to express the rotation from u to u’, we
have v0 ¼ qu� v and w0 ¼ qu� w. The result shows a symmetric
distribution of the cluster projection around zero (see
Fig. 11d). More than 98 percent of the points are located at
less than 0.03 micron from the corresponding morpholo-
gical point. This error corresponds to one tenth of the
actual microscopic resolution during the reconstruction
process. Thus, the error introduced during the mesh
reconstruction is negligible compared to the precision of
the skeleton extraction. The specific form the mesh takes at
the branch junctions cannot be directly validated because
the morphological information is too coarsely sampled to
provide the detailed curvature information. However, by
validating the morphology points that define the incoming
and outgoing sections, we ensure that the angles of the
branch junction are preserved in the mesh.

5.2 Measuring Performance

To illustrate the mesh generation performance, we bench-
marked the algorithms using a set of neurons with a range
of different sizes and complexities (see Fig. 12). The
runtime scales linearly with the section count as expected.
The most expensive part of the mesh generation algorithm
is the smoothing of the coarse mesh using the subdivision
surface algorithm (see Fig. 12a). Fig. 12b demonstrates that
the number of vertices generated scales linearly with the
complexity of the neuron measured by the segment count.

6 VISUALIZATION OF ELECTROPHYSIOLOGICAL

SIMULATIONS

Visualizing single neurons and networks of cells require a
flexible neuron representation that provides accurate
depictions of neuron morphologies with minimal artifacts.
As both single cells and networks can be viewed at different
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Fig. 11. Mesh accuracy algorithm and results for 173 neurons with a
combined total of 802,357 mesh point clusters. The diameter variation
distribution (a) demonstrates that there is no shrinking effect due to the
subdivision (c), while the symmetric distribution of out-of-axis distance
points (b) reveals that nearly all absolute distances between the mesh
point clusters and the morphological points are less than 0.03 micron (d).

Fig. 12. Performance of the mesh generation computed on a standard
2 GHz Core Duo PC with 2 GB RAM using a set of 173 neurons with
different morphological complexity. (a) shows a linear dependency
between the morphological complexity (segment count) and the mesh
generation runtime. (b) illustrates the linear correlation between the
segment count and the amount of vertices generated.



viewing distances, for example, to examine the activity of a

single neuron in the context of large-scale network activity,

the representation should permit artifact-free rendering at

multiple scales. In addition, this representation should be

suitable for high-quality renderings for scientific publica-

tions and communication to a larger public audience. Here,

we compare the new mesh representation with existing

visualization techniques. First, we compare the current

state-of-the-art techniques from well-known simulator soft-

ware packages. We then examine specific issues in

visualizing single cells and point out rendering artifacts

that are reduced by using a mesh representation. Finally,

we demonstrate that for visualizing electrical simulations of

large networks of neurons, meshes provide increased

flexibility of visualization, enabling new questions to be

answered in the study of complex network dynamics.

6.1 Comparison with State of the Art

The current state of the art for visualizing neuron models
and simulation results is represented by three software
packages: Genesis [39], NEURON [5], and Neuroconstruct
[14], and from neuron reconstruction packages like
Neurolucida [13]. We therefore compared the graphic

representation of neurons provided by each of the above
packages (see Fig. 13). Genesis provides a graphical
representation of only the electrical cable-equivalent
compartments for a given morphology (which are a
subsampled portion of the actual morphological skeleton).
NEURON produces a line plot of a given neuron using the
actual morphological points including diameter variations,
thus providing a complete two dimensional representation
of the neuron. The soma is represented as a flat disc of the
measured somatic diameter. Neuroconstruct produces a
three-dimensional tube-based representation of a neuron
using morphological point data and the variation of
diameters. The soma is represented by a cylinder with
the connected branches displayed adjacently. The new
technique, described in this paper, produces a continuous
mesh representation that fits the morphological points and
diameter variations. The mesh connects all branches to the
soma through interpolation while maintaining the original
measured soma diameter.

6.2 Visualization of a Single Cell
Electrophysiological Simulation

The structure and form of a neuron is intrinsically linked to
its function and interactions with other neurons. The spatial
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Fig. 13. Comparison of the state-of-the-art neuron representations with the new mesh representation. (a) the line-based representation used in
Genesis where each line represents an electrical compartment of the simulated neuron. (b) a line-based representation in NEURON where each line
corresponds to a morphological segment. (c) the tube-based representation from Neuroconstruct converts each morphological segment into a
continuous faceted pipe. (d) the new continuous mesh representation for the same original morphological skeleton.



structure of the dendrites forms the typical region for
incoming electrical input. The spatial location and propaga-
tion of electrical potentials on the neuronal morphology is
key to understanding how a single neuron integrates
signals from other neurons and ultimately makes the
decision to “spike” and signal other neurons [18]. It is
therefore essential to have clear cues about the three-
dimensional form and relative distances of the different
branches and bifurcations of dendritic morphology from the
soma when visualizing single neuron electrical activity.
Depth cues aid the perception and description of a three-
dimensional scene in terms of distance, surface orientation,
curvature, shape, or form. The advantages of using the
depth cues are as follows, stereo perception improves the
depth map, shading improves the curvature and surface
orientation, and occlusion improves the depth ordering [4].
It is well understood that shading can improve the
perception of solid shapes [24], [35] and in particular can
be helpful to visualize the arborized complex structure of
neurons. In the case of a line rendering of a single neuron,
(see Fig. 14a) shading or reliable occlusion information is
unavailable, making it difficult to discern distal or proximal
portions of a dendrite or axon relative to the soma. Tube-
based rendering (see Fig. 14b) allows shading to be
employed to provide depth cues and improve the percep-
tion of the three-dimensional structure of the neuron and
the relationship of axons and dendrites to the soma. The
new mesh representation provides both depth and occlu-
sion cues (see Fig. 14c) similar to the tube-based representa-
tion, but the mesh forms a continuous connection between
the first-order branches and the cell soma.

6.2.1 Artifacts from Translucency

Translucency can play an important role in providing an
overview and a detailed visualization of phenomena of
interest. View-dependent transparency has been long used
in technical illustration to reduce clutter and highlight
specific features or a model, and more recently has been
employed for computer-based illustration [8], [37], [9].

Here, we apply a simple rule that combines structural
information (the diameter of the axon or dendrite fiber)
with simulated voltage data to define the translucency of
the fibers.

Both the mesh and tube-based representations were used
to explore translucency combined with depth cues. How-
ever, due to the fact that the tube-based representation is
composed of joined cylindrical elements, it exhibits artifacts
at each branch point when translucency is employed (see
Figs. 15a and 15b). On the other hand, the mesh representa-
tion is continuous and forms artifact free transitions at
branch points and at junctions with the soma (see Figs. 15c
and 15d). Therefore, in order to employ translucency to
enhance visualization, a continuous artifact-free representa-
tion such as the new mesh representation, is required.

6.3 Visualization of a Simulated Network

Visualization of a large population of neurons represents a
particular challenge given the density of complex axonal
and dendritic fibers that pervade the scene. One strategy to
reduce the overall density and complexity of the scene is to
use translucency to highlight the activity of interest in the
dense neuronal network. The translucency rule (described
in the previous section) serves to highlight cell activity
when the voltage deviates from a baseline level (for
example, when synaptic input from another cell arrives
on the dendrite or the cell spikes and communicates with
other neurons). By eliminating the density of the neuronal
fibers that are not actively participating in the network at a
specific time, visual clutter is greatly reduced and patterns
in the complex network activity are more readily discerned
as shown in Fig. 16. Specifically, we examine all the
inhibitory presynaptic neurons for an individual layer V
pyramidal cell in a model of rat neocortex. Inhibitory
neurons typically inhibit spike generation in a layer V
pyramidal cell. When any of the inhibitory cells are active
they will prevent the excitatory layer V pyramidal cell
from firing through their influence on its electrical activity.
Different groups of inhibitory cells can be active at
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Fig. 14. Three representations for a single simulated neuron. The line-based representation depicted in (a) misses the shading and the occlusion
clues that are crucial for the perception of complex arborized structures. Both tube-based and mesh representations, respectively, in (b) and (c),
exposes shading and occlusion clues. However, in the case of the mesh representation the connection between the first-order branch with the
generated soma raises the contour clue and facilitates the overall perception of the cell.



different times—often they dynamically shift and oscillate.

Therefore, translucency provides a technique to show only

the population of inhibitory cells active at a given time. In

addition, using this technique enabled us to see the

detailed correlational structure of voltages in independent

somas and dendritic fibers during network activity.

Remarkably, we saw that the voltages in the dendrites of

independent neurons could be highly correlated in space

during different phases of network activity. This provides

insight into the dynamic organization of excitatory and

inhibitory networks in neocortex, which is a central

question in neuroscience [15], [27].

7 DISCUSSION

In this paper, we describe a process and series of algorithms

to transform morphological point reconstruction data from

experimentally traced neurons into a continuous membrane

that is true to the original neuron while preserving the

mapping between the original sampled neuron and the

polygons of the mesh.

7.1 Versatile Neuron Membrane Mesh
Representation

The process described in this paper contributes a novel

representation for simulation-based research in neu-

roscience. This new mesh representation is virtually artifact

free, which facilitates advanced rendering techniques and

scientific exploration without distracting artifacts or clutter.

We have demonstrated that this membrane representation

provides important 3D depth cues from shading, occlusion,

and contour continuity. In addition, we used these meshes

with stereoscopic rendering to provide immersive visuali-

zation experiences. The meshes also currently serves as the
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Fig. 15. Artifacts in the mesh and tube-based representations in opaque and translucent rendering modes. Three locations are observed on the
different representations. The first location (1) exposes the termination of a dendrite with a strong curvature and increased diameter, whereas the
two other locations (2 and 3) show complex branch points. The opaque tube-based representation (a) and the opaque mesh (b) compose the first
row. In this case the coarse tube-based representation competes with the mesh representation despite the continuity issue between the first-order
branches and the soma. The second row exposes the same representations rendered with translucency. While the continuous mesh membrane (d)
does support translucency without severe artifacts, the tube-based representation (c) exposes the limits of its tube-based representation and makes
difficult the interpretation of the simulation color.



structural basis for more detailed models that take into

account molecular reactions and diffusion throughout the

internal structure of the neuron [31]. They are also used for

the visualization of a variety of neuronal properties

including ion channel densities and currents, and synaptic

properties.

7.2 Limitations

The accuracy of the mesh was validated by comparing the

diameter and the position of the vertices in the branches

against the diameter and position of the morphological

point representation. The robustness of this technique has

been demonstrated by generating nearly 200 neuron meshes
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Fig. 16. Visualization of dynamics of a single layer V pyramidal cell and its presynaptic inhibitory cells. A complex neuronal microcircuit is simulated
using large-scale compartment-based electrical simulation and a single specific postsynaptic neuron is extracted with all its presynaptic inhibitory
cells. The figure depicts four time stamps of the simulation, where the overall network is first at a resting potential, then gets activated, and finally
reverts to a stable state. Membrane voltage around �72 mV is considered as hyperpolarized (or inhibited). Around �40 mV, the membrane is
depolarized (or excited). After a certain threshold of depolarization at the soma, the neuron will generate a “spike” and convey an electrical signal to
its postsynaptic cells. In the first row, the behavior of the studied population is rendered without translucency: all the cells are visible and it is difficult
to distinguish which presynaptic inhibitory cells are involved in the activity of the postsynaptic cell. In the second row, a translucency factor is applied
to the cells: the opacity of the branches is defined by the combination of the thickness of the branch and the simulated membrane potential. In this
case, only the inhibitory cells actively involved in the inhibition of the pyramidal cell are apparent. The correlation between the opacity and the
thickness of the branches reveals the primary branches of the cells and removes the smaller branches, which would appear as aliasing at this
distance and would add only noise in the rendering. Note that the dendritic and somatic voltages of independent neurons can be highly correlated in
both space and time.



from a broad variety of available reconstructed neurons [16]
without requiring the adjustment of any fitting parameters.

However, the original morphological data suffer from
low resolution measurements of the soma and branch
junctions. Although bright field microscopy reconstructions
remain relatively inexpensive and prevalent, laser-scanning
confocal or electron microscopy (EM) could ultimately offer
high resolution data to accurately capture the soma and
branch junctions in the future.

7.3 Lessons Learned

In the course of this work, we have seen that geometrically
and topologically accurate depictions of the neuronal
morphology are much more than simple eye candy. The
spatial structure is extremely relevant to the dynamics and
function of single neurons. Accurate visualization of the
spatial and temporal aspects of electrical activity within
individual neuron morphologies is therefore essential to the
scientific discovery process. Neurons themselves are diffi-
cult entities to visualize. The ratio between the finest fibers
(<1 �m) and the overall size of a neuron (up to 1 mm)
makes the rendering process challenging. The overall
quantity of data to accurately represent all portions of the
neuron is substantial and with large networks composed of
unique neuron meshes, the IO performance is a significant
challenge that remains to be addressed.

Another challenge that had to be addressed for high
resolution renderings was to combine over- and multi-
sampling techniques in order to accurately antialias the
images. Multisampled meshes is a straight forward and
ubiquitous hardware feature, however, in our experience,
some tube-based rendering techniques are not amenable to
multisampling. The reason is that, except for recent
hardware that allows a full shader execution per sample,
discard fragment operations kill all fragment samples, thus
quadratic equation-based or ray-casted primitives from the
literature are multisampling incapable. On top of the
technical issues, we had to learn how to use such complex
neuronal morphologies to visualize network simulations.
Here, it became clear that translucency was essential to
avoid single cell artifacts and reduce scene clutter. The
density of neuronal fibers is such that most activity will be
obscured if some translucency is not employed to reduce
the density of the scene.

We saw that the tube-based representation can be
sufficient for many purposes. If the scene does not involve
close views of the network, tube-based representations are
virtually indistinguishable from those generated from a
mesh. However, the mesh representation becomes essential
when viewing single neurons or networks at multiple
spatial scales. This mesh provides a high quality artifact free
representation across all scales. We have found that it is
possible to perform near real-time rendering of simulation
data on 100 meshes of around �150k triangles on modern
PC hardware. Additional optimizations, such as levels of
detail and the appropriate culling algorithm, may enable
even larger scenes to be interactively explored.

7.4 Insights

An important scientific insight was gained through these
visualizations—that somatic and dendritic voltages of

independent neurons could be highly correlated during
network activity. The mechanisms producing such correla-
tional structure are under active investigation. In general,
high fidelity rendering with a minimum of artifacts allows
scientists to visualize detailed physiological simulations and
deepen the understanding of the complex neuronal dy-
namics of both individual neurons and large-scale networks.

7.5 Future Directions

We have shown that our approach generalizes quite well
for different classes of cortical neurons. The meshes could
also serve as the structural basis of more detailed neuron
models that take into account molecular reactions and
diffusion throughout the internal structure of the cell [31].
We intend to apply and generalize the algorithm to handle
other neuron classes from throughout the brain in the near
future. In addition, this method could also apply to glial
cells—important support cells for neurons—as well. The
vasculature in the brain—the complex, arborized struc-
tures of the blood supply—could also be modeled using
this technique.
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