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Abstract. In the last few years the efficiency of secure multi-party computation (MPC) increased in
several orders of magnitudes. However, this alone might not be enough if we want MPC protocols to be
used in practice. A crucial property that is needed in many applications is that everyone can check that
a given (secure) computation was performed correctly — even in the extreme case where all the parties
involved in the computation are corrupted, and even if the party who wants to verify the result was not
participating. This is especially relevant in the clients-servers setting, where many clients provide input
to a secure computation performed by a few servers. An obvious example of this is electronic voting,
but also in many types of auctions one may want independent verification of the result. Traditionally,
this is achieved by using non-interactive zero-knowledge proofs during the computation.

A recent trend in MPC protocols is to have a more expensive preprocessing phase followed by a very
efficient online phase, e.g., the recent so-called SPDZ protocol by Damgard et al. Applications such as
voting and some auctions are perfect use-case for these protocols, as the parties usually know well in
advance when the computation will take place, and using those protocols allows us to use only cheap
information-theoretic primitives in the actual computation. Unfortunately no protocol of the SPDZ
type supports an audit phase.

In this paper, we show how to achieve efficient MPC with a public audit. We formalize the concept of
publicly auditable secure computation and provide an enhanced version of the SPDZ protocol where,
even if all the servers are corrupted, anyone with access to the transcript of the protocol can check
that the output is indeed correct. Most importantly, we do so without significantly compromising the
performance of SPDZ i.e. our online phase has complexity approximately twice that of SPDZ.
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1 Introduction

During the last few years MPC has evolved from a purely theoretical to a more practical tool. Several recent
protocols (e.g. BeDOZa [7], TinyOT [31] and the celebrated SPDZ [18,16]) achieve incredible performance for
the actual function evaluation, even if all but one player is actively corrupted. This is done by pushing all the
expensive cryptographic work into an offline phase and using only simple arithmetic operations during the
online phase!. Since these protocols allow the evaluation of an arbitrary circuit over a finite field or ring, one
can in particular use these protocols to implement, for instance, a shuffie-and-decrypt operation for a voting
application or the function that computes the winning bid in an auction. It is often the case that we know
well in advance the time at which a computation is to take place, and in any such case, the aforementioned
protocols offer very good performance. In fact the computational work per player in the SPDZ protocol is
comparable to the work one has to perform to compute the desired function in the clear, with no security.
However, efficiency is not always enough: if the result we compute securely has large economic or political
consequences, such as in voting or auction applications, it may be required that correctness of the result can
be verified later. Ideally, we would want that this can done even if all parties involved in the computation
are corrupted, and even if the party who wants to verify the result was not involved in the computation.
The traditional solution to this is to ask every player to commit to all his secret data and to prove in zero-
knowledge for every message he sends, that this message was indeed computed according to the protocol.
If a common reference string is available, we can use non-interactive zero-knowledge proofs, which allow
anyone to verify the proofs and hence the result at any later time. However, this adds a very significant
computational overhead, and would lead to a horribly inefficient protocol, compared to the online phase of
SPDZ, for instance.

It is therefore natural to ask whether it is possible to achieve the best of both worlds and have highly efficient
MPC protocols with a high-speed online phase that are auditable, in the sense that everyone who has access
to the transcripts of the protocol can check if the result is correct even when all the servers are corrupted.
In this paper we answer this question in the affirmative.

1.1 Contributions and Technical Overview

The model. In this work we will focus on client-server MPC protocols, where a set of parties (called the
input parties) provide inputs to the actual working parties, who run the MPC protocol among themselves and
make the output public2. We will focus on the setting of MPC protocols for dishonest majority (and static
corruptions): as long as there is one honest party we can guarantee privacy of the inputs and correctness of
the results, but we can neither guarantee termination nor fairness. We will enhance the standard network
model with a bulletin board functionality. Parties are allowed to exchange messages privately, but our protocol
will instruct them also to make part of their conversation public.

Auditable MPC. Our first contribution is to provide a formal definition of the notion of publicly auditable
MPC as an extension of the classic formalization of secure function evaluation. We require correctness and
privacy when there is at least one honest party, and in addition ask that anyone, having only access to the
transcript of the computation published on the bulletin board, can check the correctness of the output. This
is formalized by introducing an extra, non-corruptible party (the auditor) who can ask the functionality if
the output was correct or not®. We stress that the auditor does not need to be involved (or even exist!)

!The offline phase is independent from the inputs and the circuit to be computed — only an upper bound on the
number of multiplication gates is needed.

2Note that the sets need not be distinct, and using standard transformations we can make sure that the servers
do not learn the inputs nor the output of the computation (think of the inputs/output being encrypted or secret
shared).

30f course, this only holds in the case where the computation did not abort.



before and during the protocol. The role of the auditor is simply to check, once the computation is over,
whether the output was computed correctly or not.*

SPDZ recap. Given the motivation of this work, we are only interested in the notion of auditable MPC
if it can be achieved efficiently. Therefore our starting point is one of the most efficient MPC protocols for
arithmetic circuits with a cheap, information-theoretic online phase, namely SPDZ.

In a nutshell SPDZ works as follows: At the end of the offline phase all parties hold additive shares of
multiplicative triples (z,y, z) with z = « - y. Now the players can use these preprocessed triples to perform
multiplications using only linear operations over the finite field (plus some interaction). Moreover, these
linear operations can now be performed locally and are therefore essentially for free. However an adversary
could send the honest parties a share that is different from what he received at the end of the offline phase.
To make sure this is not the case, SPDZ adds information-theoretic MACs of the form v = « - x to each
shared value x, where both the MAC « and the key « are shared among the parties. These MACs are trivially
linear and can therefore follow the computation. Once the output is reconstructed, the MAC keys are also
revealed and the MACs checked for correctness, and in the case the check goes through, the honest parties
accept the output.

Auditable SPDZ. In order to make SPDZ auditable, we enhance each shared value x with a Pedersen
commitment g*h” to x with randomness r. The commitment key (g, k) comes from a common reference string
(CRS), such that even if all parties are corrupted, those commitments are still (computationally) binding,.
To allow the parties to open their commitments, we provide them also with a sharing of the randomness r
(each party already knows a share of x). It is easy to see that this new representation of values is still linear
and is therefore compatible with the existing SPDZ framework. During the computation phase, the parties
ignore the commitments (they are created during the offline phase, and only the openings must be sent to
Fouueriy) and it will be the job of the auditor to use the linear properties of the commitments to verify
that each step of the computation was carried out correctly. Clearly the offline phase of SPDZ needs to be
modified, in order to produce the commitments to be used by the auditor. Moreover, we have to make this
preprocessing step auditable as well.

1.2 An Example Application: Low-latency Voting from MPC

Our work can be seen as a part of a recent trend in understanding how generic MPC protocols perform (in
terms of efficiency) in comparison to special-purpose protocols (see [15,24] for a discussion on private-set
intersection). A notable example of special purpose secure computation protocols are mixed-networks (mix-
nets), first introduced by Chaum in 1981 [13]. Here we show how our publicly auditable version of SPDZ
compares favorably with mix-nets in terms of latency.

In mix-nets a number of clients submit their encrypted inputs to some servers, who jointly shuffle and decrypt
the inputs in such a way that no one should be able to link the input ciphertexts with the output plaintexts,
if at least one of the shuffling servers is honest. Mix-nets are of prime importance in electronic voting (like
e.g. the famous Helios [1] system). A disadvantage of mix-nets is that they are inherently sequential: server
1 cannot start shuffling before receiving the output of the shuffle performed by server ¢ — 1. Now, given that
the voter’s privacy depends on the assumption that there is at least 1 out of n uncorrupted server, it is
desirable to increase the number of parties involved in the shuffle as much as possible. However, when using
mix-nets the latency of the protocol is linear in n, and therefore increasing n has a very negative impact on
the total efficiency of the protocol, here measured by the time between the last voter casts his vote and the
output of the election is announced. We argue here that implementing a shuffle using a generic protocol like
SPDZ makes the latency independent of the number of servers performing the shuffle.

4In terms of feasibility, auditable MPC can be achieved by compiling a strong semi-honest protocol with NIZKs
— a semi-honest MPC protocol alone would not suffice as we cannot force the parties to sample uniform randomness,
nor can we trust them to force each other to do so by secure coin-tossing when everyone is corrupted. However, this
would not lead to a very practical solution.



More formally, let n be the number of servers, m the number of input ciphertexts, A a computational security
parameter and sec a statistical security parameter. The computational latency of mix-nets, here defined as
the time we have to wait before all servers have done their computational work, will be at least O(n-m-\3).
Using SPDZ, the computational latency is O(m -log(m) - sec?),® since the total complexity of SPDZ is linear
in n and the servers work in parallel (this was even verified experimentally). Therefore mix-nets are more
expensive by a factor of (logm . 5’2;): This is a significant speedup when n grows — note also that typical
values of A for public-key cryptography can be one or two orders of magnitudes greater than typical values
for a statistical security parameter sec (only field operations are performed during the SPDZ online phase).
Clearly, to verify the impact in practice one would have to implement both approaches and compare them.
We leave this as an interesting future work.

The above comparison only considers the efficiency of the two approaches. However, as argued before, in
applications like voting it is crucial to allow the voters to check that the outcome of the election is correct.
Most mix-nets protocol already achieve public verifiability using non-interactive zero-knowledge proofs for
the correctness of shuffles. This motivates our study of auditable generic protocols.

1.3 Related Work

For certain applications, there already exist auditable protocols. The idea is known in the context of e.g.
electronic voting as public verifiability, and can also be found concerning online auctions and secret sharing.
To the best of our knowledge, the term public verifiability was first used by Cohen and Fischer in [14].
Widely known publicly auditable voting protocols are those of Schoenmakers [35] and Chaum et al. [12]
and the practical Helios [1]. Also stronger notions for voting protocols have been studied, see e.g. [34,29,37].
Verifiability also appeared for secret sharing schemes [35,22,36] and auctions [30,33]. We refer the reader
to the mentioned papers and the references therein for more information on these subjects. It is crucial to
point out that our suggested approach is not just another voting protocol — instead we lift verifiability to
arbitrary secure computations. In this setting, the notion of public verifiability has not been studied, with
the exception of [19], where the author presents a general transformation that turns universally satisfiable
protocols into instances that are auditable in our sense. This transformation is general and slows down the
computational phase of protocols, whereas our approach is tailored for fast computations.

In publicly verifiable delegation of computation (see e.g. [23,21] and references therein) a computationally
limited device delegates a computation to the cloud and wants to check that the result is correct. Verifiable
delegation is useless unless verification is more efficient than the evaluation. Note that in some sense our
requirement is the opposite: We want our workers to work as little as possible, while we are fine with asking
the auditor to perform more expensive computation.

External parties have been used before in cryptography to achieve otherwise impossible goals like fairness [26],
but note that in our case anyone can be the auditor and does not need to be online while the protocol
is executed. This is a qualitative difference with most of the other semi-trusted parties that appear in
the literature. A recent work [4] investigated an enhanced notion of covert security, that allows anyone to
determine if a party cheated or not given the transcript of the protocol — note that the goal of our notion is
different, as we are interested in what happens when all parties are corrupted.

2 Defining Auditable MPC

In this section, we formalize our notion of publicly auditable MPC. We add a new party to the standard
formalization which only performs the auditing and does not need to participate during the offline or the
online phase. This auditor does not even have to exist when the protocol is executed, but he can check

5The A\* factor is there because of the re-randomization step that is crucially done in every mix-net. Using “onions”
of encryptions would not be more efficient.
5The m - logm factor comes from the optimal shuffle of Ajtai et al. [3].



the correctness of a result based on a protocol transcript. This formal hack makes it possible to guarantee
correctness even if everyone participating in the computation is corrupted”.

As mentioned, we put ourselves in the client-server model, so the parties involved in an auditable MPC
protocols are:

The input parties: We consider m parties Z1, ..., Z,,, with inputs (z1,...,2m).

The computing parties: We consider n parties P, ..., P, that participate in the computation phase.
Given a set of inputs 1, ..., z,, they compute an output y = C(x1, ..., T, ) for some circuit C over a finite
field. Note that {Z1,...,Z,,} and {P1, ..., P, } might not be distinct.

The auditor: After the protocol is executed, anyone acting as the auditor Taypr can retrieve the transcript
of the protocol 7 from the bulletin board and (using only the circuit C' and the output y) determine if
the result is valid or not.

Our security notion is the standard one if there is at least one honest party (i.e. we guarantee privacy,
correctness, etc.). However standard security notions do not give any guarantee in the fully malicious setting,
i.e. when all parties are corrupted. We tweak the standard notions slightly and ask an additional property,
called auditable correctness.

This notion captures the fact that in the fully malicious case, the input cannot be kept secret from the
adversary A. But we still want to prove that if the computing parties deviate from the protocol, this will be
caught by Taupir, who has access to the transcript of the execution using a bulletin board Fgyiierin-

More formally, our definition for auditable correctness is as follows:

Definition 1 (Auditable Correctness). Let C be a circuit, x1,..., T, be inputs to C, y be a potential
output of C' and T be a protocol transcript for the evaluation of the circuit C'. We say that an MPC protocol
as satisfies Auditable Correctness if the following holds: The auditor Taypir with input T outputs ACCEPT
y with overwhelming probability if the circuit C' on input x1,...,x, produces the output y. At the same
time the auditor Taupir will return REJECT (except with negligible probability) if T is not a transcript of an
evaluation of C or if C(x1,...,xm) # Y.

In Figure 1 we present an ideal functionality that formalizes our notion of auditable MPC in the UC
setting (where we use the same notation as before). We use this ideal world-real world paradigm, because
it simplifies the proof, whereas the game-based definition gives a better intuition about auditability. The
protocol/simulator transcript can then be used as in Definition 1, and a protocol that is secure in the ideal
world-real world setting is also auditable correct according to the definition.

To simplify the exposition, Faypirmpc is only defined for one output value y. This can easily be generalized.
Note that we only defined our Faypirmpc for deterministic functionalities. The reason for this is that when
all parties are corrupted even the auditor cannot check whether the players followed the protocol correctly
in the sense of using real random tapes. This can be solved (using standard reductions) by letting the input
parties contribute also random tapes and define the randomness used by the functionality as the XOR of
those random tapes — but in the extreme case where all the input parties are corrupted this will not help
us.

3 An Auditable MPC Protocol

We now present an MPC protocol that is an extension of [18,16]. We obtain a fast online phase, which almost
only consists of opening shared values towards parties.

"We are not adding a semi-trusted third party to the actual protocol: Our guarantee is that if there exist at least
one honest party in the universe who cares about the output of the computation, that party can check at any time
that the output is correct.



Functionality Favoirmprc

Initialize: On input (Init, C,p) from all parties (where C' is a circuit with m inputs and one output, consisting of
addition and multiplication gates over Z;):
(1) Wait until A sends the sets Agr C {1,...,m}(corrupted input parties) and Agp C {1,...,n}(corrupted
computing parties)
Input: On input (Input,Z;, varid,, z) from Z; and (Input,Z;, varide,?) from all parties P;, with varid, a fresh
identifier:
(1) If i € Apr then store (varid,, z). Else let A choose z’ and store (varidy,z’).
(2) If |Agp| = n, send (Input, Z;, varid, ) to all P;.
Compute: On input (Compute) from all parties P;:
(1) If an input gate of C' has no value assigned, stop here.
(2) Compute y. = C(z1,...,T,)
(3) if |Agp| =0 set yo = ye.
if |Agp| > 0 output y. to A and wait for y, from A. If |[Agpp| < n, the functionality accepts only
Yo € {L,yc}. If |Agp| = n, any value y, € Z, U {L} is accepted.
(4) Send (output, y,) to all parties P;.
Audit: On input (Audit,y) from Tavor (where y € Z;), and if Compute was executed, the functionality does
the following:
if y. = yo = y then output ACCEPT y.
if yo = L then output NO AUDIT POSSIBLE.
if yo # yo or y # y, then output REJECT.

Fig. 1: The ideal functionality that describes the online phase

Our setup. Let p € P be a prime and G be some abelian group (in multiplicative notation) of order p where
the Discrete Logarithm Problem(DLP) is hard to solve. The MPC protocol will evaluate a circuit C over Z,,
whereas we use the group G to ensure auditability. Therefore, let g, h € G be two generators of the group
G where h is chosen such that log,(h) is not known (e.g. based on some CRS). For two values z,7 € Z;, we
define pc(x,r) := g*h".

We assume that a secure channel towards the input parties can be established, that a broadcast functionality
is available and that we have access to a bulletin board Fpyiiery (Fig. 2), a commitment functionality
Feoowurr® (Fig. 3) and a procedure to jointly produce random values Pprovipsranvon (Fig. 4)°. To implement
PrrovieRanvou 1€t Us(g,1) be a random oracle with seed s € {0, 1}* that outputs a uniformly random element
from Zfl. We use the bulletin board Fpyeriv to keep track of all those values that are broadcasted. Observe
that no information that was posted to Fgyperin can ever be changed or erased.

Sharing values for the online phase. All computations during the online phase are done using additively-
shared values. The parties are committed to each such shared value using a MAC key « and a commitment
to the shared value. The key « is also additively-shared among the parties, where party P; holds share «;
such that o« = >~ | o;, and the commitments to each value are publicly known.

We define the (-)-representation of a shared value as follows:

Definition 2. Let r,s,e € Z,, then the (r)-representation of r is defined as

<’I“> = ((7"1, "'?rn)a (V(T)lv "'77(r)n))

8This other commitment functionality might be implemented by a hash function/random oracle, and is used
whenever the linear operations of the commitment scheme are not necessary.

9Note that the random oracle model and Fcomr Were already assumptions used in the original SPDZ protocol,
our extra assumptions are the existence of Fpuiern and the DLP-hard group G.



The ideal functionality Fpurier

Store: On input (Store,id, i, msg) from P;, where id was not assigned yet, the functionality stores (id, i, msg).

Reveal IDs: On input (All) from party P; the functionality reveals all assigned id-values to P;

Reveal message: On input (Getmsg,id) from P;, the functionality checks whether id was assigned already. If
so, then it returns (id, j, msg) to P;. Otherwise it returns (id, L, L).

Fig.2: The ideal Functionality for the Bulletin board

The ideal functionality Fcomur

Commit: On input (Commit,v,r,4,7,) by P;, where both v and r are either in Z, or L, and 7, is a unique
identifier, it stores (v,r,,7,) on a list and outputs (¢,7,) to all players.

Open: On input (Open,i,7,) by P;, the ideal functionality outputs (v, r,,7,) to all players. If (NoOpen, i, 7,) is
given by the adversary, and P; is corrupt, the functionality outputs (L, 1,4, 7,) to all players.

Fig. 3: The Ideal Functionality for Commitments

where r =Y 1 vy and oo =Y . y(r);. Bach player P; will hold his shares r;,¥(r); of such a represen-
tation. Moreover, we define

(r) +{s) = ((r1 + s1, s 7+ 80), (V)1 +7(8) 15, V()0 +7(5)n))
e (r):=((e-ri,...e-mn), (€ y(r), e v(r)n))
e+ (ry:=((r1+ere,...rn),(y(r)1+e-ar, ...y + e ay))

This representation is closed under linear operations:

Remark 1. Let r,s,e € Z,. We say that (r) = (s) if both (r}, (s) reconstruct to the same value. Then it holds
that
(r)+(s) = (r+s), e-(r) =(e-r), e+ (r)={etr)

A value that is shared as above is reconstructed or opened!® by summing up all shares. The correctness of
this opening can be checked by checking the MAC(we will use a protocol where o will not be revealed).
A value (a) can either be publicly opened if every player P; broadcasts its share a;, or opened towards P;
if every other party P;,j # ¢ sends its share a; to P;. Similarly, if the players open towards Fpyriern this
means that they send their shares of the particular value to the bulletin board.

During the online phase, the parties either open sharings (without revealing the MACs) or do the linear
operations defined above. Together with the Beaver circuit randomization technique from [5] and a MAC
checking procedure for the output phase, this already yields an actively secure MPC scheme that is secure
against up to n — 1 corrupted players'®.

The [-]-representation In order to make SPDZ auditable we enhance the way shared values are represented
and stored. In a nutshell we force the computing parties to commit to the inputs, opened values and outputs
of the computation. All intermediate steps can then be checked by performing the computation using the
data on Fpypgrin. The commitment scheme is information-theoretically hiding, and we will carry both the
actual value (r) as well as the randomness (r,.qnq) of the commitment through the whole computation.

The commitment to a value r will be a Pedersen commitment (see [32]) pe(r, rrand). When we open a [-]-
representation, we reconstruct both r and r,4,4.!> This way the commitment is also opened (it is already
published on Fpypiern) and everyone can check that it is correct (but the computing parties do not need to
do so).

10We use both terms for it in this paper.
"Provided that the offline phase generates valid multiplication triples and random values together with MACs.
120ur different flavours of opening for (-)-representations can be applied here as well.



Procedure PPROVIDERANDOM

Even though we do not mention minimum lengths of seeds here, they should be chosen according to a concrete
security parameter.

ProvideRandom(q,l) On input (Urandomness, ¢,1) from each party P;:
(1) Each party P; commits to a seed s; € {0,1}" using Fcomur. It also sends the commitment to Fpuiern.

(2) Each party opens its commitment to all parties and Fpuiierin-
(3) Each party locally computes s =81 @ -+ D Sn
(4) Each party outputs v « Us(g,1).

Fig.4: A protocol to jointly generate random values

Procedure pMULT

Multiply([r], [s], [a], [o], [<]):
(1) The players calculate [y] = [r] — [a], [0] = [s] — [o]
(2) The players publicly reconstruct 7, d, Yrand, drana and send these values to Fpurierin-
(3) Each player locally calculates [¢] = [c] + d[a] + ~[b] + vd
(4) Return [¢] as the representation of the product.

Fig. 5: Protocol to generate the product of two [-]-shared values

Definition 3. Let 7,7rqna € Z, and g,h € G where both g,h generate the group, then we define the [r]-
representation for r as

HT]] = (<T>, <Trand>,pc(r, rrand))

where (1), (Trand) are shared among the players as before.

We define linear operations on the representations as before:

Definition 4. Let a,b, arand; brand, € € Z,. We define the following linear operations on [-]-sharings:

[[(ZH =+ [[b]] = (<a> + <b>a <arand> + <brand>apc(a, a?“and) . pc(bv brand))
€ [[a]] = (e (a), e (arana), (pc(a, arana))®)
e+ [a] == (e + (a), (arana), pe(e, 0) - pe(a, arana))

With a slight abuse in notation, we see that

Remark 2. Let r,s,e € Zj. It holds that
[Fl+Msl =lr+sl, e-Irl=Tle-rl, e+ [r] = [e+7]

In order to multiply two representations, we rely on the protocol in Figure 5 (as in [5]): Let [r], [s] be two
values where we want to calculate a representation [¢] such that ¢t = r - s. Assume the existence of a triple
([a], [], [€]) such that a,b are uniformly random and ¢ = a - b. Then one can obtain [t] using Phryir-

Most interestingly, one does not have to perform the computations on the commitments during the online
phase. Instead, only the (-)-representations are manipulated!

Shared randomness from an offline phase Our online phase relies on the availability of [-]-representations
of random values and multiplication triples. In Figure 6 we define the functionality Fggryp that describes our
preprocessing protocol, which is essentially an auditable version of the SPDZ preprocessing functionality. If
all parties are corrupted, the functionality might output an incorrect result — however this can be checked
by the auditor. Since we assume that g, h come from a CRS, the audit is still correct in this setting.



Functionality Fserve

Let ® be the pointwise multiplication of vector entries.

Initialize: On input (Init,p,!) from all players, the functionality stores the prime p and the SIMD factor . A
chooses the set of parties Agp C {1,...,n} he corrupts.
(1) Choose a g € G and s € Zj, set h = g°. Send g, h to A.
(2) For all i € App, A inputs «; € Zp, while for all i ¢ App, the functionality chooses «; <+ Z, at random.
(3) Set they key o =" | a; and send (a4, g, h) to Pi,i & App.
(4) Set the flag f =T.
Audit: On input (Audit), return REJECT if f = L or if Initialize or Compute was not executed. Else return
ACCEPT.

Macro Bracket(ri,...,7n, S1,...,8n,d): This macro will be run by the functionality to create [-]-representations.
(1) Definer =" ri, 8= 1 si.
(2) If |Agp| = n, A inputs a vector A. € G%.
If A. is not the (1,...,1) vector, set f = L. If |[Agp| < n set A, to the all-ones vector.
(3) Compute com = pc(r,s) ® A..
(4) Run macro (r) < Angle(ry, ..., 7y, d) and (s) < Angle(si, ..., Sn,d).
(5) Define [r] = ({(r), (s), com). Return [r].

Macro Angle(r1,...,7,,d): This macro will be run by the functionality to create (-)-representations.
(1) Define r=3""_ 7
(2) Fori € Agp, A inputs v,, A, € Zg, and for ¢ ¢ App, choose 7, €r Zg at random except for v;, with j
being the smallest index not in Agp (if there exists one).
(3) I [App|<nsety=a-r+Ayandv; =v =37, v; elseset y =371, v,
(4) Define (r) = (r1,...;Tn, Y15 ---»¥y)- Return (r).

Fig. 6: The ideal functionality that describes the output of the offline phase

The online phase The online phase of our protocol is presented in Figure 7. To create the transcript, every
party puts all values it ever sends or receives onto Fpyiiern (€xcept for the private reconstruction of input
values)!®. The check of the MACs is done as in SPDZ using the protocol in Figure 8.

4 Security of the Online Phase

In this section, we will prove that for all poly-time adversaries A there exists a simulator Soxne such that
I pypirvipe 18 indistinguishable from Faypirvpce to every poly-time environment Z. As we argued before, this
also implies that ITaypirvpce fulfills the auditable correctness requirement from Definition 1.

We start with the following Lemma from [16, Lemma 1] about correctness and soundness of the MAC check.
We then prove the security of the online phase in Theorem 1.

Lemma 1. Let p € P. On input (a1,v(a1),...,as,¥(at),p) PourckMmac 8 correct and sound:

IfVi: a-a; =v(a;) then it returns 1 with probability 1.
If Ji: - a; #v(a;) then it rejects except with probability 2/p.

Theorem 1. In the Fsgrur, FBurLeriv, FComurr-hybrid model with a random oracle, the protocol IIaypirmpc

implements Fayprrmpc With computational security against any static adversary corrupting all parties if the
DLP is hard in the group G.

13This does not break the security, because (informally speaking) this is the same information that an A receives
if he corrupts n — 1 parties.



Protocol HAUDITMPC

Initialize: On input (Init,C,p) from all parties (where p € P and C is a circuit over Zp, with p multiplication
gates):

(1) The parties send (Init, p,1) to Fservr and obtain their shares «;.

(2) The parties choose the smallest 7 > p such that I|7 and send (GenerateData,m + 2,7) to Fgerue. If they
obtain p’ < p triples, they continue sending (GenerateData, 0, 7) until they obtained at least p triples in
total.

Input: Oninput (Input, Z;, varid, x;) by Z; and (Input, Z;, varid, 7) from all P, the parties and Z; do the following

(using a new random value [r]):

(1) [r] is privately opened as 7, 7rana to Z;.

(2) Let ¢ be the commitment of [r] on Fpuiern. Zi checks that ¢, = pe(r, Trana). If not, the protocol is
aborted.

(3) Z; broadcasts € = z; — r to all P; and Fpuierx.

(4) All players locally compute [z;] = [r] + €

Compute: Upon input (Compute) from all P;, if Initialize has been executed and inputs for all input wires of

C have been assigned, evaluate C gate per gate as follows:

Add: For two values [r], [s] with IDs varid,, varids:

(1) Let varid; be a fresh ID. Each party locally computes [t] = [r] + [s] and assigns varid; to it. The
commitments are excluded from the computation.

Multiply: Multiply two values [r], [s] with IDs varid., varids, using the multiplication triple ([a], [6], [c])-
(1) Let varid; be a fresh ID. The parties invoke Py Multiply([r], [s], [a], [0], [c]) to compute [¢] and

assign the ID varid;. The commitments are excluded from the computation.

Output: The parties open the output [y]. Let a, ..., a; be the values opened.

(1) All parties compute
7 < Pcuscxmac.CheckOutput(ar, y(a1), . . ., ar,y(at),p)
If r # 0 then stop.

(2) All parties open the output [y] towards Fsuriemn.

(3) All parties compute
s < Peuscmac-CheckOutput (y, v(y), Yrand, ¥ (Yrand), D)
If s # 0 then stop. Otherwise output y.

Audit:

(1) If the Output step was not completed, output NO AUDIT POSSIBLE.

(2) Run Audit for Fsprue. If it returns ACCEPT then continue, otherwise output NO AUDIT POSSIBLE.

(3) We follow the computation gates of the evaluated circuit C' in the same order as they were computed. For
the i-th gate, do the following:

Input: Let [[r]] be the opened value and varid, be the ID of input x. Set cyaria, = pc(e,0) - ¢, where c is
the commitment in [r] and e is the opened difference.

Add: The parties added [r] with varid, and [s] with varids to [t] with varids. Set cvarid, = Cvarid,.
Cvaridg -

Multiply: The parties multiplied [r] with varid, and [s] with varids (using the auxiliary values
[al, [o], [cl, [7], [0] with their respective IDs). The output has ID varid,.
(a‘) Set Cvarid; = Cvaride * Cyaridg ° c::am’db : pC(’y . 57 0)
(b) Check that Cvarid, * Cyoriq, < pe(y, Yrana,) and

Cvarids ~c;a1ndb < pc(0, Orand,). If not, output REJECT.
(4) Let y be the output of Output and ¢, be the commitment for the output value [y].
If ¢y = pc(y, Yrana) then output ACCEPT y.
If ¢y # pc(Y, Yrand) then output REJECT.

Fig. 7: The protocol for the online phase

Proof. We prove the above statement by providing a simulator Sonuwe (see Figure 9). The simulator is
divided for two cases, for the honest minority (Sonimexormar i Figure 10) and the fully malicious setting
(Sosue,ruLe in Figure 11).
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Procedure PcugckMac

CheckOutput(vi,y(v1), ..., ve, ¥(ve), m) Here we check whether the MACs hold on ¢ reconstructed values.
(1) Each P; samples a value s; and, to obtain the vector , invokes Pprovioeranvom- Provide Random(m, t) with
the seed s;.

2) Each P; computes v =>_r_, 7[i] - v;.
3) Each P; computes y; = Z§'=1 r[j] - v(v;) and 05 = v; — s - v.
4) Each P; commits to o; using Foomur as c.

) Each ¢} is opened towards all players using Fcoonur-

) If o =>"" | 0; is 0 then return 1, otherwise return 0.

o~~~ —~

5
6

Fig. 8: Procedure to check validity of MACs

Simulator Sonuine

(1) Wait for the set Agp of corrupted players from Z.
(2) If |App| # n then forward all incoming messages that are not from Sonvie,xoruar t0 SOnuie,voruar, and forward
all messages that come from Sonuenorvar tO the recipient.
If |Agp| = n then forward all incoming messages that are not from Soxumerurt t0 Soxune,rui, and forward all
messages that come from Sonxuwerun to the recipient.

Fig.9: Simulator for the online phase

At least one honest party. The simulator runs an instance of ITayprvpc With the players controlled by
Z and simulated honest parties. For Initialize, Input, Add, Multiply it performs the same steps as in
I pypirvpc, only that it uses a fixed input O for the simulated honest parties during Input. Since every set
of at most n — 1 shares of a value is uniformly random and does not reveal any information about the shared
secret, this cannot be distinguished from a real execution.

During Output, we adjust the shares of one simulated honest party to agree with the correct output y from
Favorrmpc: The simulator obtained the result 3’ of the simulated computation, hence it can adjust the share
of a simulated honest party. Moreover, it also adjusts the MAC share as depicted in Sonping,noruar Using the
MAC key « provided by Fsgrup. As argued in [18], the distribution of these shares of the simulated honest
parties is the same as during a protocol execution.

The commitment is information-theoretically hiding, and since the discrete logarithm logg(h) is known to
Soxue xorvaL, 1t can compute a randomness value Yrqng that correctly opens the commitment in [y] as
posted on Fpypuemn for the value y instead of . It then adjusts a share of y.. .., such that (v, y....,) open
the commitment. Once again, the distribution of this share of y,4n4 agrees with the distribution in a real
protocol execution.

If moreover Z decides to stop the execution, then Sowuivenormar Will forward this to the ideal functionality
and Z will not receive any additional information, as in the real execution.

During the Audit phase, we also do exactly the same as in the protocol. Note that both Output and Audit
will always reveal the correct values from Faypirvmpc in the simulated case. We have to show that in the real
protocol, the probability that A can cheat is negligible.

Output: There are three ways how the output can be incorrect with respect to the inputs and the calculated
function, which is if a multiplication triple was not correct even though it passed the check, or if a
dishonest party successfully adjusted the MACs during the computation, or it successfully cheated during
the output phase. As argued in [18], the first event only happens with probability 1/p. If A can adjust
the MACs correctly with non-negligible probability, then it can guess the secret MAC key « — which
contradicts that it only holds at most n — 1 shares of it which reveal no information. For the third case,
Lemma 1 implies that this can only happen with probability 2/p. Since we set p to be exponential in the
security parameter, the distributions are statistically indistinguishable.
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Simulator Soxwive,xorvaL
The values g, h are provided as a CRS by this simulator, so s = log,(h) is known as well as a.

Initialize: On input (Init,C,p) from Z:
(1) Set up Fpuiern and start a local instance IT of IIaupievpc with the dishonest parties (and simulated honest
parties).
(2) Run a copy of Fgerve, with which Z and the simulated honest parties communicate through the simulator.
(3) Run Initialize and Compute of Fsprur as in Ilavprrmpc.
Input: On input (Input,Z;,varid,-) by Z; and (Input, Z;, varid,?) from and Z:
If Z; is honest then follow ITaupirmpc for a fake input 0.
If Z; is dishonest then extract the input value x; from IT and send it to Faumrvpc. Execute this step with
i in FAupirMPC-
Compute: Upon input (Compute) from Z, if Initialize has been executed and inputs for all input gates of C'
have been provided, evaluate C' gate per gate as follows:
Add: Follow the steps of Add in ITaypirnvpc.
Multiply: Follow the steps of Multiply in ITaupirvpc.
Output: Obtain the output y from Faupirmpc and simulate ITavpirmpc as follows:
(1) Generate correct shares for the simulated honest parties for II:
(1.1) Let P; be a simulated honest party and y’ be the output of IT with Z right now. Let [y'] =
(<y/>7 <y:‘and>’ c= pC(y/7 y:‘and))’ where yl = Zk y’o,k and y;and = Zk y;and,o,k‘ For all honest fPJ
with j # 4, let y;,j = y;,jv y;and,q,j = y;and,o,ja'
(1.2) For Piset vy, =y, +(wy—y') and v, = v +a(y—y'). We have s # 0, so s~
Set Yrand = (Y =Y + 5 Yrana)/s mod p, and Yrana.q.i = Yrand,o,i + (Yrand = Yrana)s
’Yi‘and,q,i = FY':'u.nLi,o,i +a- (yrand - y;‘and)'
(13) Let y/ = Zk Yq,k» y:'and = Zk y;and,q,kv 7/ = Zk ’Y:;,k and ’\/:"and = Zk ’Y;'and,q,k'
(2) Follow the protocol IIaupimmvpc to check the MACs according to step 1 of Output. If that step fails,
let Faupirmpe deliver L to the honest parties and stop.
(3) Send the shares of the simulated honest parties of the output [y] to Feuenx. If Z does not provide
shares of [y] for all dishonest parties, then let Faummvpc set y' = L and stop.
(4) Run Pcuscniac as in Hagpmvpe. If the MAC on the output [y] is correct, let Faupimpc set y' = y,
otherwise y' = L.
Audit: Run Audit as in ITaupirvpc with the malicious players. Then invoke Audit in Faumrmpc and output
REJECT if it is the output of Faupirmpc. If not, reveal what Faupirvpc outputs.

L mod p exists.

“Similarly, the MAC keys 7, j, Vrand.o,; Of those parties are not touched.

»J

Fig. 10: Simulator for honest minority

Audit: We focus on the two cases when Fayprrmpc and I aypirvpe disagree about the output of Audit.
The conditions under which Sorrrivexorman @0d ITAyprvpe Output NO AUDIT POSSIBLE are the same.
(1) Faupirmpc outputs ACCEPT ¢y when ITpypimvpce outputs REJECT does not happen due to the con-
struction of SOFFLINE,NORMAL-
(2) Favpirmpc outputs REJECT when ITpypirvpe outputs ACCEPT y. A replaced the output with L, but
PensckMac passed successfully. This happens with probability at most 2/p according to Lemma 1.

Fully malicious setting. The intuition behind Sonping rurs is that we let Z send arbitrary messages during
the online phase. But since all messages for Fgpryp go through Soxpme,rui, We extract the used inputs after
the fact which we then can use with Faypirvpc. Observe that, since we cannot guarantee privacy, no inputs
must be substituted. During the Audit, we run the protocol of ITaypirvpc also in the simulator (but with
different outputs, as we shall see). The difference between both again is the output of Audit in both worlds.

(1) Faupirmpc outputs ACCEPT y when ITaupiryvpc outputs REJECT does not happen due to the construction

of SOFFLINE,FULL-
(2) Favorrmpc outputs REJECT when ITaupirvpc outputs ACCEPT y. Z replaced the output with another

value 3 (and also y/,,,,) that open the commitment ¢,. But in step (3) of Compute, the simulator

12



Simulator Sowwive,ruLr

Initialize: On input (Init,C,p) from Z:
(1) Set up Fpuwenn and start a local instance IT of ITauprmpc with the dishonest parties.
(2) Run a copy of Fsgrue, with which Z communicates through the simulator.
(3) Run Initialize and Compute of Fspror as in Iaupirmpc.
Input: On input (Input,Z;,varid,-) by Z; and (Input, Z;, varid,?) from Z:
If Z; is honest then ask Fauprmpc to reveal the input value x;.
If Z; is dishonest then extract the value x; from IT and send it to Faupirmpc.
Compute: Upon input (Compute) from Z, if Initialize has been executed and inputs for all input gates of C'
have been provided, evaluate C' gate per gate as follows:
Add: Follow the steps of Add in ITaypirvpc.
Multiply: Follow the steps of Multiply in ITaupirvpc.
Output:
(1) Follow the protocol ITaupimvpc to check the MACs according to step 1 of Output. If that step fails,
let Favpmapc set 4’ = L and stop.
(2) If Z does not provide shares of [y] for all parties, then let Faunirvprc set y' = L and stop.
(3) Run Pcuscniac as in Havpmvpe. If the MAC on the output [y] is correct, let Faupimpc set y' = y,
otherwise y' = L.
Audit: Run Audit as in ITaupirvpc with the malicious players. Then invoke Audit in Faumrmpc and output
REJECT if it is the output of Faupirmpc. If not, reveal what Faupirvpc outputs.

Fig. 11: Simulator for the fully malicious setting

already obtained y such that pc(y, Yrand) = Py, Yh.qnq) for some Yrand--*. This implies a solution of the
DLP in poly-time, contradicting the assumption.
O

5 An Implementation of the Offline Phase

We will now provide an implementation of Fspryp. It consists two phases, where we first sample correlated
randomness for the online phase and then check whether the multiplication triples satisfy the required
relation. We also introduce an audit for the offline phase. The implementation relies on a cryptosystem that
allows a certain number of additions and multiplications of vectors of plaintexts (as in [18,16]). We will now
recap the definition of such the scheme, where the terminology follows [18].

5.1 A Suitable Cryptosystem

We define the plaintext space M as M = Zé as the direct product of | Z,-instances. Let '+’ and -’ be the
ring operations implied by the direct product.

The ring A, which is isomorphic to Z~ for some integer N € N*, is an intermediate space. Encryption will
work as a map from A to some additive abelian group B, that also respects multiplication and distributivity
law under certain conditions (which we will describe later). The operations of A will also be denoted as *+°,’-’.
Addition will be component-wise, whereas there is no restriction on how the multiplication is realized.

In order to map m € M to an element a € A and back, there exist the two functions

encode : M — A
decode : A — M

14Computing Yrand from C' and the randomization values of the inputs is straightforward. We omitted this com-
putation here.
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where encode is injective. We want decode to be the inverse of encode (on its image) and to be structure-
preserving. Moreover, decode has to respect the characteristic of the field Z, and encode must return short
vectors!®. This is formalized as follows:

(1) Vm € M : decode(encode(m)) = m

(2) Vmy,my € M : decode(encode(my) + encode(mz)) = my + mo
(3) Vmy,my € M : decode(encode(my) - encode(msz)) = my - my
(4) Va € A : decode(a) = decode(a mod p)

(5) Vm € M : ||lencode(m)||oc < 7 with 7 =p/2

Algorithms. We will now specify the cryptosystem with respect to M,.A and B. The algorithms are
probabilistic polynomial time.

ParamGen(1*, M) The algorithm outputs the dimension N of the ring A and descriptions for encode and
decode as well as a randomized algorithm Dg, an additive abelian group B and a set of allowable circuits
C. D¢ outputs vectors 7 € Z? such that Pr(||r||ls > p | 7 < D] < negl()). B has the additive operation
@ and an operation ® that is not necessarily closed, but commutative and distributive.
C' is a set of allowable arithmetic Single Instruction Multiple Data (SIMD) circuits over Zé, the cryp-
tosystem must be able to evaluate these circuits on ciphertexts that are generated in a certain way. The
SIMD property implies that there exists a function f € Z,[X1, ..., X;,(y)] such that f € C evaluates the
function f I times on inputs in (Z,)") in parallel.

Encpp(x,7) Let ¢ € A and r € Z? then this algorithm creates a g € B deterministically. One can also
apply this function to an m € M, where it is implicitly assumed that Encyi(m) = Encyi(x’, ") with
x’ « encode(m) and 1/ + DY
For the ZKPoPKs, we require that Encp, is homomorphic for at least a small number V' of correct
ciphertexts. More formally: Let @1, ..., xy € image(encode), ry,...,ry + Dg. Then it holds that

Encpp(x1+ ... + 2y, 1+ ... + 7v) = Encpp(®1,71) ® ... & Encpr(zy, rv)

We think here of V' being two times as large as the security parameter sec of the zero-knowledge proof
that we will present later.

Decgp(g): For g € B this algorithm will return an m € MU {L}.

KeyGen(): This algorithm samples a public key/private key pair (pk, sk).

KeyGen*: A meaningless public key pk is returned. Let (pk,-) + KeyGen() and m € M be arbitrary. Then
pk will be such that

(1) Encg(m) and Ency;(0) are statistically indistinguishable.

(2) pk and pk are computationally indistinguishable.

Correctness. Let n(f), f € C be the number of input values of f and let fbe the embedding of f into
B where '+’ is replaced by @, -’ by ® and the constant ¢ € Z, by Encpi(encode(c),0). For data vectors
X1, ..., T(fp), Lot f(x1,...,Tn(p)) be the SIMD application of f to this data.

Sgiven a suitable basis for A that allows us define a norm || - ||oo-
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Functionality FxeycendDec

Key generation:

(1) When receiving (StartKeyGen) from all parties, run P « ParamGen(1*, M).

(2) Wait for randomness r; from every party P;.

(3) Let r =37, ri, and compute (pk, sk) < KeyGen() using the randomness r.

(4) Generate shares sk; for all players consistent with sk, and send (pk, sk;) to each party P;.

Distributed decryption:

(1) When receiving (StartDistDec) from all players, check whether there exists a shared key pair (pk, sk). If
not, return .

(2) Hereafter on receiving (decrypt, ¢) for an (Bpiain, Brand, C)-admissible ¢ from all honest players, send ¢
and m < Decgi(c) to the adversary. On receiving m’ from the adversary, send (result, m’) to all players.
m,m’ can both be L

(3) On receiving (decrypt, ¢, P;) for an admissible ¢, if P; is corrupt, send ¢, m < Decsi(c) to the adversary.
If P; is honest, send ¢ to the adversary. On receiving m’ from the adversary, if m’ € M, send L to P;,
if m’ € M, send Decsi(c) + m’ to P;.

Fig. 12: The ideal functionality for distributed key generation and decryption

To formally express that the scheme is correct if certain bounds can be proven on the size of the randomness,
we say that the scheme is (Bpigin, Brand, C)-correct if

Pr|Decgi(c) # f(decode(x1), ..., decode(xp(p))) | P < ParamGen(1*, M) A (pk, sk) < KeyGen() A

feCA (a1, s () T, ...,rn(f)) e A x 7)o

c+ f(cl, s Cn(p)) A (decode(x;) € M A
sz”oo S Bplain A HrzHoo S Brand A

¢; < Encpr(x;, 'rl)) < negl(\)

i€[n(f)]

for a negligible function negl(\). If a ciphertext ¢ can be obtained using this chain of operations described
above, then c is called (Bpiqin, Brana, C)-admissible.

Distributed decryption and key generation. We require that the cryptosystem supports distributed
key generation and decryption, as captured in FxgyGenDec-

Definition 5 (Admissible Cryptosystem). Let C' contain formulas of the form

(X ) (X w) + 0=

where arbitrary x;,y;, z; can be zero. A cryptosystem is called admissible if it is defined by the algorithms
(ParamGen, KeyGen, KeyGen*, Enc, Dec), if it is (Bpiain, Brand, C)-correct with

Bpigin =N -7 - sec? - 2/24v)sec g o~ (. p-sec’ - o(1/24v)sec
for some arbitrary constant v > 0 and if it securely implements FreyGenDec-
The parameter sec € N in the above definition comes from the ZKPoPKs that we will see later.

One can easily see that e.g. the Ring-LWE-based BGV scheme [10] or the BGH extension of LWE-based
BGV [9] have the required features. For more details, we once again refer to [18,16]
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5.2 Zero-Knowledge Proofs of Plaintext Knowledge

If a shared value is reconstructed during the online phase of the protocol, then the related commitment should
be opened to the same value. We ensure this (and the correct generation of ciphertexts) during the offline
phase using NIZKs. Given the security parameter sec, 2- sec ciphertexts ci, ..., €a.sec € image(Encp(-)) and
sec - | group elements dj 1, ..., dsec; € G, we prove the following relation:

Rere = {(a, w) | a=(c1,...;C25ec Nd1,1,d2,1, ..., dsec 1, PE) AW = (1,71, ..., T2.5ecs T2-5ec) N

[ci = Encpk (5131‘, ri) A Csecti = Encpk (xsec+ia rsec+i) A
||m2|‘oo S Bplain A ||wsec+i||oo S Bplain A deCOde(wi) S Zi) A
deCOde(wsec+i) € Zi) A Hrz”oo < Brand N |‘Tsec+i|‘oo < Brand N

(di,; = pe(decode(;) (5], decode(msec+i)[j]))jem}ie[sec]}

To prove this statement, we execute two instances of I[Iykpopk from [18] for ¢y, ..., €sec and

Csectly -y C2.sec Simultaneously with the same randomness. The blinding values of the proof will also be put
into commitments (as well as for the randomness) to prove both that we can open the commitments and
that their opening values are equal to the plaintexts of the encryptions. We use an optimization for the
proofs due to [28] called proof with abort, which yields smaller parameters for the cryptosystem using the
zero-knowledge proofs with the Fiat Shamir heuristic ([20]). Moreover, its necessary to use this heuristic to
get good randomness into the proof - since both the sender and the receiver might be corrupted in the fully
malicious setting.

For the proof, we use the same notation as SPDZ: Let R € 7Z5°*d he the matrix whose ith row is 7; of ¢;
and R’ the similar matrix for rscc4;. Moreover, let V =2 sec — 1. For a vector e € {0,1}°°° we define the
matrix M, € Zy **° as

o e_jy1 if1<i—j54+1<sec
Me(la.j) = {OIL ! else

In addition, we use as abbreviations the vectors ¢ < (e, ...,Csec) and ¢ < (Cseet1, vy C2.5ec) for the
ciphertexts. Our plaintext values will be captured in the vectors @ < (1, ..., Tsec), T  (Tsect1s s L2-sec)
and the commitments form the list d = (d11,d2,1, - dsec,t)-

Given the protocol ITzxpopk from [18] (which is a honest-verifier zero-knowledge proof of knowledge for a
part of our relation) the following statement is straightforward:

Remark 3. The protocol IIcre is an honest-verifier zero- knowledge proof of knowledge for the relation
Rere.

Proof. We observe that the protocol II¢rc runs three instances of the SPDZ proof IIzxpopk in parallel, two
for the ciphertext vectors ¢, ¢’ and one for the commitments d. Correctness, soundness and honest-verifier
zero- knowledge follow directly for the first two instances due to the proof in [18], as we use different blinding
values a, a’ in both instances. Hence we obtain the statements about the ciphertexts and the norms of their
plaintexts, the randomness and the decodability of the plaintexts in Rope. To fill in the gaps of the proof,
observe the following facts:

(1) Consider the connection between the plaintext values and the commitments. First of all, we use an
instance of the BeDOZa proof [7], and we use the same randomness (observe that the group operations
in the exponent coincide with the operations on the plaintexts). The connection between the plaintexts
and the committed values follows from the fact that our initially chosen blinding is the same for the
ciphertexts y,y’ and the commitments g. We also observe that the same randomness M, is used for
both cases, hence the operations on the ciphertexts carry over directly to the commitments.
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The protocol Ilctc

(1) For i € {1,...,V} the prover generates y,,y, € Z' and s;, s} € Z% as follows: Let s;, s; be random such that

I18i]|ocs ||85]|oc < 128-d-p-sec®. For y,, y}, let m;, m; € Z, be random elements and set y; = encode(m;) +u,,
y; = encode(m}) + uj where both u,, u; are generated such that each entry is a uniformly random multiple
of p subject to the constraint that ||y;||co, ||¥}|lcc < 128 N - T - sec?

2) For i € {1,...,V} the prover computes a; + Enc,k(y;, si), a; + Enc,x(y}, s;) and
P [ P T

qi,j «— pc(decode(m;)[j], decode(m))[j]) for j € {1,...,1}. For §,8" € ZV*% he sets S to be the matrix
where the ith column is s; and S’ to have s as ith column respectively. Moreover, let y < (y1,...,yv),
v« (y1, - yy),a + (ai,...,av) and a’ < (ai,...,ay ), For the commitments, we define q; <+ (qi,1,...,q1,1)
and q < (qq,---,qy)-

(3) The prover sends a, a’, q to the verifier. -
(4) The prover obtains e < U(2, sec) from the random oracle with seed al|a’||c||c’||d||q.
(5) The prover sets z < (z1,...,2v),2" < (21,...,2%) where 2| =y  + Mo xa ',z =4y + M. x '

Furthermore, he sets T = S + M. x R,T' = 8’ + M, x R’. If the co-norm of any value of z or z’ is bigger
than 128 -7- N - sec> — 7 - sec or the co-norm of any value of T, T” is bigger than 128 -d- p- sec®> — p - sec, then
the protocol is restarted.

If they are smaller, then the prover sends (z,2’,T,T’) to the verifier.

(6) The verifier obtains e from U(2, sec) using the seed al|a’||c||c’||d||g. Let t; be the ith row of T and ¢} the

respective row of T”. He computes f, < Encpr(2zi,t:), f, < Encpr(2;,t;) and sets
< (fifv), < (fi,-, fv)- In addition, the verifier computes the commitments
gij = pc(decode(zi)[j],decode(z;)[j]) forie{1,..,V},je{1,..,1}.

(7) The verifier checks whether decode(z;) € Z;,, decode(z;) € Z; and whether all of the following conditions hold:

fl=a’ @(Mec )

IT_ (M C,T)
||z1||007|\zl||w<128 N.-T- 5602
[0, |[ti]]oo < 128 -d - p- sec?

(7.
2

Let m; be the ith row of Me. Check that Vi € {1,...,sec} Vj € {1,...,1} 1 g = qi,j - [ 1, (d;"; [k])
If all these conditions hold, then the verifier accepts. Otherwise he rejects.

1
(7.2) f
(7.3)
(7.4)
(7.5)
(7.6) T

(2)

Fig. 13: The protocol for the zero-knowledge proof of plaintext knowledge

It remains to show that the commitments do not break any property of one of the other proof instances.
Given two accepting proof instances for the same a,a’, q, we refer to the fact that the cryptosystem is
admissible. This means that the linear operations for the soundness proof give us plaintexts such that if
we solve the similar equations for the proof of the commitments, we obtain the same values as in these
plaintexts (this is because decode is homomorphic) except with negligible probability.
For the construction of the simulator that shows the zero-knowledge property, we can use the simulator
for ITzxpopk two times (for the first two instances) with the same value from the random oracle and
obtain a,a’, e, z,z’, T, T’ that are distributed perfectly as in the real execution. This also then uniquely
defines the g; ; for the third instance. One can now use the linearity of the scheme to obtain satisfying
values q and thereby the whole transcript. Due to the linearity (and because there is only one commitment
for a combination of shared value & randomness) the commitments are also as in the protocol.

O

Observe that IIcpc would be the zero-knowledge proof that should be used in practice if the circuit contains
many gates. For a small number of gates, the amortization technique will not pay off. We remark that the
protocol Ilcpe can easily be adjusted to prove the relation Rope for only two ciphertexts.

5.3 Resharing Plaintexts Among Parties

In order to compute the secred shared MAC, we compute the product of the shared value and the secret
MAC key « using the homomorphic encryption scheme and share the result. To perform this resharing, the
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Procedure Presuare

Presnare (em) :

(1) Each P; samples a uniformly random f, € Z.,. We denote f := DIy

(2) Each P; computes and broadcasts ef, < Encpr(f;) to all parties and Fpuwreri-

(3) Each P; proves with a ZKPoPK that ey, is (Bpiain, Brand, C)-admissible using the Random Oracle version
of Ilzkpork. It sends the proof to FpuiLen-

(4) The players compute ey = D, ef,, set emi s = em ®ey and check the ZKPoPKs. If they are not correct,
then they abort.

(5) The players decrypt em+# to obtain m + f publicly.

(6) P1sets mi =m+ f — f, and each other player P; sets m; = —f,.

Fig. 14: A procedure that shares the plaintext of a publicly encrypted value

Procedure PCOMR,ESHARE

Pc O]\lRE“.HARE(ema CrlyeeyCrm, T1y ..y 'rn)
(1) Each P; samples a uniformly random f, € Zl We denote f := ZJ 1 T
) Each P; computes and broadcasts e, < Encpk(f ) to all parties and ]—"BULLH,‘,N.
) For each k € {1,...,l}, each party P; publishes cy; x < pc(f,;[k], —ri[k]) on Fauirerm.
) Each P; proves with a ZKPoPK using Ilctc that eg,, er; are (Bpiain, Brand, C)-admissible and that the
commitments hold. It sends the proof transcript to Fguiierx-
) Each player checks whether the proofs are valid.
) The players locally compute ey = @, e, and set emif = em ® e5.
) The players decrypt em+ s using FxevGenbee to obtain m + f.
) P1 sets mi1 = m+ f — f; and each other player P; sets m; = —f
) For ke {1,...,1}, P1 sets ¢, 1, = pe((m + f)[k],0)/cy1,x and all other players P; set ¢, ;5 = cﬁk
0) All players set €y, < Encye(m+f)O (D], er,) with the default value for the randomness of Encyr(m—+

f).

Fig.15: A procedure that shares the plaintext of a publicly encrypted value together with a commitment

original SPDZ protocol uses the procedure Prysuars, which is depicted in Figure 14. The procedure shares
the plaintext of a ciphertext among n parties, such that the sum of the shares equals the plaintext if all
parties act honestly.

The following statements about Pregusre are straightforward and can be verified in [18]:

Remark 4. Assuming a (Bpiqin, Brand, C)-admissible cryptosystem and Fguiieriv, then the following state-
ments are true about Prrsuare in the Random Oracle model:

(1) If all parties honestly follow the protocol, then they obtain correct and randomly distributed shares of
the plaintext of e,, w.h.p.

(2) If at least one and at most all parties are corrupted and the ZKPoPKs are correct, then the obtained
shares might not be correct (with respect to m), but the parties can obtain a ciphertext that contains
the shared value w.h.p.

The procedure in Presuarg is sufficient as long as one does not have to generate commitments. To add them,
we introduce the new procedure Pcouresuare Which can be found in Figure 15.
We now give a similar characterization about PcoyRresuare like in Remark 4:

Remark 5. Assuming a (Bpigin, Brand, C)-admissible cryptosystem, Fgypiemy and a group G where the DLP
is hard, then the following statements are true about Poouresuare in the Random Oracle model:

(1) If all parties honestly follow the protocol then they obtain correct and randomly distributed shares of
the plaintext of en, and correct commitments for their shares (with randomness from the e, ;) w.h.p.
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Procedure IPDATACHECK

CheckTriples(ti, ..., t2x): We put the triples into the checking and evaluation vectors C and O. Then, correctness
is established using the same trick as in Pcugckmac. For a vector of triples C, we want to access all ith
[-]-representations in vector form as C(%).

(1) Let C + (tl, ...,tn) and O « (t,§+1, ...,tzn) @

(2) The parties execute Pproviberanvon-ProvideRandom(p, k) using seeds s; to generate the joint random
vector ¢.

(3) Calculate y =t® O(1) — C(1) and A = O(2) — C(2) locally.

(4) Open v and A towards all players.

(5) Each party evaluates v < t© O(3) —C(3) —AGC(1) —v® C(2) — A ®~ and commits to its share of
v using Fommr-

(6) Each party broadcasts its opening value of the commitment to its share of v.

(7) Each party locally reconstructs v.

(8) For all positions i of v that are 0, output O[i] as a valid multiplication triple.

“Observe that one can get a lower error probability in the proof of soundness if the values are randomly
assigned.

Fig. 16: A procedure to check the validity of triples

(2) If at least one and at most all parties are corrupted and the ZKPoPKs are correct, then the obtained
shares might not yield a correct secret sharing of m, but the parties know how to open the ciphertexts
and commitments w.h.p.

(3) If at least one and at most all parties are corrupted and the ZKPoPKs are correct, then m and m’ might
be different. The parties know a sharing of m/, and e, is an admissible ciphertext and the players are
committed to the values in the ciphertexts w.h.p. Moreover, the parties know how to open all provided
ciphertexts and commitments w.h.p.

Observe that these statements follow from Remark 4 and Theorem 3.

5.4 Generating and Checking Triples

Our protocol does not have a reliable decryption algorithm for encrypted values. This means that A will
always be able to influence the outcome of the decryption process. But we use the homomorphic property
of the encryption scheme to generate triples of random values, which we store as secret shared values.

To check the correctness of the triples during the offline phase, we employ a similar technique as in [16] and
sacrifice a triple to check the correctness of another one. This is formally done in procedure Ppyracurck as
depicted in Figure 16.

We will now prove that, given a passed CheckTriples execution, the triples will have the multiplicative
property whp.

Lemma 2. Let D = (ParamGen, KeyGen, KeyGen*, Enc, Dec) be an admissible cryptosystem. In the Ran-
dom Oracle model, the test CheckTriples is correct and an adversary corrupting all parties can pass the test
CheckTriples for k triples, out of which at least one is not correct, with probability at most k/|Z,|.

Proof. Correctness can be established by putting the formulas together. Let us consider two triples a, b, ¢ € Zj,
and z,y,z € Zy,. For t- (a-b—c) = (z -y — z) with t € Z,, the following cases can happen:

(1) a,b,c correct, z,y, z not: the adversary has no chance to win.
(2) a,b,c not correct, x,y, z is: the adversary can only win with probability 1/|Z,|.
(3) both not correct: there is only one ¢ € Z, such that the equation holds, hence winning probability is

1/Zy).
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Procedure Pparacex

This procedure generates as many random values or multiplication triples as required. Note that we do not
guarantee that the triples are correct. We will check both requirements later. Denote with [ the number of plaintext
slots in M and with eq an encryption of a € M. Note that eq encrypts a ciphertext, where every plaintext item
equals the MAC key a.

RandomV alues(T,1): The parties generate random values, together with MACs and commitments to their shares.

Set h = [T'/1], then for each j € {1,...,h} the parties do the following:

(1) Each party P; samples uniformly random r;, s, € M, calculates ey ; < Encpr (i), €s,i + Encpr(s;) and
broadcasts er i, es,; to all players and Fpurierin-

(2) For each k € {1,...,1}, each party P; publishes ¢,k < pc(r;[k], si[k]) on Fpuiern-

(3) Each party P; invokes IIctc on er i, €s,i, {Cr ik }keq1,...,;} and publishes the transcript on Fpuieri-

(4) Each party checks all the ZKPoPKs together with the commitments. If at least one transcript is not
correct, they stop here.

(5) The parties locally calculate e, = €D, er,i, es = D, €s,i as well as {crx = [, criktreqa,....i3-

(6) The parties locally calculate and reshare the product with the MAC key using
Vri < PR,ESIIARE(er ® ea), Vs,i PRESIIARE(es & 6a)~

(7) The values (v;[k], vr,i[k]), (s8i[k],Vs,i[k]), (¢r,x) are now the components of [r[k]] for P;.

Triples(k,l): The same as for RandomV alues, but the parties additionally multiply values to generate triples.

Set h = [k/l], then for j € {1,...,h} the parties do the following:

(1) Each party P; samples uniformly random a;, b, f;,g,, hi € M, calculates eq; < Encpr(a;),
ev,i < Encpr(b;) as well as eg; < Encpr(f,;), eq,i < Encpr(g;), en,i < Encpr(h;) and broadcasts the
ciphertexts to all players and FgyLierin-

(2) For each k € {1,...,1}, each party P; publishes cq,:,x < pc(a;[k], f;[k]) and cpir < pe(bilk], g;[k]) on
]:BI'LLETIN-

(3) Each party P; provides a ZKPoPK for (ai, f;, (Ca,i,k)req1,....3) and (bi, gy, (Cbik)keq1,...,1}) using Ierc
and sends the transcript to Fiuierin-

(4) Each party P; checks the correctness of the ZKPoPKs of all other parties. If at least one transcript is not
correct, they stop here.

(5) The parties locally calculate eq = @D, €a,; and ey = €D, €p,:-

(6) The parties compute eq.b = €a ®ep and invoke Pcouresuare(€a b, (€h,i)icf1,...,n}s (Ri)icq1,...,n})- As a result,
each party P; obtains shares ¢; and all parties obtain a ciphertext e. such that ¢ = Zl c;.

(7) Locally compute ey = @, er,i,eqg = @D, eqg,s and en = @, en,i. The parties compute the product of eq
with eq, ep, €c, €5, €g, en and invoke Presuare(:) on each such product to distribute a sharing of the MAC
on each such value.

Fig. 17: Procedure Ppragen to generate both triples and random values

If A cheats during this process and t is chosen uniformly at random, then he can cheat for every pair
of triples with probability at most 1/|Z,| as explained above. By the union bound, this yields «/|Z,| for
CheckTriples. O

In addition, we need a procedure that actually generates random values and triples in our desired [-]-
representation. Figure 17 specifies this procedure Pparagey formally.
5.5 The Offline Phase

In this subsection, we present the protocol IIspryp which describes our full offline phase. We decided to
exclude most of the well-known protocol steps from [18,16] to focus on the audit part of IIsgpyp. Basically,
the audit follows the computation and ensures that

(1) All encrypted values and commitments have zero-knowledge proofs.
(2) All zero-knowledge proofs are valid.
(3) Linear operations on commitments are carried out correctly.

20



Protocol Isgrup

This procedure sets up the cryptosystem for the protocol. Moreover, the random data for IIaymirmpc is generated
that is needed during execution.

Initialize: On input (init,p,!) from all parties:
(1) The parties use FkevcenDec to generate a public key pk and a shared private key sk.

(2) The parties extract the generators g, h € G from the common reference string.

(3) Each P; generates a private a; € Zp. Let a = >27_ | a;.

(4) Each P; computes and broadcasts ea; = Encpr(diag(as)).

(5) Each player P; uses IIzkpork to prove that eq; is a (Bpiain, Brand, C')-admissible, diagonal element.
(6) Each player checks the zero-knowledge proofs from all other parties. If one is not correct, abort.

(7) All players compute ea = P, a;-

Compute: On input (GenerateData,T,x) from all parties and if [ divides T and k, the players execute the

subprocedures of Ppamacex. Afterwards they check the results for correctness using PparaCurck-

(1) ([r1]; -, [rr]) <= Poaraces-RandomV alues(T, 1)

(2) (t1,...,tx) < Poamaes.Triples(r,1)

(3) (v1y..., V) < Poaracusck.CheckTriples(ti, . .., tx)

(4) Return ([r1], ..., [rz], v1, ..., vier).

Audit: If Compute was executed successfully, do the following together with Fpurrerm:

(1) Obtain all ids and messages on Fiurierin-

(2) For every encryption e; and commitment c¢;, check whether there exists a transcript of Ilcre or ITzkpork
that guarantees its correctness. Otherwise return REJECT.

(3) For every transcript of ITctc or Ilzxpork, check whether the values for each instance are on Fpuiieri-
Otherwise return REJECT.

(4) Run the verifier part for each transcript of Icre, Hzkpork. If the verifier rejects, return REJECT.

(5) For each value [[a]] that was generated with Pparacen, check whether its commitment can be obtained from
the commitments to the shares as in Pparacen. If not, return REJECT.

(6) Run Pparacuscx on the commitments of the triples simulating the invocation of Pprovisranvon- If one of
the triples that were returned by Compute does not open to 0 in the sanity check, return REJECT.

(7) Check for every opened value r with randomness s and commitment ¢ whether ¢ = pc(r, s). If not, return
REJECT.

(8) Return ACCEPT.

Fig. 18: Protocol IIggryp that performs the preprocessing for the online phase

(4) The procedure Pparacueck Was executed correctly.
(5) All opened commitments are indeed correctly opened.

To ease notation, we define the function diag as diag : Z, — M, a — (a,aq,...,a). The offline phase is
—_———

! times

described in Figure 18.

6 Security Proof of the Offline Phase

In this chapter, we will give a proof of security of the offline phase.

Theorem 2. Let D = (ParamGen, KeyGen, KeyGen*, Enc, Dec) be an admissible cryptosystem. Then
Hsprup implements Fsgrop with computational security against any static adversary corrupting at most all
parties in the (Fcowr, FBuieriy ) -hybrid model with a Random Oracle if the DLP is hard in the group G.

Proof. Consider the simulator in Figure 19, we will now prove that IIgzryp is computationally indistinguish-
able from Sopprinvg © Fserup- Once again, we will have different arguments for the honest minority and the fully
malicious setting. Observe that we assume in the protocol and in the simulator that we use the non-optimized
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Simulator SorrLive

Wait for the set of corrupted parties Agp from the environment, and let n be the number of players.

If |Agp| # n, then forward all incoming messages that are not from Sorriiveyormar 10 SorrLive xorvar, and send all
messages that come from Sorrrie,norvar, t0 the proper recipient.

If |[Agp| = n, then forward all incoming messages that are not from Sorrierui. t0 Sorrumerui, and send all
messages that come from Sorrine rorr to the proper recipient.

Fig. 19: Simulator for the offline phase

Simulator Sorrrieruir, Part 1
Let n be the number of players.

Initialize:

(1) Choose random generators g, h € G such that log,(h) is known and provide a CRS compatible with the
choice.

(2) The simulator sets up its own random oracle U locally and afterwards starts a local copy of Fsgrur, with
which the adversary communicates via the simulator.

(3) On input (init, p, 1) from all parties, the simulator sends (init, p,1) to Fserve-

(4) The simulator runs an instance of FkevcexDee t0 generate a public key pk and shares of a secret key sk
for all parties.

(5) Wait for the shares of eq,; from all parties P; and the respective ZKPoPKs using IIzkpoprk. If the proofs
are not correct, stop the execution of Initialize here. Otherwise, decrypt all eq, ; to obtain a;.

(6) Send the oy to Fservr and compute o = Y, ;. Moreover, compute locally eq = @D, €ai-

(1) Query Fserpe with (Audit). Return the value of Fserur to the requesting party.

Fig. 20: Partial simulator for the offline phase, fully malicious

version of ITctc. We presented an optimized approach earlier for reasons of efficiency, but will prove it using
a version with less overhead, to simplify the proof and hence focus on the important details. We also only
present a simulator for one round of the offline phase - the simulation of multiple rounds is straightforward.

Fully malicious setting In the fully malicious setting, we do not have to simulate any honest party. This
makes a few steps in the proof easier. Observe that we always have to catch the case that the adversary does
something not according to the protocol, which means that he can be caught during Audit.

Our simulator basically behaves as an observer would do in the protocol, i.e. it decrypts all information and
feeds it into Fsgrup. Hence we do not have to argue whether the simulation is perfect, but just show that
the probability of the event that happens when Audit from Fgpryp and from ITgeryp reveal different values
is negligible.

In our protocol, the audit process will return true if all zero knowledge proofs are correct, if the triple check
was done correctly and if the revealed values open the related commitments. We observe that, if one of these
conditions does not hold and hence the Audit fails, the same happens if the Simulator Soppre,rur. is used
(as we can simply check the opened values for the commitments and since the zero knowledge proofs are
complete). The case of the correctness of the triples is more subtle: A triple might be marked as correct even
though the multiplicative relation does not hold (see the proof of Lemma 2), but we allow Z to choose a set
of the triples that are multiplicative. If this set does not coincide with the set of correct triples, the audit
will fail later on.
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Simulator Sorruive o, Part 2

Compute:

(1) The simulator waits for the ciphertexts ey, es;, commitments ¢, ;r and ZKPoPKs from all parties. It
sets crx =[], crik for all k € {1,...,1}.
(2) The simulator decrypts the ciphertexts to r; +— Decsi(er,:), 8i < Decsk(es,:) and sends them to Fsurue.
(3) Compute A, [k] = pe(>, ri[k], >, si[k])/cri for all k € {1,...,1}. If the ZKPoPKS are not all correct,
then let A, be random values from G.
(4) Locally compute e, = €D, €r,i,es = D, €s,i as well as ear = ea @ €7 and eas = €a ® €s.
(5) Do the following for © = ar and then = = as:
(5.1) Wait for ey ; from each party P, and the related transcripts of IIzkpopk. If the ZKPoPKS are not
all correct, then let A, be random values from G. ¢
(5.2) Locally compute eq = e, ® P, ef,i-.
(5.3) Wait for the decryption a’ of e, using Fievampro. Then let v, < a’ — Decsi(eg,1) and
~; < —Decsi(ey,) for i € {2,...,n}.
(5.4) Let vz := (V1) --rYn)-
(6) Send A, Yar,Yas t0 Fserue-

(7) The simulator waits for the ciphertexts eq.:, €b,i, €#,i, €g,i, €h,i, COMMitments cq ik, Cv,s,k and ZKPoPKs
from all parties P;. If one of the proofs is not correct, then let cq; &, ¢ s,k be uniformly random values in
G.

(8) The simulator decrypts the ciphertexts to a; < Decsi(€a,i),bs < Decsi(ewi), f; < Decsk(ef),g; <
Decsi(eg,s) and h; < Decsi(en,i).

(9) Locally compute eq = @, €a,i,e6 = D, €b,i;en = P, en,« and compute eq.b = €a & €b.

(10) Wait for e ; from each party P;, the commitments (co ; x)keq1,...1} (using —h; as randomness) and the
related transcripts of IIcrc. If one of the proofs is not valid, let ¢/ ; » be random values in G.

(11) Locally compute e, = @D, €. ; and eq.brec = €z B €a-b

(12) Wait for the decryption a’ of eq.p+c using FieyGenduc-

(13) Let ¢1 + a’—Decsr(er,1) and ¢; + —Decsi (el ;) fori € {2,...,n}. Moreover, set ec = Encpr(a’)—@D, er;
with some standard randomness.

(14) For k € {1,...,1} compute cc 1,k = pc(a'[k],0)/cer 1k and ceix = ¢, . for each i € {2, ...,n} locally.

(15) For z € {a,b,c, f,g,h} do: h
(15.1) Compute ey < eq ® e locally.
(15.2) Wait for eg,; from each party P; and the related transcripts of IIzkpork. If one of the proofs is not

valid, let c.,; r be random values in G.
(15.3) Locally compute ez = ey ® ), €a,i-
(15.4) Wait for the decryption @’ of e; using FkuvGennec. Then let Yo & ' — Decsy(ew,1) and
Y., & —Decsk(ex,q) for i € {2,...,n}.

(16) Send the subvectors with the indices I/2 4 1,...,1 of (ai, f;, bi, g;, ¢i, hi)icqr,....n} 1O Fserve.
(17) Set cal = 1_[Z Ca,i,ks Cbk = HZ Cp,ik and cep = Hz Ce,ik for all k € {1, ...,l}.
(18) Compute Aq[k] = pc(3_; alk], >, filk])/car, Au[k] = pc(3; bilk], 32, g;lk])/co.x and Aclk] =
pc(>-, cilk], >, hilk])/cer for all k € {1,...,1}.
(19) For z € {(a, f), (b, g), (¢, h)} do
(19.1) Send the subvectors with the indices [/2+1, ...,0 of Az, (Vopp1s -0 Yaagn) @0 (Yazp1s - Yap2)n)
to Fserue-

(20) The simulator follows the procedure Pparacuscx with all parties’.
(21) Send the indices of the returned values from Pparacuscx t0 Fserve-

“This is unrelated to this particular proof, but it will make Audit fail as we want.

*I.e. it provides randomness using its version of U.

Fig. 21: Partial simulator for the offline phase, fully malicious, continued
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Simulator SorrrivenorMAL
Let App be the set of corrupted players and n be the number of players.

Initialize:

(1) Choose random generators g, h € G such that log,(h) is known and provide a CRS compatible with the
choice.

(2) The simulator sets up its random oracle M locally and afterwards starts a local copy of Fserue, with which
the adversary communicates via the simulator.

(3) On input (init,p,!) from all parties, the simulator sends (init,p,!) to Fserue.

(4) The simulator runs an instance of FkevGexDee t0 generate a public key pk and shares of a secret key sk
for all parties.

(5) Wait for the shares of eq,; for all P;,i € Agp and the respective ZKPoPKs using ITzxpork. If the proofs
are not correct, stop the execution of Initialize here. Otherwise, decrypt all eq,; to obtain «; and send
them to Fsgrup.

(6) Decrypt the broadcasted values from the honest parties to obtain a;,i € App and compute a = Y, oy
locally.

Audit:
(1) Query Fseruop with (Audit). Return the value of Fseror to the requesting party.
Compute:
(1) RandomValues: The simulator behaves exactly as in the protocol, and additionally does the following:
— in step 1, it decrypts the ciphertexts ey i, €s,; to obtain the vectors 7, s;.
— in step 6 it calls SReshare for both ey, es to obtain Ay, Ay 5,7, 55 Vs 4
— call RandomV alues on Fserve and send the values 7;,s; in step 1.1 and A, , Ams,'yr,i,'ysﬂ- in step
4 for i € Agp to Fsgrup.

(2) Triples: The simulator behaves exactly as in the protocol, and additionally does the following:

— in step 2, additionally decrypt all obtained ciphertexts from step 1 to obtain ai, b;, f;, g, h: for all
Pi.

— in step 6 run SComReshare to obtain ¢;.

— Obtain the values A, .,~, ; for z € {a,b,¢, f, g, h} using SReshare in step 7.

— Call Triples on the functionality Fsgrue. Then construct new vectors a;, b;, ci, f;,g;, hi out of the
existing ones. Pick those entries that have the following properties at the index j:
(2.1) jei/2]+1,..,1
(2:2) aslj] - bi[j] = eils]
For i € App send ay, f;,bi,g; in step 2.2, ¢;,h; in step 2.4 and A, o, Ay v, 7y, in first,
Ay by Ay gYp,ir Y g, in the second and Ay ¢, Ay Y, ;5 V5, in the third execution of the macro Bracket.

(3) the simulator runs CheckTriples with the adversary and the values of the honest parties. Announce as
result the set L of values as obtained from Fsgrup.

SReshare: The simulator performs the same steps as in the original SPDZ simulator (i.e. in addition to the
protocol):
— in step 2, it decrypts all ciphertexts ez ; to obtain f,
— in step 5, it obtains (m + f)’ from the adversary and (m + f) using the secret key to decrypt em . It
then sets Ay = (m+ f) — (m + f)

— the simulator sets m1 = (m — f)’ — f, and m; = —f, for all remaining parties
SProReshare: The simulator performs the same steps as in the protocol, and in addition extracts the following
information:

— in step 2 it decrypts all ciphertexts ez ; to obtain f;

— in step 7, it obtains (m + f)’ from the adversary and (m + f) using the secret key to decrypt em+y. It
then sets A, = (m + f) — (m+ f)

— the simulator sets m1 = (m — f)’ — f; and m; = —f, for all remaining parties

Fig. 22: Partial simulator for the offline phase, honest minority

Conversely, if Soxume,rurr © Favormpce returns REJECT on Audit then this happens if the simulator set
f = L. In the case of the zero knowledge proofs, this happens if either the proof was not correct or the proof
was correct and the relation did not hold (which only happens with negligible probability).
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Hence we see that events that trigger Faypirmpc to return REJECT if Ilggrup returns ACCEPT y only occur
with negligible probability. The converse can not happen at all, and the distinguishing probability must be
negligible as well.

At least one honest party The proof goes along the same lines as in [18], with the difference that we
now have commitments in the protocol and that the triples are already checked in this offline phase. Our
subsimulator can be found in Figure 22, which as in [18] makes use of the available decryption key. A key
difference is that we do provide commitments to the values of the honest parties to Z, but observe that
the commitments are distributed in the simulation as they are in the actual protocol (we can choose the
commitments for the multiplication in advance and later open one to the correct values using the trapdoor
log, (k).

Based on Figure 22 one can argue that a protocol transcript does computationally not reveal any information
using KeyGen*, rewinding of a local environment and the zero knowledge property of Ilcpc based on
Theorem 3, Remark 4 and 5 as well as Lemma 2 (this is equivalent to the proof in [18] and is therefore
omitted here). Moreover, the outcome of Audit is indistinguishable as a cheating A was already caught
using the zero knowledge proofs during Compute, and Audit simply also evaluates these checks.

The set of triples that Fsgryp outputs will be all those triples that are correct. In the protocol execution,
we will instead use the values that C'heckTriples outputs. The statistical distance between those outputs is
k/p as stated in Lemma 2, which is negligible for large enough p.

The security of Soppring Now trivially follows. |

7 Summary and Open Problems

In this paper, we described how to formally lift MPC into a setting where all servers are malicious. We
outlined how this concept can then be securely realized on top of the SPDZ protocol. Though our approach
can also be implemented for other MPC protocols, we focused on SPDZ since, even as an publicly auditable
scheme, its online phase is very efficient. We note that our protocol would also work for Boolean circuits,
but this would introduce a significant slowdown (since the MACs must then be defined as elements of an
extension field over Fy, which leads to a significant overhead). It is an interesting future direction to design
an efficient auditable protocol optimized for Boolean circuits or circuits over fields with small characteristic.
With respect to online voting, there exist stronger degrees of auditability than we presented. An example
is the notion of universal verifiability (see e.g. [34,29]) where the auditor must not know the output of the
computation. We also do not provide accountability (see e.g. Kiisters et al. [37]), and leave it as an open
question whether similar, efficient protocols can be achieved in this setting.

We leave a working implementation of our scheme as a future work. As our protocol is very similar in
structure to the original SPDZ, it should be possible to implement it easily on top of the existing codebase
of [16].
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A On the Efficiency of our Solution

In this section, we will outline why the practical efficiency of the offline and audit phase of our protocol
crucially depends on how fast commitments can be computed and checked. We will moreover present a few
optimizations for these tasks.

Asymptotic efficiency. In terms of asymptotic efficiency, our suggested online phase is as efficient as
the SPDZ protocol. Practically, the number of local field operations and sent values increases by a modest
factor of two, plus some additional work for each input-providing party (to check whether the commitment
is correct). It is an interesting open problem to see if one could get rid of even this minor slowdown.

To be more precise, we have to distinguish between the field operations in Z, and the group operations in G.
In the standard setting, where each party provides O(1) inputs and O(1) output values are jointly computed,
and where the number of gates in our circuit is upper-bounded by |C|, all operations of the online phase
(Input, Add, Multiply, Output) together can be performed by each player doing at most O(n - |C]) field
operations. Assuming that we use Pedersen commitments to implement Fcowwr in practice, we obtain an
extra O(n - logp) group operations during Input and Output. In terms of network load, each party sends
or receives O(n - |C]) field elements over the network during the Input phase and while the computation is
carried out, and O(n) elements from Z, and G during Output.

We moreover have to discuss our new Audit phase of the protocol (we exclude Fgprup from the discussion).
The strategy of Audit is to follow the computation with the commitments. Here, the number of operations
in Z, is O(n - |C]), which is comparable to the online phase. In addition, the algorithm performs the gate
operations on commitments and checks whether every opening of a commitment was correct — this in total
requires O((n + C) - logp) group operations.

To check whether the commitments are correctly opened, the audit process computes a random linear
combination of the opened commitments (using coefficients from Z,) and the values which should open
them (instead of checking all of them independently). This randomized check fails with probability 27187,
In practice, one would choose the coefficients of the random linear combination from the smaller interval
[0,...,2F — 1] (where we can have k < logp), thus saving operations in G.

Towards a faster offline phase. Though the offline phase of [18] can directly be extended to support
the computation of the commitments (as explained), one can use different optimizations for it. First of all,
computing the commitments can be made faster using preprocessing as in [11,27]. Moreover, it is possible
to reduce the total number of commitments (introducing a moderate slowdown during the online phase) as
follows:
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Instead of computing one commitment per value, one can also use s pairwise distinct generators g, ..., gs € Z,
together with just one randomness parameter, where generator g; is used to commit to the ith value.

A representation (21, ...,z¢, 7, g7' -+ gi *h") of t values in parallel is componentwise linear, and multiplications
can also be performed as before (now for multiple elements in parallel). We observe that the computation of a
commitment with many generators can be substantially faster than computing all commitments individually.
This optimization, similar to [17], works for a large class of circuits. We moreover note that, in order to use
this optimization, one also has to precompute permutations between the representations which must then be
used during the online phase. This leads to a moderate slowdown during the evaluation of the circuit.

Tweaks for the audit phase. The audit process, as explained in Figure 7, basically consists of (1)
performing linear operations on commitments and (2) checking whether commitments open to the correct
values. Whereas we see no approach to speed up the first part, we will address the second one using a
well-known technique from [6].

Let c1,...,c, € G be the commitments and let x4, ..., z,, 71, ..., 7, be the values that should open them. We
want to establish that Vi € {1,...,n} : ¢; = g"ih"™.

The is to compute a random linear combination of all commitments, and thus check all of them at once. We
choose the coefficients of the random combination from the interval 0, ..., 2% — 1.

Now computing such a random linear combination will yield a false positive with probability ~ 27%, but we
can adjust the error probability here and make it independent of the field description size logp (remember
that also G has to be a DLP-hard group of order p). This also yields less computational overhead, as we
only have to raise group elements to at most 2¥th powers. The algorithm looks as follows:

(1) Choose a « {0, ..., 2F — 1}" uniformly at random.
(2) Check that [], ¢ = [T, (g% hr+)alil = g% alile: p 3, alilr:

Bellare et al. show in [6] that this algorithm indeed fails to correctly verify with probability 2~%. Moreover,
one can use a recursive approach to gain further speedup for a large number of commitments. We refer to
[6] for more details.

B A Generic Implementation of Auditable MPC

Until now, we only provided a specific implementation of Fayprvpc based on the SPDZ protocol. We now
want to argue that it is possible to securely implement Faypirvpc using generic tools, namely a “strong”
semi-honest OT protocol in the sense that the protocol should be secure even if the adversary tampers
with the corrupted parties internal tapes (but follow the protocol honestly), and universally composable
non-interactive zero-knowledge proofs of knowledge(UC-NIZKoKs) in the C' RS model.

First of all, note that UC-NIZKoKs trivially implement an auditable functionality: If the CRS and the
proof are posted on the bulletin board, then the auditor (i.e., anyone) can run the verifier algorithm and
double-check the output of the verifier.

Several notions of “strong” semi-honest protocols have been used in recent works — see Remark 1 in [25]
or the notion of “semi-malicious” in [8]. In all notions different requirements of security still hold when the
adversary can tamper with the randomness of otherwise semi-honest parties.

In our setting, we need that the OT protocol is still secure even if the adversary tampers with the random
tape of one of the parties, and in addition the protocol should still be correct even if the adversary tampers
with the random tape of both parties. Here security is defined as the usual notion of indistinguishability
of the joint distribution of the view of the corrupted party and the outputs of all parties (including the
honest ones) between a real execution of the protocol and a simulated one. The correctness requirements
can similarly be defined, but we only require that indistinguishability should hold w.r.t. the output of the
computation.

Note that in the case where there is at least one honest party, any semi-honest protocol can be turned into
one that gives full security (not only correctness) when the adversary tampers with the randomness of the
corrupted parties. The transformation goes as follows: At the beginning of the protocol P; receives a random

28



string from all other parties and redefines his random tape as the xor of its original random tape and the
strings obtained externally. As long as one party is honest, P;’s random tape will be uniformly distributed.
However it is easy to see that this transformation does not work when all parties are corrupted.
Fortunately many “natural” OT protocols, such as [2], are still correct even when the adversary tampers
with the randomness of all parties. Then we can construct an “auditable” GMW-protocol against active
adversaries using such an OT protocol and NIZKoK.

The protocol proceeds as follows: The input parties Zy, ..., Z,, share their inputs using an n-out-of-n secret
sharing scheme and produce commitments to all of their shares. They now publish the commitments on
the bulletin board and send one share to each server P;. Those commitments should be binding even if all
parties (including the input parties) are corrupted. This can be achieved by using e.g. a commitment scheme
where the receiver does not send any message to the sender.

Now the computing parties P1, ..., P, engage in an execution of the GMW-protocol using the strongly-
correct OT and prove that all their messages are well formed using the NIZKoK. If there is at least one
honest party, this protocol can be shown to be secure following the GMW-protocol (the only step missing
is the “coin-flipping into the well” but this is taken care by the fact that the OT protocol enjoys “strong”
security against semi-honest corruptions). In the audit phase Taypir checks all the NIZKs on the bulletin
board and accepts y if they do and rejects if any NIZK verification fails. As the OT protocol is guaranteed
to be correct even when all parties use bad randomness but follow the protocol, the auditor only outputs
ACCEPT y if this is the correct output.
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